(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 14, No. 7, 2023

An Integrated Framework for Relevance
Classification of Trending Topics in Arabic Tweets

Abdullah M. Alkadri*, Abeer ElKorany, Cherry A. Ezzat
Faculty of Computers and Atrtificial Intelligence, Cairo University, Giza, Egypt

Abstract—Social media platforms such as Twitter are a
valuable source of information about current events and trends.
Trending topics aim to promote public events such as political
events, market changes, and other types of breaking news.
However, with so much data being generated, it would be difficult
to identify relevant tweets that are related to a particular trending
topic. Therefore, in this paper, an integrated framework is
proposed for the detection of the degree of relevance between
Arabic tweets and trending topics. This framework integrates
natural language processing, data augmentation, and machine
learning techniques to identify text that is likely to be relevant to
a given trending topic. The proposed framework was evaluated
using a real-life dataset of Arabic tweets that was collected and
labeled. The results of the evaluation showed that the proposed
framework achieved the highest macro F1 score of 82% in
binary classification (relevant/irrelevant) and 77% in categorical
classification (degree of relevance), which outperforms the current
state of the art.
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I. INTRODUCTION

In recent years, social media platforms have become a
significant source of information for real-time events and
trending topics [1]. The vast amount of user-generated con-
tent on these platforms, especially Twitter, provides a wealth
of information for various applications, including sentiment
analysis, event detection, and trend analysis [2]. Twitter is now
a real-time information distribution channel that is utilized for
news, politics, and advertising [3]. Users can use the trending
topics feature or popular hashtags to discover current popular
news. However, trending topics are often irrelevant to the
content being discussed. Therefore, trending topics relevance
classification is considered as an important text analysis task
for Twitter data. Trending topics relevance aims to identify
relevant tweets that are related to a particular trending topic.
However, this task is challenging due to the noisy and un-
structured nature of social media text, misspellings, slang, and
various other factors that can affect the relevance of a tweet
to a trending topic [4], [5].

Currently, the hashtag trending topic feature is used by
users to find out what topics are currently popular on Twitter
[6], [7]. Some users employ trending topics, to get more atten-
tion to their tweets. However, the trending topic is irrelevant
to the topic being discussed by the tweet itself. For example,
some people include political trending topics that are popular
during the election period in their tweets, but the tweet content
does not include any political topics.
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Irrelevant content for trending topics reduces the level of
communication offered by social media networks. They pollute
social networks and affect how people perceive the contents
of the internet. The user experience will significantly decrease
if someone is excessively exposed to irrelevant information,
which would result in user losses for the social service provider
[8]. Therefore, social platforms must develop algorithms to
filter unwanted information and determine the relevance of
content to trending topics.

Several approaches have been proposed for automatic
learning and detection including trending topics detection on
social media [9]. Previous research has extracted and utilized
a wide range of features, from simple to complex, as well as
a wide range of learning and classification algorithms, from
traditional machine learning techniques to deep learning [9],
[10].

However, these approaches face several challenges spe-
cific to Arabic language processing, such as the absence of
diacritics, the presence of multiple dialects, and the use of
Arabic script, which can affect the accuracy of the model.
Additionally, the availability of labeled datasets for Arabic text
relevance classification in trending topics is limited, making it
difficult to train and evaluate models on this task.

This paper focuses on the problem of detecting the rele-
vance level of Arabic texts related to trending topics on Twitter.
Specifically, we aim to identify tweets that are relevant to a
given trending topic in order to be able to filter out irrelevant
content. A novel framework that integrates several techniques,
including text preprocessing, feature extraction, and machine
learning algorithms is proposed to classify tweets associated
to trending topics into relevant/irrelevant. Furthermore, this
framework is able to categorize the relevant content into low,
medium, and high based on its degree of relevancy. This work
is based on the trending topics and tweets related to Yemeni
politics written in Arabic.

The main contributions of this paper are the following:

e Build a public and available dataset of Arabic tweets
related to trending topics in both binary and categor-
ical classes.

e Develop a trending topics relevance text classification
framework using machine learning algorithms with
two scenarios: binary and categorical classes.

e  Apply data augmentation to enhance the performance
of the framework.
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As will be explained later, to overcome the challenge of
limited labeled datasets, data augmentation techniques [11]
were applied to improve the performance of the model. Several
techniques will be applied including word embedding-based
techniques, to generate additional training data, which helps
the model better generalize to unseen data and handle noisy,
misspelled tweets and improve the overall performance of the
model.

The proposed framework is beneficial for researchers,
journalists, and businesses who require analysis of trending
topics on social media platforms. It can also be used to
extract insights about public opinions, monitor the impact of
events, and discover emerging trends. The rest of the paper
is organized as follows: Section II discusses the background
and related work; Section III explains the methodology used
in our approach; Section IV presents the experimental results;
Discussion are in section V; Finally, section VI concludes the
paper and outlines possible directions for future work.

II. BACKGROUND AND RELATED WORK
A. Trending Topics

Trending topics refer to popular and widely discussed top-
ics on social media platforms such as Twitter, Facebook, and
Instagram. These topics are characterized by a large volume
of posts or tweets that use a specific hashtag or keyword, and
they often reflect current events, news, and opinions that are of
interest to the public [6].Trending topics are important because
they provide valuable insights into public opinion and social
trends. They allow individuals and organizations to track and
monitor the conversation around a particular topic, and they
can be used to identify emerging trends and issues in real-time
[12]. In recent years, the analysis of trending topics has become
an important field of research. Researchers have explored
various approaches and techniques to identify and analyze
these topics based on different domains and languages. For
example, some studies have focused on identifying trending
topics related to politics, sports, entertainment, or health, while
others have looked at trending topics in different languages
such as English, or Arabic. Some of these approaches include
[13], [14]:

e Keyword-based approach: This approach involves us-
ing a set of pre-defined keywords to identify the
trending topics.

e  Text classification approach: This approach involves
training a classifier on a labeled dataset to identify
the trending topics.

e  Topic modeling approach: This approach involves us-
ing topic modeling techniques such as Latent Dirichlet
Allocation (LDA) to identify the trending topics.

e  Hybrid approach: This approach combines multiple
methods to improve trending topic detection accu-
racy. For example, a hybrid approach may use both
keyword-based and text classification methods to iden-
tify trending topics.

Overall, the choice of the approach depends on the specific
requirements of the task, such as the available resources, the
amount of labeled data, and the desired level of accuracy.
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Trending topics analysis has many applications, including
social media monitoring, reputation management, crisis man-
agement, and market research. It can be used by businesses,
governments, and other organizations to gain insights into
public opinion, track the effectiveness of their social media
campaigns, and respond to emerging trends and issues in real
time.

B. Related Work

1) Topic detection: There is limited research on trending
topics relevance text classification in social media. However,
significant research has focused on related areas such as topic
detection and sentiment analysis [15]. Here, we only provide a
brief overview of a few of the most pertinent studies for topic
detection. There is a wide range of techniques employed for
topic analysis on Twitter. Studies that utilize machine learning
techniques generally rely on supervised learning [16], [17], [7],
while others adopt a hybrid approach that incorporates latent
Dirichlet allocation (LDA) [18]. The combination of sentiment
analysis and topic detection has been employed to analyze
content related to COVID-19 in Brazil and the USA [3]. Lee
et al. [7] categorized Twitter Trending Topics into 18 broad
categories, including sports, politics, and technology, using a
text-based classification approach with a Bag-of-Words and a
network-based classification.

There have been several significant works related to topic
detection on social media for the Arabic language. An assim-
ilated model was introduced to identify events from Arabic
Twitter data by Alsaedi et al. [19]. Their main objective was
to distinguish disruptive events from other events in social
media data streams. The model they developed relies on the
frequency of terms occurring together over time. In a different
study [20], a comprehensive framework for event detection
was introduced. The authors emphasized the importance of
temporal, spatial, and textual characteristics of each cluster
in event detection. They compared the effectiveness of their
proposed framework with LDA and demonstrated that LDA
was not suitable for analyzing short messages like tweets. In
[21], a feature-pivot method was employed to identify bursty
features of terms from Arabic Tweets. The approach employed
TFIDF, entropy, and stream chunking to capture bursty terms
that were highly relevant to a particular event during a given
time interval. The document-pivot method was introduced in
[22] to extract trending topics for Arabic Twitter users. These
works serve as examples of the diverse range of approaches
that can be utilized to detect topics on Twitter.

2) Relevance text classification of trending topics: Despite
the abundance of research on topic detection on Twitter,
comparatively less work has focused on classifying relevant
text within trending topics, which is the primary focus of our
proposed approach. A framework model known as TORHID
(Topic Relevant Hashtag Identification) was introduced in a
research paper [23] to identify and retrieve hashtags relevant
to a particular topic on Twitter. The model utilized small tweets
of a hashtag as seeds and employed a Support Vector Machine
to classify new tweets as relevant or irrelevant. According to
the reported results, the TORHID model achieved an accuracy
of 67.25%. Cahyaniet et al. [4] conducted research on the
relevance classification of tweet content and trending topics on
social media. The study focused on political tweet data related
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to Indonesian trending topics and employed Support Vector
Machine (SVM) for classifying tweets as either relevant or
irrelevant. The study reported an F1 measure of 70% for the
applied model. However, the absence of research on trending
topics relevance text classification in Arabic represents a
noteworthy gap in the existing literature, which we aim to
address.

III. PROPOSED FRAMEWORK FOR RELEVANCE
CLASSIFICATION OF TRENDING TOPICS IN ARABIC
TWEETS

As shown in Fig. 1, an integrated framework for Relevance
Classification of Trending Topics in Arabic Tweets (RCTAT) is
proposed. This framework consists of two main components:
data preparation and augmentation and trending topics rele-
vance text classification. In the following subsections, each
component will be described in details.

A. Data Preparation and Augmentation

Data preparation involves collecting and cleaning the data,
while data augmentation involves generating more data from
the existing data to improve the model’s generalization and
reduce overfitting [24]. The following steps were taken in data
preparation and augmentation for Relevance Classification of
Trending Topics in Arabic Tweets:

1) Data collection: The first step was to collect Arabic
tweets from Twitter. The tweets were collected using the
Twitter Streaming API starting December 2019 to April 2020,
using the query “lang: ar” (language is Arabic) and the trending
hashtag (#YEMEN).

2) Data cleaning: To obtain distinct tweets, several clean-
ing steps were applied. These steps involved removing dia-
critics, repeated characters, and punctuations from the tweets.
Additionally, both Arabic and non-Arabic alphabets were
normalized to ensure consistency. Furthermore, the Python
NLTK library* was utilized to perform Arabic light stemming
(ARLSTem) and remove Arabic stop words. These cleaning
techniques enhanced the quality and readability of the tweets,
making them more suitable for further analysis.

3) Relevant terms extraction: To build a list of commonly
used terms related to the situation in Yemen, the 313k distinct
tweets are analyzed. The frequency analysis technique [25] is
used to identify the most frequently used and important terms
by counting the occurrence of words in the tweets. As shown
in Fig. 2, a list of terms was extracted and used to construct
our dataset. These terms cover a variety of topics associated
with the situation in Yemen.

4) Manual data labeling: From the 313 k unique tweets, a
random sample of 5,000 was chosen for manual labeling. To
construct our relevant/irrelevant dataset, the extracted tweets
have been manually annotated into six categories: irrelevant
(1), 30% relevant (2), 50% relevant (3), 65% relevant (4), 85%
relevant (5), and fully Relevant (6) to the situation in Yemen.
To assist in the labeling process, a website” was developed
and 15 Arabic annotators helped in this process. The annota-
tors had diverse educational qualifications, including advanced

“https://www.nltk.org
Thttps://tweettag.000webhostapp.com/login.php
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educational degrees such as B.C, M.S., or Ph.D. with an age
range spanning from 25 to 40 years old. This combination
of advanced education and diverse age range allowed the
annotators to bring a wealth of knowledge and perspectives
to the annotation task. Each annotator was provided with our
definition of relevant, relevant ranges, and irrelevant content,
along with relevant examples, before commencing the labeling
process. The criteria for definition are as follows:

e If one or more relevant terms are discussed, a tweet
is typically considered fully relevant.

e If no relevant term is included, a tweet is considered
fully irrelevant.

e If a tweet contains a mixture of relevant and irrelevant
terms, it is considered partially relevant.

The 5,000 tweets were divided into five groups of 1,000 tweets
each. Three different annotators were assigned to work inde-
pendently on each set of 1,000 tweets. This means that each
tweet was annotated by three different annotators, resulting
in three values for each tweet based on the six categories,
with each category from a different expert. This expedited the
process and enabled multiple experts to label the same tweet.
After the annotations were completed, a tweet-relevant ratio (r)
was calculated for each tweet by adding the three annotation
results and dividing the total by the highest summation result
N).
3
r= (Z annotator Result;) /N (1
i=1
Where :
annotator Result; is value from 1 to 6

N is the highest summation result = 18

After calculating the tweet-relevant ratio (r) for each
tweet, the tweets were further categorized into binary
(relevant or irrelevant) and categorical (low, medium, high)
datasets. This categorization was likely based on a threshold
value determined by the tweet-relevant ratio (r). In order to
determine the optimal threshold for tweet categorization, we
adopted an experimentation approach. A series of experiments
were conducted by systematically varying the threshold
values and assessing their impact on the performance of our
classification model. A representative dataset of tweets was
collected, and their tweet-relevant ratios (r) were computed.
Through iterative adjustments of the threshold values and
comprehensive analysis of evaluation metrics including
accuracy, precision, recall, and Fl-score, we successfully
identified the threshold that yielded the best performance.
This meticulous experimentation and analysis process allowed
us to select the threshold value that maximized our chosen
evaluation metric, ensuring the accurate differentiation of
relevant and irrelevant tweets within our tweet categorization
framework. Furthermore, these tweets were appropriately
assigned to their respective relevance categories.

For example, if the threshold value was set at 0.34, tweets
with a tweet-relevant ratio (r) higher 0.34 would be considered
relevant, and those with a ratio of 0.34 or below 0.34 would
be considered irrelevant. The binary dataset would then con-
sist of two categories: relevant and irrelevant. Similarly, the
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Fig. 1. An integrated framework for Relevance Classification of Trending Topics in Arabic Tweets (RCTAT).

Termcount  Term English Translation |Term count Term English Translation
335826 Gatll Yemen 21992 eyl UAE
33083 sl Houthi 37398 L gaall Saudi Arabia
18881  u-lualladl  Arab coalition 8371 ke Marib
14981 Ll legitimacy 14405 gl The south
10090 e Aden 2851 s Nihm
12589 elala Sana'a 65085 il Al-Jawf
4530 s et President Hadi 10054 sl The army
4949 Sy Transitional 3515 =yl Terrorism
24516 Sl Iran 19887 ol The war

Fig. 2. List of terms used to label the dataset.

categorical dataset would be created by dividing the relevant
tweets into three categories based on their tweet-relevant ratio
(r), such as low (0 to 0.17), medium (0.17 to 0.34), and high
(0.34 and above). This categorization was used to evaluate the
performance of the framework in identifying relevant tweets
and to compare it against human annotations. Tables I and II
shows the number of tweets in both manual binary (relevant
or irrelevant) and categorical (low, medium, high) datasets.

TABLE I. BINARY MANUAL ANNOTATED DATASET

Binary Class Ratio Number of tweets
Irrelevant r<=34 % 1589
Relevant >34 % 3411

TABLE II. CATEGORICAL MANUAL ANNOTATED DATASET

Categorical Class Ratio Number of tweets
Low r<=17 % 791
Medium r<=34 % 798
High >34 % 3411

5) Expanding the annotated dataset: In order to increase
the size of the manually labeled dataset, which can be ex-

pensive and time-consuming to create manually, we utilized
text data augmentation techniques to automatically generate a
labeled dataset from the existing one. Data augmentation is
employed to improve the classification of relevant tweets in
trending topics.

Data augmentation aims to tackle overfitting at the data
level, address class imbalance, and enhance the model’s gen-
eralization [24]. Increasing the diversity of training samples
through data augmentation can help the model learn more
fundamental features of the data, leading to a higher quality
classifier. Tables III and IV show how the size of the binary
(irrelevant) and categorical (low, medium) samples changed
after the data augmentation technique was employed. In our
previous work [26], data augmentation techniques were applied
to increase the size of our datasets. This approach aimed to
address the class imbalance, avoid overfitting, and enhance the
generalization of the model. The authors utilized word em-
bedding techniques [27], specifically the AraVec word vectors
trained on Arabic content from Wikipedia and Twitter. They re-
placed words in the dataset with synonyms based on similarity
scores obtained from the word vectors. By applying a random
ratio of 50% to 70% for token replacement, they effectively
increased the diversity and quantity of training samples. This
data augmentation process resulted in a substantial increase
in the size of our datasets, which can potentially improve the
accuracy and performance of our model by providing a more
comprehensive representation of the data.

Table III shows that the size of the irrelevant binary class
increased from 1589 to 3236 tweets after data augmentation.
Similarly, the low categorical class increased from 791 to 2439
tweets, and the mid categorical class increased from 798 to
2388 tweets as shown in Table IV. This suggests that the data
augmentation technique was successful in increasing the size
of the datasets, which can help improve the performance of
the model by increasing the diversity of the training samples.
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TABLE III. BINARY AUGMENTED DATASET

Binary Class Ratio Number of tweets

r<=34 % 3236
>34 % 3411

Irrelevant
Relevant

TABLE IV. CATEGORICAL AUGMENTED DATASET

Categorical Class Ratio Number of tweets
Low r<=17 % 2439
Medium r<=34 % 2388
High >34 % 3411

B. Trending Topics Relevance Text Classification

This section describes the Trending topics relevance text
classification process by applying different machine learning
techniques. This process includes the following steps: Data
pre-processing, feature extraction, and finally, applying various
machine learning classifiers.

1) Data pre-processing: In order to ensure data cleansing
and eliminate noise that could impact the accuracy of the
system, various techniques were employed on the dataset.
These techniques include tokenization, normalization, removal
of diacritics, removal of repeated characters, removal of
punctuations, removal of stop words, removal of non-Arabic
alphabets, and light stemming.

2) Content features extraction: Once the data is prepared
and augmented, features need to be extracted from the text to
represent it into a numerical representation that can be used
by the machine learning models. The features listed in Table
V were employed for this purpose.

TABLE V. RELEVANCE DETECTION FEATURES

Feature Description

Each word in the dataset is represented

Word-Level using the TF-IDF matrix.

Unigram, bigram, and trigram models
are used and represented
using the TF-IDF matrix.

N-gram-Level

TF-IDF character scores for each tweet

haracter-Level .
Character-Leve are represented in the dataset.

The text in the dataset is represented

Count Vector .
as a vector of term counts.

3) Machine learning classification: Several machine learn-
ing classifiers have been utilized to classify relevance text in
Trending topics. Three classifiers were trained based on the
extracted features to assess their effectiveness in classifying
relevant content. The classifiers used were Naive Bayes, Logis-
tic Regression, and LinearSVC, which were selected because
they have been widely used as a baseline in previous works on
Arabic classification. The experiments’ outcomes are discussed
in Section IV.

IV. EXPERIMENTS

Experiments were conducted to evaluate the quality of
manually labeled and augmented datasets using the fea-
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tures extracted in Section III-B2. Two types of Arabic rele-
vance classification were explored: binary classification (rel-
evant/irrelevant) and categorical classification (low, medium,
high). The dataset comprised 5000 tweets in the non-
augmented labeled dataset and up to 8000 tweets in the
augmented dataset, as shown in Sections III-A4 and III-AS.
The Arabic relevance classification was performed using Lin-
earSVC (SVC), Naive Bayes (NB), and Logistic Regression
(LR) classifiers with 10-fold cross-validation on both datasets.

The results of binary classification and categorical classifi-
cation for the Arabic relevance classification are presented in
the following subsections:

A. Binary Classification

In this section, we present the results of our experiments for
Arabic trending topic relevance text classification using binary
classification, as shown in Table VI and Fig. 3.

The results showed that the Logistic Regression classifier
with the n-gram TF-IDF feature achieved superior classifica-
tion performance. Specifically, the classifier attained a macro
F1 (M-F1) score of 72% for the non-augmented dataset. On
the other hand, applying the same feature with the SVC
classifier resulted in the best classification performance for the
augmented dataset. The classifier obtained a macro Fl-score
of 82%.

Likewise, the n-gram TF-IDF feature with the LR classifier
and the word TF-IDF feature with the SVC classifier produced
the highest precision (P) values of 71% on the non-augmented
dataset. On the other hand, the n-gram TF-IDF feature with
the SVC classifier achieved the highest precision value of 82%
on the augmented dataset.

In terms of recall (R), the SVC classifier with the n-gram
TF-IDF and character TF-IDF features yielded the highest
recall of 74% on the non-augmented dataset, while the SVC
classifier with the n-gram TF-IDF feature achieved the highest
recall of 82% on the augmented dataset. Finally, the n-gram
TF-IDF feature with the Logistic Regression classifier yielded
the highest accuracy (A) of 76% on the non-augmented dataset,
while the n-gram TF-IDF feature with the SVC classifier
produced the highest accuracy of 82% on the augmented
dataset .

B. Categorical Classification

In this section, we present the results of our experiments
for Arabic trending topic relevance text classification using
categorical classification, as shown in Table VII and Fig. 4.

The results showed that, using the Logistic Regression
classifier with n-gram TF-IDF and word count features, as well
as the SVC classifier with word TF-IDF, led to significantly
better classification performance. These classifiers achieved a
macro Fl-score of 51% with the non-augmented dataset. On
the other hand, the SVC classifier that utilized word, n-gram,
and character TF-IDF features obtained the best classification
performance on the augmented dataset. This classifier achieved
a macro Fl-score of 77%.

Likewise, the highest precision value of 51% was achieved
with the SVC classifier using the word TF-IDF feature, and the
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TABLE VI. BINARY DATASET - EXPERIMENT 1 CONFUSION MATRIX

Classifier SvC | NB | LR
Dataset Feature P R A M-F1 | P R A M-Fl | P R A M-F1
Word Count 0.699 0.699 0.739 0.698 0.625 0.637 0.692 0.629 0.7 0.71 0.74 0.7
TF-IDF (word-level) 0.709 0.708 0.746 0.707 0.63 0.64 0.694 0.633 0.69 0.7 0.74 0.7

Non-Augmented  1p 1hp (0 oram-level) 0.654 0736 0753 0665 | 064 064 069 063 | 071 072 076 072

TF-IDF (character-level) ~ 0.654  0.739  0.755  0.666 0.63 0.64 0.69 0.63 0.68 0.68 0.72 0.68

Word Count 0784 0784 0783 0783 | 0738 0.738 0737 0737 | 0795 0795 0795  0.795
Augmented TF-IDF (word-level) 0789 0789 0788 0787 | 0734  0.734 0734 0734 | 0788  0.788 0788  0.787
ugmente TF-IDF (n-gram-level) 082 082 082 082 | 074 074 074 074 | 0807 0807 0807 0.807
TF-IDF (character-level) ~ 0.813  0.814 0.814 0813 | 0736 0736 0735 0735 | 0.769 0769 0769  0.768
Binary Dataset
0.85
0.8
0.75
0.7
0.65
0.55
M-F1 M-F1 M-F1
SVC NB LR
B Non-Augmented Word Count B Non-Augmented TF-IDF (word-level)
® Non-Augmented TF-IDF (n-gram-level) Non-Augmented TF-IDF (character-level)
B Augmented Word Count B Augmented TF-IDF (word-level)
W Augmented TF-IDF (n-gram-level) B Augmented TF-IDF (character-level)
Fig. 3. Plot of binary dataset results.
TABLE VII. CATEGORICAL DATASET - EXPERIMENT 2 CONFUSION MATRIX
Classifier SvC | NB | LR
Dataset Feature p R A MFl | P R A  MFl| P R A M-FI
Word Count 0.5 0.51 0.68 05 | 045 048 067 045 | 051 051 068 051
TF-IDF (word-level) 051 053 069 051 | 045 048 066 045 | 048 051 068 049

Non-Augmented 10 yhp (1 oram-level) 042 059 071 043 | 044 048 066 045 | 051 052 069 051

TF-IDF (character-level) 0.42 0.61 0.71 0.43 044 048 0.67 0.45 047 049  0.66 0.48

Word Count 0.717 0717 0726  0.716 | 055 0.56  0.68 0.55 059 061 0.73 0.59
TF-IDF (word-level) 0769  0.779 0.783  0.772 | 055 055  0.67 0.55 0.59 0.6 0.73 0.59
TF-IDF (n-gram-level) 0.767  0.776 0.78 0.769 | 0.55 056  0.67 0.55 0.59 0.6 0.73 0.58
TF-IDF (character-level)  0.767  0.778 0.78 0.77 055 055 0.68 0.55 0.68 0.68 0.69 0.68

Augmented
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Categorical Dataset

0.8
0.75
0.7

0.65
0.6
0.55
0.5
0.45
0.4

B Non-Augmented Word Count

A

M-F1

S5VvC

® Non-Augmented TF-IDF (n-gram-level)
m Augmented Word Count

m Augmented TF-IDF (n-gram-level)

|||| ]
A

B
|

A

M-F1

1 ||

M-F1

NB LR

B Non-Augmented TF-IDF (word-level)
Non-Augmented TF-IDF (character-level)
m Augmented TF-IDF (word-level)

m Augmented TF-IDF {character-level)

Fig. 4. Plot of categorical dataset results.

N-gram TF-IDF and word count features. On the other hand,
the SVC classifier with word, n-gram, and character TF-IDF
features obtained the highest precision value of 77% on the
augmented dataset.

Likewise, the highest recall value of 61% was achieved
using the character TF-IDF feature with the SVC classifier
on non-augmented datasets, whereas, on augmented datasets,
the highest recall value of 78% was obtained by the same
classifier with word, n-gram, and character TF-IDF features.
Additionally, the highest accuracy was attained using the SVC
classifier with n-gram and character TF-IDF features of 71%
on the non-augmented dataset, and the same classifier with
word, n-gram, and character TF-IDF features of 78% on the
augmented dataset.

V. DISCUSSION

The main goal of this study was to create a benchmark
dataset of tweets related to popular topics in Arabic social
media. The dataset includes Relevance tweets in Arabic for
both binary and categorical classifications. Based on the
experimental outcomes, the manually annotated dataset can
be utilized as a baseline for future research on Relevance
Classification of Trending Topics in Arabic Tweets. As no
benchmark dataset exists for classifying Arabic trending topic
Relevance tweets, this dataset will prove beneficial to the
research community once it becomes publicly accessible.

According to the statistical analysis, the non-augmented
dataset had lower values for macro F1, accuracy, recall, and
precision in its classification compared to the augmented

dataset, which exhibited better results. Based on the findings
of the previous section, it can be concluded that the use of
data augmentation techniques has improved the classification
results, leading to the highest macro F1 score of 8§2% in binary
classification and 77% in categorical classification. The results
achieved in the binary classification outperform the work in
[6], This work is closest to our work as it also aimed to
classify relevant tweets on Indonesian trending topics, and they
achieved an F1 measure of 70%.

Machine learning techniques that employ N-gram features
provide better results in classifying Relevance tweets within
trending topic datasets than other features. Moreover, binary
classification achieved superior results compared to categorical
classification. Learning in categorical classification is compar-
atively less accurate than binary classification, as it is a more
complex process.

VI. CONCLUSION AND FUTURE WORK

This paper presents a novel Arabic dataset consisting of
Relevance tweets for binary and categorical classifications,
which will be available for public research. The process of
tweet collection, manual labeling, and data augmentation for
the dataset is described in details. We employed three classi-
fiers, namely Naive Bayes, Logistic Regression, and Support
Vector Machine, for Relevance Classification of Trending
Topics in Arabic Tweets. The classifiers were trained using
four types of features: count vector and TF-IDF (word-level,
n-gram-level, and character-level). The study found that the
performance varied depending on the classifiers and features
used and that higher performance could be achieved with
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more annotated data. The Support Vector Machine approach
was found to perform well for Relevance classification of
Twitter content, with average macro F1 scores of 82% and 77%
obtained in the binary and categorical datasets, respectively.

In future work, it would be valuable to explore the

effectiveness of advanced deep learning techniques like
convolutional neural networks, recurrent neural networks, and
BERT for Relevance Classification of Trending Topics in
Arabic Tweets. Moreover, extending the dataset to include
a wider range of topics and domains and evaluating the
generalizability of the proposed classification models across
diverse datasets would be of interest.
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