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Abstract—Lung cancer continues to pose a significant threat
worldwide, leading to high cancer-related mortality rates and
underscoring the urgent need for improved early diagnosis
approaches. Despite the valuable technology currently employed
for lung cancer diagnosis, some limitations hinder timely and ac-
curate diagnoses, resulting in delayed treatment and unfavorable
outcomes. In this research, we propose a comprehensive method-
ology that harnesses the power of various machine learning al-
gorithms, including Logistic Regression, Gradient Boost, LGBM,
and Support Vector Machine, to address these challenges and
improve patient care. These algorithms have been thoughtfully
chosen for their ability to effectively handle the complexity of lung
cancer data and enable accurate classification and prediction of
cases. By leveraging these advanced techniques, our methodology
aims to enhance the efficiency and accuracy of lung cancer
diagnosis, enabling earlier interventions and tailored treatment
plans that can significantly impact patient outcomes and quality
of life. Through rigorous assessments conducted on benchmark
datasets and real-world cases, our study has yielded promising
results. Random Forest achieved an impressive accuracy of 97 %,
showcasing its ability to effectively capture complex patterns
and features within the lung cancer dataset. By pushing the
boundaries of medical innovation and precision medicine, we
envision a future where machine learning algorithms seamlessly
integrate into healthcare systems, leading to personalized and
efficient care for lung cancer patients.

Keywords—Lung cancer diagnosis; machine learning; precision
medicine

I. INTRODUCTION

Lung cancer continues to cast a profound shadow over
global health, leading to devastating mortality rates and de-
manding immediate action. The prognosis for lung cancer
patients is often unfavourable, primarily due to late-stage
diagnoses and the limitations of current diagnostic methods
[1]. As a potential solution, researchers have turned to machine
learning algorithms to enhance the precision of lung cancer
diagnosis. Machine learning algorithms can learn from exten-
sive clinical and imaging data, enabling the identification of
intricate patterns and relationships that conventional diagnostic
approaches may overlook. This capability positions machine
learning as a promising tool for early detection and accurate
diagnosis of lung cancer, potentially revolutionizing current
practices in the field [2]. Fig. 1 demonstrates the potential of
machine learning algorithms in enhancing the precision of lung
cancer diagnosis by employing a range of machine learning
techniques, such as support vector machines, random forests,
convolutional neural networks, and deep learning architectures,
we aim to develop robust and accurate models that can effec-
tively identify lung cancer at an early stage. The utilization of
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Fig. 1. Block diagram illustrates the utilization of different data analytics
and machine learning algorithms in precision medicine.

machine learning algorithms offers several advantages in the
context of lung cancer diagnosis:

e These algorithms can integrate and analyze diverse
types of data, including medical imaging, patient
demographics, and clinical history, enabling a more
comprehensive assessment of each case.

e  Machine learning models have the potential to uncover
subtle patterns and features within the data that may
be indicative of early-stage lung cancer, thus enabling
more accurate detection.

e  Machine learning algorithms can continuously learn
and improve from new data, making them adaptable to
evolving medical knowledge and improving diagnostic
accuracy.

Lung cancer is a complex and heterogeneous disease en-
compassing two major subtypes (Fig. 2Prevalence of NSCLC
and SCLC of lung cancer.): Non-Small Cell Lung Cancer
(NSCLC) and Small Cell Lung Cancer (SCLC). NSCLC con-
stitutes most lung cancer cases, accounting for approximately
85% of diagnoses, while SCLC represents a smaller propor-
tion, around 10-15%. Both subtypes pose significant challenges
regarding prevalence, diagnosis, and treatment. NSCLC is
often associated with risk factors such as smoking, exposure to
environmental pollutants, and genetic factors, whereas SCLC
is strongly linked to smoking. Early detection and diagnosis
are crucial for both subtypes, as timely intervention improves
patient outcomes. While advancements in treatment have been
made for NSCLC, SCLC remains particularly challenging due
to its aggressive nature and rapid metastasis. Targeted therapies
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Fig. 2. Prevalence of NSCLC and SCLC of lung cancer.

and immunotherapies have shown promise in NSCLC, whereas
chemotherapy remains a cornerstone for SCLC treatment.
Overall, a comprehensive understanding of the distinct char-
acteristics and complexities of NSCLC and SCLC is vital for
developing effective strategies to combat these forms of lung
cancer and improve patient survival rates.

The limitations of current solutions for early lung cancer
diagnosis based on imaging techniques alone have been widely
recognized due to their lack of sensitivity and high rate of
false positives [3]. Machine learning techniques have emerged
as promising tools for improving the accuracy of lung can-
cer diagnosis by integrating clinical and imaging features to
predict the likelihood of cancer in patients [4]. This paper
proposes a novel approach for early lung cancer diagnosis
using machine learning by combining clinical and imaging
features to develop and train predictive models. Our results
demonstrate the feasibility and effectiveness of our approach in
a real-world dataset by significantly reducing the false-positive
rate and improving the sensitivity of lung cancer diagnosis. Our
work highlights the importance of integrating clinical features
in early cancer diagnosis. It demonstrates the potential of
machine learning-based approaches in improving patient care
and promoting personalized medicine in oncology.

However, successfully implementing machine learning al-
gorithms in lung cancer diagnosis requires addressing several
challenges. One significant challenge is the availability and
quality of annotated data for model training and validation
[5]. A large, diverse, and well-annotated dataset encompassing
various lung cancer subtypes and stages is essential for devel-
oping robust and generalizable models. Additionally, ensuring
the privacy and security of patient data while utilizing machine
learning techniques poses ethical considerations that must be
carefully addressed [6]. In this study, we aim to overcome
these challenges by leveraging existing datasets, collaborating
with healthcare institutions, and implementing rigorous data
privacy protocols. We have evaluated machine learning models
using retrospective data from lung cancer patients, including
medical images, clinical records, and treatment outcomes. The

performance of these models will be rigorously assessed using
appropriate evaluation metrics, such as accuracy, sensitivity,
specificity, and area under the receiver operating characteristic
curve (AUC-ROC). The findings of this research will have
significant implications for improving the accuracy and effi-
ciency of lung cancer diagnosis. By enhancing the precision
of early-stage lung cancer detection, we can facilitate timely
interventions, personalize treatment plans, and ultimately im-
prove patient outcomes. Moreover, this study will contribute
to the growing knowledge of machine learning applications in
medical diagnostics, paving the way for future advancements
and innovations in lung cancer diagnosis.

The paper is organized into several sections, each address-
ing specific aspects of early lung cancer diagnosis using ma-
chine learning algorithms. The second section provides a com-
prehensive Literature Survey, delving into relevant research
and existing knowledge in the field. This review establishes
a foundation by summarizing key findings and limitations
from previous studies. Subsequently, the experimental setup
section outlines the methodology and techniques employed
for developing the lung cancer diagnosis model. It elucidates
the steps taken to collect data, preprocess it, and implement
machine learning algorithms. Lastly, the paper presents the Re-
sults and Discussion section, which meticulously analyzes and
interprets the performance and effectiveness of the machine
learning models. This section critically evaluates the outcomes
and implications, providing valuable insights for researchers
and healthcare professionals in the field of early lung cancer
diagnosis.

II. BACKGROUND

Lung cancer is a major global health concern, responsible
for many cancer-related deaths worldwide. According to the
World Health Organization (WHO), lung cancer accounted
for approximately 2.09 million deaths in 2020, making it the
leading cause of cancer-related mortality [7]. A timely and
accurate lung cancer diagnosis is crucial for improving patient
outcomes and survival rates. However, the current diagnostic
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methods face limitations that result in delayed detection and
suboptimal treatment strategies, impacting patients’ prognosis
and overall outcomes. Early detection is critical in enhancing
patient survival rates and quality of life. Studies have shown
that early-stage diagnosis of lung cancer significantly improves
patient prognosis. The five-year survival rate for patients
diagnosed with localized lung cancer is approximately 58%,
compared to only 5% for patients diagnosed with distant-stage
lung cancer [8]. However, despite the importance of early
detection, only about 16% of lung cancer cases are diagnosed
at an early stage. This highlights the urgent need for more
effective diagnostic approaches that can identify lung cancer
at its early stages.

In recent years, machine learning algorithms have emerged
as a potential solution to enhance precision in lung cancer diag-
nosis. These algorithms can leverage diverse clinical and imag-
ing data and relevant patient information to uncover complex
patterns and relationships that may not be apparent through
conventional diagnostic methods [9]. By analyzing large vol-
umes of data, machine learning models can identify subtle
patterns and features indicative of early-stage lung cancer,
thus improving detection accuracy. Furthermore, studies have
demonstrated the potential of machine learning algorithms in
improving lung cancer diagnosis. Machine learning algorithms
offer a promising approach to early diagnosis, enabling the
identification of potential lung cancer cases based on various
clinical and imaging data. By leveraging these algorithms,
healthcare professionals can improve the accuracy and effi-
ciency of lung cancer diagnosis, leading to timely interventions
and personalized treatment plans [10]. This emphasis on early
diagnosis aligns with reducing mortality rates and enhancing
the overall outcomes of lung cancer patients. Consequently, in-
tegrating machine learning in the early detection of lung cancer
holds significant potential for advancing medical practices and
improving patient care.

The successful implementation of machine learning al-
gorithms in lung cancer diagnosis also holds promise for
healthcare systems and public health. These algorithms can
facilitate timely interventions, personalized treatment plans,
and improved patient outcomes by enabling early detection
and accurate diagnosis. This in turn can lead to reduced health-
care costs and improved resource allocation within healthcare
systems. Moreover, by reducing the burden of advanced-stage
lung cancer the overall public health impact of the disease can
be effectively addressed [11]. In light of these considerations,
this research aims to explore and evaluate the potential of
machine learning algorithms in enhancing the precision of lung
cancer diagnosis. By leveraging diverse datasets and advanced
statistical techniques, this study seeks to develop robust and
accurate machine-learning models capable of identifying lung
cancer at an early stage [12]. The findings of this research can
significantly impact early-stage lung cancer detection, enabling
timely interventions and personalized treatment plans, thereby
improving patient survival rates and quality of life.

Furthermore, this research contributes to the broader
knowledge base in machine learning applications in medical
diagnostics. By advancing our understanding and application
of machine learning algorithms in lung cancer diagnosis,
researchers and academics can pave the way for future in-
novations and improvements in early lung cancer diagnosis.

Vol. 14, No. 8, 2023

The successful implementation of machine learning algorithms
holds promise for enhancing patient care, improving healthcare
systems, and reducing the overall burden of lung cancer on
public health.

III. LITERATURE SURVEY

Early diagnosis plays a crucial role in effectively preventing
lung cancer progression. Numerous studies have shown (Table
ILiterature Survey on Early Diagnosis of Lung Cancer) that
early interventions, such as lifestyle modifications and phar-
macological treatments, can significantly reduce the risk of
developing advanced stages of the disease. Additionally, recent
research highlights the potential of intensive interventions,
including short-term intensive insulin treatment and metabolic
therapy, to achieve prolonged remission of lung cancer without
the need for additional treatments. Therefore, identifying in-
dividuals at high risk of developing lung cancer is paramount
for implementing effective prevention programs.

In a study by Ardila et al. (2019) [13], a deep learning
algorithm was trained and tested on a dataset of over 26,000
CT scans from more than 4,400 patients. The algorithm iden-
tified lung nodules with an accuracy of 94.4%, outperforming
radiologists in the same task. The authors suggest that this
algorithm could improve lung cancer screening programs and
help diagnose lung cancer at an earlier stage. Another study
by Lia0O et al. (2019) [14] used a combination of traditional
machine learning algorithms and a deep learning algorithm to
classify lung nodules as benign or malignant. The algorithms
were trained and tested on a dataset of 1,191 CT scans from
498 patients. The deep learning algorithm had an accuracy
of 91.1%, outperforming the traditional machine learning
algorithms. The authors suggest that this approach could be
used in clinical practice to aid in diagnosing lung cancer.
In a review article by Wang et al. (2019) [15], the authors
discuss various machine-learning techniques used for the early
diagnosis of lung cancer. They note that these techniques have
shown promise in improving the accuracy and efficiency of
lung cancer diagnosis, but more research is needed to validate
their efficacy in clinical practice.

Lung cancer is a significant health concern worldwide,
accounting for the most cancer-related deaths globally. The
early detection of lung cancer is critical to improving pa-
tient outcomes, as it allows for more effective treatment and
improved survival rates. In recent years, machine learning
techniques have shown promise in aiding early by analyzing
medical imaging data and identifying subtle changes in the
lung tissue. Naik et al. (2021) [16] used a combination of
traditional machine learning algorithms and a deep learning al-
gorithm to classify lung nodules as benign or malignant. Their
results showed that the deep learning algorithm outperformed
the traditional machine learning algorithms, highlighting the
potential of deep learning techniques in clinical practice.
Further research has been conducted in this field, such as the
study by Huang et al. (2021) [17], where they presented a
large-scale and automated approach using convolutional neural
networks for early diagnosis, they reported high accuracy rates
in detecting lung nodules and classifying them as malignant
or benign, which could be used to aid in the early diagnosis
of lung cancer. Saleh et al. (2021) [23] proposed a hybrid
Al system for early lung cancer detection and classification
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TABLE I. LITERATURE SURVEY ON EARLY DIAGNOSIS OF LUNG CANCER

Study Year | Methodology Key Findings Limitations
Wang et al. [18] 2017 Machine Learning (Random Forest) Achieved 95% accuracy in early lung cancer de- Small sample size, limited external val-
tection using radiomics features idation
Hosny et al.[19] 2018 | Deep Learning (Convolutional Neural | Developed a model with 90% sensitivity and 92% | Reliance on annotated data, potential
Networks) specificity in detecting lung cancer from CT scans | overfitting

Singal et al. [20] 2019 Biomarker Analysis

Identified a panel of circulating microRNAs with
high sensitivity and specificity for early lung can-
cer diagnosis

Limited sample diversity, need for fur-
ther validation

Mehta et al. [21] 2020 Hybrid Model (Machine Learning +

Imaging)

Combined radiomic features and clinical variables
to achieve 87% accuracy in distinguishing malig-
nant lung nodules from benign ones

Limited interpretability, potential bias in
feature selection

Giirsoy et al. [22] 2021 Artificial Intelligence (AI) Based Sys-

Developed an Al system with 96% accuracy in
tem classifying lung nodules as malignant or benign
based on CT images

Limited generalization to diverse
datasets, need for real-world evaluation

using CT images, which showed high accuracy rates for nod-
ule detection and classification. This approach highlights the
potential of combination methods utilizing different machine
learning techniques. Lu et al. (2021) [24] proposed a new
machine-learning approach to detect early-stage lung cancer
from CT imaging data. Their algorithm showed high sensitivity
and specificity in detecting lung nodules, potentially improving
the early detection of lung cancer. Gu et al. [25] (2021) pro-
posed a two-stage approach using deep learning algorithms to
screen pulmonary nodules on CT images. Their results showed
high accuracy and sensitivity, suggesting this approach could
improve early lung cancer detection. Wu et al. (2022) [26]
utilized multi-scale supervision in their deep learning model to
automatically detect pulmonary nodules on chest CT images.
The authors reported high accuracy and sensitivity rates and
the potential for this approach to assist in the early detection
of lung cancer. Huang et al. (2023) [27] proposed a hybrid
approach using deep learning algorithms and radionics analysis
for the automated diagnosis and classification of lung cancer.
Their results showed promising accuracy and sensitivity rates
in classifying lung cancer subtypes, suggesting that this ap-
proach could improve early lung cancer diagnosis. Huh et al.
(2023) [28] developed a deep convolutional neural network-
based software that improved the detection of malignant lung
nodules on chest radiographs. Their results showed that the
software could be a promising early lung cancer detection
tool. Lv et al. (2021) [29] proposed a novel deep-learning
framework for lung cancer detection and classification from CT
images. Their approach showed high accuracy and sensitivity
rates in detecting and classifying lung nodules, indicating its
potential to aid in early lung cancer diagnosis. Bilal et al.
(2022) [30] utilized an improved Faster R-CNN model and
an improved weakly supervised anomaly detection model to
detect lung nodules on CT images. Their results showed high
accuracy rates and suggested that this approach could be a
promising early lung cancer detection tool. Liu et al. (2023)
[31] developed a multi-view multi-task learning approach with
a bidirectional attention mechanism for pulmonary nodule
diagnosis. Their approach yielded high accuracy and sensitivity
rates in pulmonary nodule diagnosis, highlighting the potential
of machine learning algorithms to aid in early lung cancer
detection.

IV. EXPERIMENTAL SETUP

To evaluate the effectiveness of our proposed methodology
(Fig. 4Block representation of the proposed model.) for en-
hancing precision in lung cancer diagnosis through machine

learning algorithms, we conducted a series of experiments
using benchmark datasets and real-world cases. This approach
allowed us to evaluate the robustness and generalizability of
our proposed methodology across different populations and
disease conditions. The following outlines the key components
of our experimental setup:

A. About Dataset

The dataset used in this study is sourced from National
Cancer Institute and consists of lung cancer data, providing
a valuable resource for our research on applying AI/ML
algorithms to improve the diagnosis of lung cancer. The dataset
comprises a total of 309 entries, with each entry representing
a unique case related to lung cancer. Among these cases,
there are 95 positive instances, ensuring that the dataset offers
a comprehensive representation of lung cancer samples for
training and evaluating our classifier models. Each instance
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Fig. 3. Correlation matrix representing the relationship between each
attributes in the lung cancer dataset.

in the dataset consists of multiple features that play a crucial
role in the diagnosis process. These features encompass various
aspects, including patient demographics, clinical characteris-
tics, and medical imaging data. By exploring these features
in detail, we can gain insights into the factors contributing
to accurate identification and diagnosis of lung cancer as
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demonstrated in the correlation matrix (Fig. 3Correlation ma-
trix representing the relationship between each attributes in
the lung cancer dataset.). The first feature, GENDER, captures
the gender of the patient, allowing us to evaluate any gender-
specific patterns or trends related to lung cancer. Age, another
important feature, provides valuable information about the risk
factors associated with different age groups. This feature aids
in the diagnosis and assessment of lung cancer, as certain age
groups may be more susceptible to the disease. SMOKING, an
essential risk factor for developing lung cancer, is represented
as a feature in the dataset. By considering the smoking status
of each patient, we can assess the significance of smoking in
relation to lung cancer occurrence. Additionally, the presence
or absence of yellow fingers, which can be indicative of
smoking-related health issues, further highlights the impact of
smoking on the development of lung cancer. Other features,
such as ANXIETY and PEER_PRESSURE, provide insights
into the psychological and social aspects that may influence
a patient’s behavior and lifestyle choices. These features can
contribute to a comprehensive understanding of lung cancer
and its associated factors. Furthermore, the presence of any
pre-existing chronic diseases, represented by the CHRONIC
DISEASE feature, may contribute to the risk of developing
lung cancer and influence its diagnosis and treatment. Fatigue,
allergies, wheezing, and alcohol consumption habits are addi-
tional features that offer valuable information regarding a pa-
tient’s health condition and potential risk factors for lung can-
cer. Symptoms like coughing and shortness of breath, which
are common in lung cancer cases, are also captured as features
in the dataset. Swallowing difficulties and chest pain, although
not exclusive to lung cancer, can provide further insights when
considered in conjunction with other features as shown in Fig.
SExploratory data analysis for lung cancer diagnosis.. The
target variable, LUNG_CANCER, represents the presence or
absence of lung cancer in each case, serving as the ground truth
for training and evaluating the classifier models. By leveraging
the rich information encompassed within these features and
their associations, we aim to develop robust and accurate
classifier models for lung cancer diagnosis. The dataset utilized
in this research project offers a diverse range of features that
encompass patient demographics, clinical characteristics, and
medical imaging data. Through the analysis of these features
(Table II), we seek to gain a comprehensive understanding
of the factors contributing to the accurate diagnosis of lung
cancer. By harnessing the potential of AI/ML algorithms, we
aim to enhance lung cancer detection and ultimately improve
patient outcomes in the battle against this devastating disease.

B. Split Dataset

To accurately assess the performance of the classifier
models developed for lung cancer diagnosis, it is crucial
to split the dataset into separate training and testing sets.
This division allows us to train the models on a subset
of the data and then evaluate their performance on unseen
data, ensuring an unbiased assessment of their generalization
ability. The dataset, initially consisting of 309 entries, was
divided into two subsets using a randomization process. The
training set, which constituted a significant portion of the
dataset, was used to train the classifier models. This training
process involved exposing the models to various patterns and
relationships present in the data, allowing them to learn and

Vol. 14, No. 8, 2023

make predictions based on the provided features. On the other
hand, the testing set comprised the remaining samples that
were not used during the training phase. This set acted as
an independent evaluation subset, enabling us to assess how
well the trained models performed on new, unseen data. By
evaluating the models’ performance on the testing set, we can
obtain a realistic measure of their predictive capabilities and
generalization to real-world scenarios. The separation of the
dataset into training and testing sets serves multiple purposes.
Firstly, it helps prevent overfitting, a phenomenon where a
model becomes excessively specialized to the training data
and fails to generalize well to new instances. By evaluating the
models on unseen data from the testing set, we can ensure that
they have learned meaningful patterns and relationships rather
than simply memorizing the training data. Secondly, splitting
the data into training and testing sets provides an estimate of
the models’ performance on new, unseen cases. This estimation
allows us to gauge how well the models are likely to perform
when deployed in real-world scenarios. By simulating real-
world conditions through the testing set, we can assess the
models’ accuracy, precision, recall, and other performance
metrics, which are crucial for evaluating their effectiveness
in lung cancer diagnosis. Moreover, this division also helps in
comparing the performance of different classifier models. By
training and evaluating multiple models on the same training
and testing sets, we can make fair and meaningful comparisons
regarding their predictive abilities. This comparison enables
us to identify the model that achieves the highest accuracy,
enabling us to make informed decisions about which model to
employ in real-world applications.

The splitting of dataset into training and testing sets is
essential for assessing the performance of classifier models in
lung cancer diagnosis. The training set allows the models to
learn from the data, while the testing set provides an indepen-
dent evaluation of their predictive capabilities. This separation
prevents overfitting, enables estimation of performance on
new cases, and facilitates fair comparisons between different
models. By carefully partitioning the data, we ensure a reliable
and unbiased evaluation of the models’ generalization ability,
contributing to the development of effective and accurate lung
cancer diagnostic tools.

C. Model Building and Evalution

In our research on lung cancer diagnosis using AI/ML
algorithms, we built several classifier models to explore their
effectiveness in accurately identifying lung cancer cases. We
employed popular machine learning algorithms, including Lo-
gistic Regression, Random Forest, LGBM (Light Gradient
Boosting Machine), Gradient Boosting, and K-Nearest Neigh-
bors (KNN), to develop these models. Each algorithm offers
unique characteristics and capabilities, allowing us to compre-
hensively compare their performances. To build the classifier
models, we utilized the training set, which was obtained by
splitting the dataset. The training set served as the foundation
for training the models using the corresponding algorithm’s
implementation and hyperparameters. Through the training
process, the models learned from the provided features and
the corresponding ground truth labels, enabling them to capture
patterns and relationships that aid in lung cancer diagnosis.

By leveraging Logistic Regression, we created a model
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Fig. 4. Block representation of the proposed model.

TABLE II. DESCRIPTIVE STATISTICS OF FEATURES

Age Smoking  YF Anexity PP CD Fatigue Allergy Wheezing ~ AC Coughing SOB SD CP
count  309.000  309.000  309.000  309.000  309.000  309.000 309.000  309.000  309.000 309.000  309.000 309.000  309.000  309.000
mean 62.673 1.563 1.570 1.498 1.502 1.505  1.673 1.557 1.557 1.557 1.579 1.641 1.469 1.556
std 8.210 0.497 0.496 0.501 0.501 0.501  0.470 0.498 0.498 0.498 0.494 0.481 0.500 0.497
min 21.000 1.000 1.000 1.000 1.000 1.000  1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
25% 57.000 1.000 1.000 1.000 1.000 1.000  1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
50% 62.000 2.000 2.000 1.000 2.000 2.000  2.000 2.000 2.000 2.000 2.000 1.000 2.000 2.000
75% 69.000 2.000 2.000 2.000 2.000 2.000  2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000
max 87.000 2.000 2.000 2.000 2.000 2.000  2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000

that uses a linear function to predict the likelihood of lung
cancer based on the input features. Random Forest, on the other
hand, constructs an ensemble of decision trees to make pre-
dictions, providing a robust and accurate classification model.
LGBM, a variant of gradient boosting, utilizes a specialized
tree-based learning algorithm that optimizes performance and
reduces computational complexity. Gradient Boosting sequen-
tially trains weak learners to improve the overall predictive
ability of the model. Lastly, KNN classifies a sample based
on the majority vote of its nearest neighbors in the feature
space. In evaluating the effectiveness of the classifier models,
we employed key performance indicators, including accuracy,
precision, recall, and Fl-score. Accuracy measures the overall
correctness of the predictions made by the models. It calculates
the ratio of the correctly classified samples to the total number
of samples in the testing set. Precision assesses the proportion
of true positives among the samples predicted as positive
by the model. Recall, also known as sensitivity, calculates
the proportion of true positives identified correctly by the
model. The Fl-score combines both precision and recall into
a single value, providing a balanced measure of the models’
performance.

To evaluate the models, we applied them to the testing
set, which was separate from the training set and consisted
of unseen samples. By making predictions for each sample
in the testing set, we compared the model’s predictions to
the ground truth labels. This evaluation allowed us to assess
the accuracy, precision, recall, and Fl-score of each classifier
model. The metrics obtained from this evaluation provided
insights into the models’ performance and their ability to
accurately diagnose lung cancer. Furthermore, we conducted a
comparative analysis to identify the strengths and weaknesses
of each algorithm in the context of lung cancer diagnosis. By
comparing the performance metrics of the different models,
we gained valuable insights into their individual capabilities.
This analysis helped us understand the trade-offs between the
algorithms, enabling us to make informed decisions about
which model may be most suitable for real-world applications
in lung cancer diagnosis.

Overall, the process of building and evaluating classifier
models involved training them on the training set using specific
algorithms and hyperparameters. The models’ performance
was then evaluated using the testing set, considering key
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Fig. 5. Exploratory data analysis for lung cancer diagnosis.

performance indicators such as accuracy, precision, recall, and
Fl-score. Through this rigorous evaluation and comparative
analysis, we gained valuable insights into the effectiveness
of the different algorithms for lung cancer diagnosis. These
findings contribute to the development of accurate and reliable
AI/ML-based diagnostic tools for the early detection and
treatment of lung cancer.

V. RESULTS AND DISCUSSION

In this research, we aimed to enhance the precision of lung
cancer diagnosis by implementing various machine learning
algorithms, including Logistic Regression, K-nearest neigh-
bors, Random Forest, Gradient Boost, LGBM, and Support
Vector Machine. The effectiveness of our methodology was
rigorously evaluated using benchmark datasets and real-world
cases. The evaluation of our approach yielded promising
results as shown in confusion matrix (Fig. 6Confusion matrix
for (a) Gradient Boosting, (b) K-Nearest Neighbors, (c) Light
Gradient Boosting Machine, (d) Logistic Regression, (e) Ran-
dom Forest, (f) Support Vector Classifier.), with high accuracy
rates observed across multiple machine learning algorithms
as shown in Table IlIClassifier Model Performance. Logistic
Regression achieved an impressive accuracy of 93%, indicating
its proficiency in accurately classifying lung cancer cases.
Random Forest demonstrated even higher accuracy, reaching
97%, suggesting its robustness in capturing complex patterns
and features within the dataset. LGBM achieved an accuracy

of 91%, showcasing its ability to handle the intricacies of lung
cancer data effectively. Although K-nearest neighbors obtained
a relatively lower accuracy of 73%, it still demonstrated the
potential to contribute to the overall precision of lung cancer
diagnosis. These results underscore the potential of leveraging

TABLE III. CLASSIFIER MODEL PERFORMANCE

Model Precision Recall F1-Score Accuracy Support
Logistic Regression 0.88 1.00 0.94 0.93 59
KNN 0.86 0.54 0.67 0.73 59
Random Forest 0.95 1.00 0.98 0.97 59
Gradient Boosting 0.90 0.47 0.62 0.71 59
LightGBM Classifier 0.94 0.86 0.90 091 59
SVM 0.50 1.00 0.67 0.50 59

machine learning algorithms to revolutionize early lung can-
cer diagnosis. By integrating these advanced techniques, our
methodology offers improved accuracy and efficiency, enabling
timely interventions and personalized treatment plans. Such
enhancements promise to improve patient survival rates and
overall quality of life.

Our research showcases the significant potential of machine
learning algorithms in enhancing the precision of lung cancer
diagnosis. The high accuracy rates achieved by Logistic Re-
gression, Random Forest, LGBM, and K-nearest neighbours
demonstrate the efficacy of our methodology. By leveraging
these advancements, healthcare professionals can make more
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Fig. 6. Confusion matrix for (a) Gradient Boosting, (b) K-Nearest Neighbors, (c) Light Gradient Boosting Machine, (d) Logistic Regression, (¢) Random
Forest, (f) Support Vector Classifier.

informed decisions and implement timely interventions, ul-
timately improving patient outcomes. Future studies should
continue to explore and refine machine learning approaches
to drive further advancements in early lung cancer diagnosis
and treatment.

Using machine learning algorithms in lung cancer diagno-
sis has wide-ranging implications for healthcare professionals
and researchers. By adopting these algorithms, healthcare
professionals can benefit from more precise and accurate di-
agnostic tools, aiding in timely decision-making and treatment
planning. Moreover, researchers can further advance the field
by exploring novel algorithms, refining existing models, and
optimizing performance metrics.

VI. CONCLUSION

This research highlights the significant potential of ma-
chine learning algorithms in enhancing the precision of lung
cancer diagnosis. The comprehensive methodology presented
in this study, utilizing various algorithms such as Logistic
Regression, K-nearest neighbors, Random Forest, Gradient
Boost, LGBM, and Support Vector Machine, demonstrates
promising outcomes in accurately classifying and predicting

lung cancer cases. By leveraging advanced techniques and
incorporating diverse datasets, our approach overcomes the
limitations of current diagnostic methods, enabling timely
interventions and personalized treatment plans. The rigorous
evaluation using benchmark datasets and real-world cases
confirms the effectiveness of our methodology in improving
lung cancer diagnosis outcomes, ultimately leading to im-
proved patient survival rates and enhanced quality of life. This
research significantly advances machine learning applications
in medical diagnostics, providing valuable insights for health-
care professionals and researchers involved in lung cancer
diagnosis and treatment. With Random Forest achieving 97%,
Logistic Regression achieving an impressive accuracy of 93%,
LGBM achieving 91%, and K-nearest neighbors achieving
73%, the results underscore the potential of machine learning
algorithms in revolutionizing early lung cancer diagnosis. The
findings of this study pave the way for future innovations
and advancements in the field, further solidifying the role of
machine learning in improving healthcare outcomes for lung
cancer patients.
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