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Abstract—Optimizing image processing parameters is often a 

time-consuming and unreliable task that requires manual 

adjustments. In this paper, we present a novel approach that 

utilizes a multi-agent system with Hysteretic Q-learning to 

automatically optimize these parameters, providing a more 

efficient solution. We conducted an empirical study that focused 

on extracting objects of interest from textural images to validate 

our approach. Experimental results demonstrate that our multi-

agent approach outperforms the traditional single-agent 

approach by quickly finding optimal parameter values and 

producing satisfactory results. Our approach's key innovation is 

the ability to enable agents to cooperate and optimize their 

behavior for the given task through the use of a multi-agent 

system. This feature distinguishes our approach from previous 

work that only used a single agent. By incorporating 

reinforcement learning techniques in a multi-agent context, our 

approach provides a scalable and effective solution to parameter 

optimization in image processing. 
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I. INTRODUCTION 

Image processing tasks often require the application of one 
or more image processing operators that are parameterized, 
requiring assignment of values to the parameters. However, 
changing parameter values can significantly impact the quality 
of the processing result. Non-expert users may face challenges 
in manually computing optimal parameter values, particularly 
when multiple operators are involved. For instance, the 
Deriche filter [1] is frequently used to detect contours in an 
image, and its parameter α represents the size of the filter. 
Non-expert users may need to make several attempts to find 
satisfactory results, wasting time and computing resources. 

To address this issue, we propose a novel approach to 
automatically estimate parameters in image processing using a 
multi-agent system and reinforcement learning. Our approach 
leverages cooperative learning between agents to outperform 
centralized learning. The main contribution of this paper is the 
use of a multi-agent system to tackle the challenge of 
parameter estimation in image processing. 

In this paper, we begin by discussing related works in 
Section II. Section III introduces preliminaries, while Section 
IV details the proposed approach. In Section V, we present 
experiments and results to validate our approach's 
effectiveness. Finally, in Section VI, we conclude the paper 
and discuss potential future work. 

II. RELATED WORKS 

The problem of parameter estimation in image processing 
has garnered interest from various researchers. In their work 
[2], Elie Zemmour et al. proposed an automatic method for 
estimating the parameters required for adaptive thresholding 
to detect peppers and apples in varying lighting conditions. 
The authors focused on the adjustment of light level threshold, 
stop splitting conditions, and classification rule direction for 
detecting the specific objects (apples and peppers) under 
consideration. However, the proposed algorithm's adaptability 
to other image processing tasks was not discussed and is likely 
to depend on the specific object characteristics. Rafael et al. 
[3] introduced a method that uses a racing algorithm to tune 
the parameters required for document image binarization. 
Their approach is based on a statistical method for 
determining the optimal parameter values for two algorithms 
used in binarization tasks: the perception of objects by 
distance and its combination with a Laplacian energy-based 
method. Meanwhile, in a study aimed at improving image and 
video codecs that widely employ uniform quantization 
schemas, Miguel et al. [4] identified the size of the dead zone 
and the reconstruction point location as the critical parameters 
affecting the image R/D coding. The authors proposed a 
parameterized Uniform Variable Dead Zone Quantizer 
(UVDZQ) for encoding using wavelets, and evaluated its 
performance against the most popular quantizers used in video 
and image coding - USQ (Uniform Scalar Quantizer) and 
USDZQ (Uniform Scalar Dead Zone Quantizer). The optimal 
display of an image requires an optimal gamma 
transformation. In [5], Wang et al. proposed a method based 
on the location of the Zero-Value Histogram Bin (ZVBH) to 
estimate the gamma transformation parameter. This approach 
leverages the relationship between the parameter and the 
number of ZVBHs to approximate the optimal parameter 
value and its associated interval. When it comes to biological 
applications, the choice of parameter values can impact the 
results obtained. Diana B. et al. [6] proposed using Gaussian 
process learning to estimate the best biological parameters 
from non-quantitative and noisy image data. They validated 
their approach on a parametric function and applied it to 
estimate parameters in a biological setting by adjusting 
artificial ISH (in-situ hybridization) data of the developing 
murine limb bud. Machine learning has become a popular 
solution to optimization problems in image processing, 
including parameter estimation. In their work [7], Qaffou et al. 
proposed an automatic solution for adjusting parameters in an 
object recognition task using the Q-learning algorithm [54]. 
This algorithm allows the agent to identify the optimal 
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combination of parameters for two vision operators - GLCM 
(Gray Level Co-occurrence Matrix) and k-means. In another 
study [8], the authors proposed a general framework for 
optimizing the process of operator and parameter estimation 
independently on a specific image processing task using 
reinforcement learning. Furthermore, in [9], Qaffou et al. 
explored a multi-agent architecture for modeling the 
interaction between the three components of the proposed 
architecture. Their solution was successfully applied to a 
segmentation task, and the results demonstrated its ability to 
adapt to user preferences [10]. However, the multi-agent 
architecture proposed in [9, 10] only models different types of 
agents but has only one agent that learns the optimal values. 
Qingang et al. [11] proposed a decoupled learning 
methodology that dynamically fits the weights of a deep 
network as most existing trained models rely on the 
configuration of a single parameter. Jinming et al. [12] 
proposed a simple method for learning local parameter tuning 
in adaptive image processing by extracting local 
characteristics from an image and learning the relationship 
between them and the optimal filtering parameters, optimizing 
any metric that defines the image's quality. 

III. PRELIMINARIES 

Most image processing tasks involve the use of one or 
more vision operators, which are typically parameterized. 
Each parameter has a range of possible values, and in order to 
execute an operator, the user must assign a value to each 
parameter. If the resulting output is unsatisfactory, the user 
may try other parameter values or even switch to a different 
operator altogether. In this paper, we focus on the parameter 
estimation process assuming that the operators to be used have 
already been fixed. The approach proposed in this paper 
requires the introduction of certain concepts, which are 
explained in the following subsections. 

A. Overview 

We assume that image processing tasks require the use of 
multiple operators, each of which is parameterized with a 
range of values. The processing is guided by the ground truths 
provided for the input images. Our proposed approach in this 
paper is based on the concepts of multi-agent systems, and 
requires the following components for the agents to function 
effectively: 

 The combination of operators to use. 

 The range of possible values for each parameter. 

 The input images. 

 The image reference which serves as the ground truth 
for the desired result. For example, in the case of 
segmentation, the ground truth is a manual 
segmentation done by an expert, and it is used for 
evaluation purposes. 

Fig. 1 provides a summary of the inputs required for the 

multi-agent system used, as well as the output it generates. 

B. Multi-agent System 

An agent is any autonomous entity that interacts with its 
environment through sensors and actuators [15]. When such 
an agent tries to optimize its performance measure, it is called 
a rational agent. Although intelligent agents are autonomous, 
they may sometimes need to collaborate and cooperate to 
complete tasks that require integration or are time-consuming. 
Agents may or may not cooperate, share knowledge with each 
other, depending on the task at hand and users' preferences. A 
system composed of a group of agents capable of interacting 
with each other is called a multi-agent system (MAS), which 
constitutes the core of distributed artificial intelligence (DAI) 
that emerged in the 1980s [13, 14]. Since then, researchers 
have used MAS to solve problems of distributed or parallel 
processing in image processing [16-21]. 

In this study, the multi-agent system used is composed of a 
team of agents that cooperate using reinforcement learning to 
speed up the process of finding the optimal values for 
parameters in image processing tasks. The integration of MAS 
and reinforcement learning to solve such an optimization 
problem is an innovative idea. 

1) Reinforcement Learning (RL): RL is the technique that 

forms the basis of the solution proposed in this paper to solve 

the problem of parameter estimation for a combination of 

vision operators. We chose this technique because of its 

adaptability to the dynamicity of environments due to the 

balance it allows between exploring the environment and 

exploiting possible solutions [22]. RL was originally 

developed for Markov Decision Processes (MDPs). RL 

defines a type of interaction between an agent and its 

environment, as shown in Fig. 2. In a real state s of the 

environment, the agent chooses and performs an action a 

which causes a transition to the state s'. The agent receives a 

reinforcement signal "r" that is a reward if the action is 

beneficial or a punishment if not; a null signal means an 

inability to award a penalty or reward. The agent then uses this 

signal to improve its strategy, which is the sequence of its 

actions, in order to maximize the accumulation of future 

rewards. 

To achieve this, the agent must find a balance between 
exploration and exploitation. Exploration consists of testing 
new actions that can lead to higher gains, but with the risk that 
they will be lower, while exploitation consists of applying the 
best strategy acquired until then (which may not be optimal). 
Fig. 2 shows the general architecture of an RL agent. There 
are several methods to find the optimal policy corresponding 
to the maximum value of the state/action value function. In 
this paper, the proposed MAS exploits the idea of the Q-
learning algorithm, where the agents cooperate and update 
their Q-values optimistically. 
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Fig. 1. External architecture of the proposed solution. 

 
Fig. 2. RL agent general architecture. 

2) Q-learning algorithm: The Q-learning algorithm was 

proposed by Watkins in 1989 [23]. In this model, the agent 

learns to act optimally in Markov domains by testing action 

sequences. It selects an action in a particular state and uses the 

immediate reward or punishment to estimate the value of that 

state. By trying different actions in different states, the agent 

learns which is the best by referring to the long-term update of 

the rewards [24]. The agent must determine an optimal policy 

and maximize the total expected rewards. Algorithm 1 gives 

the procedural form of the Q-learning algorithm [56]. 

Alg. 1: Q-learning algorithm 

1. Initialize  (   ) for all             ( ) randomly 

2. Observe the initial state s 

3. Repeat until termination: 

4. Select an action a using a policy derived from   

5. Take action  , observe reward   and new state    
6. Update 

 (   )   (   )   ,      
  

 (     )   (   )- 

7.      

8. Until s is a terminal state 

In this algorithm,   is the set of possible states,  ( ) is the 
set of possible actions in state  , α is the learning rate, and γ is 
the discount factor used to balance immediate and future 

rewards. The value of  (   ) is updated based on the reward 
received and the estimated value of the next state-action pair. 
The policy derived from Q is used to select the action in step 
4. 

3) Cooperative learning: G Although reinforcement 

learning (RL) has promising applications in multi-agent 

systems (MAS), there are still several challenges to extending 

RL to a MAS [25]. One major difficulty is the lack of 

theoretical guarantees, as convergence hypotheses that hold 

for a single agent may not be valid for a MAS due to the 

presence of several learners, which makes the environment 

non-stationary and challenging for multi-agent learning 

systems [26-29]. Additionally, defining a good learning goal 

for all RL agents and enabling communication between them 

pose further challenges for learning in a MAS [30]. Despite 

these obstacles, researchers have successfully integrated RL 

into MAS and addressed coordination problems between 

agents [31-36]. One algorithm that addresses the challenge of 

cooperation between agents is hysteretic Q-learning, which 

focuses on optimistic agent behavior and has been shown to 

perform well in multi-agent environments [29]. We use this 

algorithm to include RL in our cooperative MAS. The next 

section provides more details on how we model our 

cooperative MAS. 

IV. THE PROPOSED APPROACH MODELING 

To accomplish a task in image processing, such as 
filtering, image enhancement, segmentation, object 
recognition, etc., a sequence of operators must be applied. A 
task could be divided into several sub-tasks that may require a 
sub-sequence of vision operators to be used. To run an 
operator, its parameters must be adequately tuned. This 
problem has been solved using a single agent [7], but it 
consumes much time to converge. The main contribution of 
this paper is to propose a quicker and more precise solution to 
this problem. We model our solution as a multi-agent system 
using reinforcement learning. Each agent takes one operator 
and learns to find the optimal values of its parameters 
depending on the user's preferences. These preferences include 
the type of process the user wants to perform, the operators 
they want to use, and the desired result. The agents work 
together to find the best choice that brings them the highest 
reward. These agents have a joint action, and each one has its 

Select 

Input images 

Ground truth for 

each image 

THE PROPOSED SYSTEM 

Multi independent learner for 

parameter estimation. 

 Combination of operators 

 Parameter to adjust 

 Range of values for each 

parameter 

 Optimal combination of parameters‘ 

values for the used combination of 

operator 

 Result image 

 Learning convergence speed 
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individual action in the whole process. An agent's individual 
actions are formed by all possible choices of the values that 
can be assigned to its parameters. Any value changed is a new 
action. Formally speaking, if an operator has, for instance, k 
parameters (          ) and each parameter    has a set of 

possible values    *             +, an individual action is 

then:  

                 (          )               (1) 

Each agent chooses its action independently of the choices 
of the other agents. For the multi-agent system, we talk about 
a joint action which is a combination of the individual actions. 
It is the action that the multi-agent system applies on the input 
image, which represents the environment with which the 
agents are interacting. A state of the environment is a set of 
features extracted from the image. For each image, we provide 
a ground truth to evaluate the result found by the proposed 
multi-agent system. The reward is calculated by comparing 
the features of the output image with those of its ground truth. 
These components, which are the set of actions, states, and the 
reward function, are the principal elements required to define 
the reinforcement learning process. Fig. 3 shows the global 
schema of the proposed multi-agent system. The proposed 
multi-agent system applies a joint action on the input image, 
compares the obtained result with the ground truth, and 
receives a return signal in the form of a reward or punishment. 
During learning, the system reinforces actions that have been 
beneficial in the past, and after convergence, it selects the 
action with the maximum Q-value according to the principle 
of Q-learning. The definition of actions, states, and reward 
function in our approach depends on the task to be 
accomplished and the execution environment. An adaptive 
definition is provided in Section IV. The use of RL in this 
system is challenging because the final return concerns all 
agents, and each agent may question their share of the return. 
Additionally, since an agent cannot see their teammates' 
choices, they may be punished for a bad choice made by 
another agent. To address this issue, we consider all agents to 
be independent learners. The main challenge for these agents 
is coordination; how to ensure that all agents choose their 
individual actions consistently to achieve a Pareto-optimal 
joint action, where no other strategy benefits any of the agents. 
This is a complex problem resulting from the combined 
actions of several factors. Since agents must cooperate, they 
have no interest in threatening each other, but they must 
change their policy to improve their rewards and adapt to this 
change. We can model this setting as a repeated game where 
the same agents play the same game repeatedly. As the agents 
share the common goal of achieving the best end result, this 
game is cooperative and the reward is shared. A simple 
extension of centralized Q-Learning [56], case of a single 
learner, to stochastic games takes into account common 
actions in the calculation of Q-values. Thus, the update 
equation according to a centralized view of a system of n 
agents is: 

 (         )  (   ) (         )    ,  
      (     

      
 )-  (2) 

Where    is the new state, α is the learning rate and  [0, 
1] is the discount factor [23]. 

In this model, the reinforcement perceived by an agent 
depends on the actions chosen by the group. Therefore, an 
agent does not know exactly its share in the total reward, or at 
least the influence of the received return (positive or negative) 
on its individual action. Even if an agent executes a good 
action, it could still be punished because of a bad choice made 
by the group. It is therefore preferable for an agent to give 
little importance to a punishment received after choosing an 
action that has satisfied it in the past. However, the agent must 
not be completely blind to sanctions, as this could result in a 
sub-optimal equilibrium or prevent coordination on an optimal 
joint action [29]. To solve this problem, we use the hysteretic 
Q-learning algorithm. This algorithm considers that an agent 
with an optimal individual action should not be punished 
because of a bad choice made by the group, but it must remain 
optimistic in order to reduce variations in the learned policy. 
The equation for updating the hysteretic Q-learning proposed 
by L. Matignon [29] for an agent i executing the action    
from state   to transit to state    is: 

            ( 
    )    (    ) (3) 

  (    )  {
  (    )                   

  (    )                  
 (4) 

Where α and β are two coefficients corresponding 
respectively to the increase or the decrease of the Q-value of a 
joint action. To have optimistic learners   must be greater 
than  . The main goals of using these two coefficients is to 
minimize the shadowed equilibria‘s effect and to manage 
stochasticity of the environment [29]. The Hysteretic Q-
Learning algorithm is decentralized; each agent builds his own 
Q-table whose the size is independent on the number of agents 
and is linear according to his own actions. Algorithm 2 
summarizes the hysteretic Q-learning. 

Alg.2: Hysteretic Q-learning algorithm 

Begin 

       Initialize arbitrarily   (    ) for each (    ) from      

       Initialize the initial state s 

       While s is not an absorbent state do 

              In the state s, choose the action    /* phase of 

decision */ 

              Apply the action    and observe the new state s’ and 

the return r 

                          
  ( 

   ) 

 /* Hysteretic update */ 

              if     (    ) then 

                        (    )  (   )  (    )      

              else 

                        (    )  (   )  (    )     

              if   (            
  (   ))  

       
  (   ) then 

       choose randomly                 
  (   ) 

                          (   )  {
             

            
 

                              /* equilibria selection */ 

                   
End 
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Fig. 3. Global schema of the proposed solution. 

The proposed multi-agent system consists of two types of 
agents: learner agents and a supervisor agent. Each learner 
agent takes one operator and proceeds to estimate its 
parameters, with each agent representing one of the operators 
in the combination. The learner agents work together to learn 
the best values of the parameters for the entire combination of 
operators. These agents use a hysteretic Q-learning algorithm, 
which means that they give little importance to the penalties 
received but are not completely blind to them [37, 38]. 

The supervisor agent is responsible for distributing the 
operators to the learner agents and receiving the optimal value 
of each parameter. 

V. EXPERIMENTS AND ANALYSIS 

In this section, we evaluate the effectiveness of our 
approach by applying it to estimate parameters in an object 
recognition task. Object recognition is a vital area of computer 
vision with numerous applications such as object tracking, 
facial recognition, and autonomous driving. The main goal of 
object recognition is to detect objects in an image by locating, 
classifying, and framing them with rectangles. Object 
detection methods can be broadly categorized into two 
categories: the first approach divides the image into regions 
and classifies them into object categories, while the second 
approach treats object detection as a classification or 
regression problem, producing final results directly. Examples 
of methods in the first category include R-CNN [39], SPP-net 
[40], Fast R-CNN [41, 42], Faster R-CNN [43], R-FCN [44], 
FPN [45] and Mask R-CNN [46]. For the second category we 
find MultiBox [47], AttentionNet [48], G-CNN [49], YOLO 

[50], SSD [51], YOLOv2 [52], DSSD [53] and DSOD [54]. 
While our work does not aim to propose a new object 
detection method, we demonstrate how our approach can 
provide valuable assistance to users seeking to determine the 
optimal values of each parameter in a combination of 
operators. We use object detection as a case study to 
demonstrate the effectiveness of our approach. 

A. Experiments’ Environment 

We conducted an experiment to evaluate our approach 
using a dataset of 60 mixed textured images, where a disc 
(also textured) was inserted into 40 images while the 
remaining 20 did not contain it. The objective was to 
recognize and extract the disc from these images using a 
combination of two operators in two phases. In the first phase, 
a filter operator with two parameters needed to be estimated, 
and in the second phase, an operator with two parameters was 
applied to segment textures and classify them into clusters. 
For each parameter, a set of possible values was proposed, and 
a system of two agents was assigned to adjust the parameters 
for each operator. The results obtained using our proposed 
approach were compared with those found in [7], where the 
learning was centralized. To facilitate a comprehensive 
comparison, we implemented our approach using Matlab, 
which has a rich toolbox of image processing operators and 
allows for parallel programming using "Workers." 

B. Parameter’s Value Learning 

The operators used in this experiment are "imfilter" and 
"GLCM_KMeansFct." The "imfilter" operator is an existing 
operator in the Matlab toolbox and is used for image filtering. 

… 

Reward/ 

punishement 

New state s‘ 
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The "GLCM_KMeansFct" operator is a function that we 
implemented by combining two Matlab operators: 
"graycomatrix," which computes the gray-level co-occurrence 
matrix (GLCM) of an image, and "kmeans," which classifies 
the obtained textures into clusters. 

The operator ―imfilter‖ has two parameters: 

 the type of filtering with a single value: {'unsharp'} 

 alpha (smoothing coefficient) with 2 possible values: 
{0.2, 0.6} 

The operator ―GLCM_KMeansFct‖ has two parameters to 
adjust: 

 the size of the sliding window with 7 possible values: 
{3, 5, 7, 9, 11, 13, 15} 

 the number of clusters with 4 possible values: {2, 3, 4, 
5} 

The proposed approach in this paper consists of assigning 
one agent AG1 to ―imfilter‖ and another AG2 to 
―GLCM_KMeansFct‖. 

C. RL Configuration 

The three principal components: actions, states and the 
return function must be defined adaptively to our approach. 

1) Actions: An action of the proposed multi-agent system 

is a joining of individual actions of all the agents. For 

instance, an individual action for the agent AG1 is {unsharp, 

0.2} or {unsharp, 0.6}, and for the agent AG2 is every 

combination between a size of the sliding window and a 

number of possible clusters. Thus, a joint action may be, for 

example, {unsharp, 0.2, 3, 2}. 

2) States: A state is defined according to the features of 

the image obtained after the execution of an action. In this 

paper, we consider four characteristics to define a state. 

  ,            -  (6) 

  : the number of objects in the result image. 

  : the ratio between the area of the result object and the 
area of the entire input image. 

  : the ratio between the area of the result object and the 
area of the reference object. 

  : the average of the values of the textural metrics: 
energy, correlation, entropy and contrast [55]. 

3) Return function: The return can be a punishment or a 

reward, depending on the quality criterion representing how 

well the object has been detected. A simple method is to use 

an objective assessment by comparing the obtained result with 

the ground truth. This comparison is made between features of 

the two images to generate a value determining a reward or a 

punishment. The value calculated from this comparison is a 

weighted sum of the difference between the features extracted 

from the two images. The weights reflect the importance of a 

feature in the final decision. 

  ∑         (7) 

Where    are the weights assigned to each of the 
following differences: 

D1: difference in number of objects; 

D2: difference in size of objects; 

D3: difference in area of objects; 

D4: difference in values of entropy; 

If D is greater than a given threshold, the return is a 
reward. Otherwise it is a punishment.  

   (   )        
             

Where   is the threshold. In this experiments, we fix it in 
0.15.  

D. Results  

The experience is based on 40 textured images containing 
four different textures. In these images we inject an object of 
interest, which is a disk. Fig. 4 shows some examples of these 
images. 

 
Fig. 4. Examples of used images. 

The process of our approach needs a ground truth. In this 
experiment, the ground truth is the disc shown in Fig. 5.  

 
Fig. 5. The ground truth in our experiment. 

The multi-agent system we propose in this paper, uses 
some features to compare the obtained result with the ground 
truth. These features are the same for both images. The 
reference features are the following data: 

NbrTargetArea = 5: represents the number of target zones 

TotalSize = 20800: the total size of the image 

AreaObjet = 2573: the area of the object of interest. 

TextureMesure = 4.550863e+000: the entropy value 
(GLCM) 

The desired state is [1.000    1.000    1.000    1.000] 
according to the equation (6). 

The size and the area are measured in pixels. 

For the process of exploration/exploitation, we use the 
hysteretic Q-learning with the values: Number of episodes and 
steps (iterations) are respectively 900 and 60,         
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After running the proposed multi-agent system, we obtain 
the extracted object shown in Fig. 6. 

The corresponding features of the result disc are: 

NbrTargetArea = 6 

TotalSize = 23810 

AreaObjet = 2371 

TextureMesure = 4.3448e+000 

 

Fig. 6. Disc obtained by the proposed MAS. 

To compare the two objects, the differences in equation (7) 
are calculated. Their obtained values are: 

D1 = 2.000000e-001 

D2 =1.447115e-001 

D3 = 7.850758e-002 

D4 = 2.06063e-001 

The difference between the result disc and the ground truth 
is given by: 

D = 0.2*D1+0.2*D2+0.3*D3+0.3*D4 = 9.8672e-002 

The optimal joint action (most rewarding) proposed by our 
MAS is then {‗unsharp', 0.6, 5, 3} and its corresponding state 
is: 

[1.1000    1.1000    0.9000    1.0000] 

E. Discussion 

The value of D is small; this means that the obtained disc 
is very closer to the reference. This result demonstrates that 
the proposed multi-agent system succeeds to extract the object 
of interest. The main contribution of this paper is not only to 
propose a method that finds the optimal parameters‘ values, 
that is already done in [7], but to propose an approach that 
outperforms the solution proposed in [7] in terms of speed and 
accuracy. Fig. 7 shows the curves of learning and the reward 
gain for the multi-agent system proposed in this paper. 

 
Fig. 7. Results of the proposed approach. Top: Learning curve 

(steps/episodes). Bottom: Corresponding cumulative reward. 

The curve at the top shows the learning process. During 
the first 10 episodes, the multi-agent system executes several 
iterations to reach a convergence. A correspondence is clear in 
the curve below showing the cumulative returns. Indeed, 
during the first 10 episodes the multi-agent system receives 
only punishments, then the curve increases to show that the 
multi-agent system accumulates rewards. This is very logical 
with the principle of reinforcement learning, and in particular 
with hysteretic Q-learning. 

To show the performance of the proposed multi-agent 
system as well as its main contribution, we run the one-agent 
approach [7] in the same environment with the same criteria. 
Fig. 8 shows the obtained curves. 

In the one-agent approach, the top curve shows the 
execution of many iterations during the first 100 episodes with 
a high cumulative punishment as the bottom curve shows. 

 
Fig. 8. Results of one-agent approach. Top: Learning curve (steps/episodes). 

Bottom: Corresponding cumulative reward. 

Table I summarizes a comparison between the two 
approaches, by running them in the same environment and 
under the same conditions cited above. 

TABLE I. COMPARISON BETWEEN MULTI-AGENT AND MONO-AGENT 

APPROACHES. 

 
Multi-agent & 

Hysteretic Q-Learning 

One-agent & Q-

learning 

Quality Result 

(difference between the 

result and the ground 

truth) 

10% 12% 

Convergence (at which 

episode) 
10 100 

Reward (900 episodes) 4200 - 

Punishment (900 

episodes) 
-1200 -7200 
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extracted disc include the episode at which convergence starts, 
the values of punishment (which should be small), and the 
reward (which should be high). Based on these criteria, we can 
determine whether one approach is superior to another. In this 
paper, the multi-agent approach outperforms the single-agent 
approach. However, it is important to note that the difference 
between the extracted disc and the reference disc is still 
relatively high. This is mainly due to the choice of operators 
and not the proposed approach, which aims to adjust the 
parameters of the selected operators rather than propose a new 
method for object extraction. 

VI. CONCLUSION 

In this paper we have proposed an approach based on 
multi-agent system and reinforcement learning to automatize 
the process of parameter selection in image processing. In this 
work, adjusting parameters is seen as a decision process over 
time, where experiences gained from past decisions affect 
future decisions. The solution we have proposed, attributes 
one agent to an operator to adjust its parameters. We have 
used hysteretic Q-learning for multi-agent learning to find the 
best parameters for the given operators and test it to extract an 
object of interest. The complexity of the images, the speed of 
convergence and the quality of the results show the potential 
of the new approach and its adaptability. The results show that 
the proposed approach outperforms the use of one agent 
especially in terms of speed. Future works aim to include the 
operator selection also. In spite of using a predefined operator 
combination, we can suggest among several possible operators 
which are the best to use and furthermore what are their 
optimal parameters‘ values. Also, we think about using deep 
reinforcement learning instead of classical reinforcement 
learning. 
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