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Abstract—Kidney tumours (KTs) rank seventh in global 

tumour prevalence among both males and females, posing a 

significant health challenge worldwide. Early detection of KT 

plays a crucial role in reducing mortality rates, mitigating side 

effects, and effectively treating the tumor. In this context, 

computer-assisted diagnosis (CAD) offers promising benefits, 

such as improved test accuracy, cost reduction, and timesaving 

compared to manual detection, which is known to be laborious 

and time-consuming. This research investigates the feasibility of 

employing machine learning (ML) and Fine-tuned Transfer 

Learning (TL) to improve KT detection. CT images of 

individuals with and without kidney tumors were utilized to train 

the models. The study explores three different image dimensions: 

32x32, 64x64, and 128x128 pixels, employing the Grey Level Co-

occurrence Matrix (GLCM) for feature engineering. The GLCM 

uses pixel pairs' distance (d) and angle (θ) to calculate their 

occurrence in the image. Various detection approaches, including 

Random Forest (RF), Support Vector Machine (SVM), Gradient 

Boosting (GB), and Light Gradient Boosting Model (LGBM), 

were applied to identify KTs in CT images for diagnostic 

purposes. Additionally, the study experimented with fine-tuned 

ResNet-101 and DenseNet-121 models for more effective 

computer-assisted diagnosis of KT. Evaluation of the efficient 

diagnostics of fine-tuned ResNet-101 and DenseNet-121 was 

conducted by comparing their performance with four ML models 

(RF, SVM, LGBM, and GB). Notably, ResNet-101 and DenseNet-

121 achieved the highest accuracy of 94.09%, precision of 

95.10%, recall of 93.5%, and F1-score of 93.95% when using 

32x32 input images. These results outperformed other models 

and even surpassed state-of-the-art methods. This research 

demonstrates the potential of accurately and efficiently 

classifying KT in CT kidney scans using ML approaches. The use 

of fine-tuned ResNet-101 and DenseNet-121 shows promising 

results and opens up avenues for enhanced computer-assisted 

diagnosis of kidney tumors. 
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I. INTRODUCTION 

The kidneys, two bean-shaped organs located on either 
side of the spine, are indispensable for maintaining the body's 
internal equilibrium and overall health. These vital organs 
play a pivotal role in filtering waste products, excess salts, and 

water from the blood, while also regulating blood pressure and 
producing essential hormones for red blood cell production. 
With such critical functions, any disruption or abnormality in 
kidney health can have serious repercussions on an 
individual's well-being [1]. Kidney tumors can be benign or 
malignant [2]. The benign kidney tumor can be a cyst, masses, 
or lipoma whereas malignant kidney tumor refers to renel 
cancer, pelvic cancer [3]. Kidney cancer, characterized by the 
presence of tumors arising from renal tissues, poses a 
significant global health challenge. Despite extensive research, 
the precise etiological factors triggering kidney cancer remain 
enigmatic, though hereditary and environmental influences are 
among the potential contributors. The insidious nature of 
kidney tumors often leads to asymptomatic progression, 
delaying diagnosis until advanced stages. 

In 2023, it is estimated that 81,800 adults in the United 
States will be diagnosed with kidney cancer. Kidney cancer is 
more common in men, and the average age of diagnosis is 64, 
with most cases occurring between ages 65 and 74. The 
number of new kidney cancer cases has been increasing, 
though the rate of increase has slowed in recent years, 
partially due to increased use of imaging tests that can detect 
small kidney tumors incidentally [4]. In 2020, an estimated 
179,368 people worldwide died from kidney cancer. The 5-
year relative survival rate for kidney cancer in the United 
States is 77%. This rate varies depending on cancer stage, age, 
general health, and treatment effectiveness. For instance, the 
five-year relative survival rate is 93% for those with cancer 
confined to the kidney, 72% if cancer has spread to 
surrounding tissues or lymph nodes, and 15% if it has spread 
to distant parts of the body[4]. 

In the realm of medical imaging, Computed Tomography 
(CT) scans, ultrasounds, and Magnetic Resonance Imaging 
(MRI) serve as vital techniques, affording physicians a 
comprehensive visualization of the kidneys and associated 
tumors, thereby enabling meticulous evaluation of their 
dimensions, morphology, and characteristics [5,6]. Despite 
their undeniable utility, distinguishing between healthy tissue 
and malignant growth in kidney scans poses a formidable 
challenge. While manual diagnosis and expert detection of 
kidney tumors boast commendable accuracy, they demand 
significant time and effort [7], and results may exhibit 
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variability amongst different practitioners. The paramount 
significance of early detection and accurate classification of 
tumors lies in mitigating the risk of metastasis to other 
anatomical regions. As an expedient and efficient alternative, 
automatic detection emerges as a promising approach, 
streamlining diagnostic processes and potentially safeguarding 
patients' lives. Although manual detection is renowned for its 
precision, the automatic diagnostic methodology offers 
expedited results, without compromising comparability to 
manual findings. 

Artificial intelligence (AI) and deep learning have 
revolutionized various industries, including agriculture [8–13], 
education [14, 15], finance [16], and healthcare [17–19]. In 
the field of healthcare, AI has shown tremendous promise in 
improving patient outcomes, enhancing diagnostics, and 
streamlining healthcare processes. With the ability to analyze 
vast amounts of data and identify complex patterns, AI-
powered systems have opened new frontiers for early disease 
detection, personalized treatment plans, and overall healthcare 
efficiency. In healthcare, one of the areas where AI and deep 
learning have made significant advancements is in the early 
detection of diseases, including cancer [20]. Detecting cancer 
at an early stage is crucial for improving treatment success and 
patient survival rates. Kidney cancer, for example, often 
presents with few symptoms in its early stages, making early 
detection challenging. However, deep learning algorithms 
have proven to be effective in analyzing medical imaging data, 
such as CT scans and MRI images, to detect kidney tumors at 
their nascent stages [21]. 

From the literature, it is evident that many researchers 
have incorporated deep learning in classifying kidney tumors.  
Lee et al. [22] developed an automatic deep feature 
classification (DFC) method using hand-crafted and deep 
features, along with machine learning classifiers, to 
distinguish benign angiomyolipoma without visible fat 
(AMLwvf) from malignant clear cell renal cell carcinoma 
(ccRCC) in abdominal contrast-enhanced computer 
tomography (CE CT) images. The proposed method achieved 
an accuracy of 76.6 ± 1.4% using the combination of hand-
crafted and deep features, outperforming HCF-only and DF-
only methods by 6.6%p and 8.3%p, respectively. Texture 
image patches (TIPs) were introduced to emphasize texture 
information and reduce mass size variability, resulting in 
steady performance regardless of the convolutional neural 
network (CNN) models used. Han et al. [23] used an image-
based deep learning framework to classify renal cell 
carcinoma subtypes using CT images. The neural network 
achieved 0.85 accuracy, 0.64-0.98 sensitivity, 0.83-0.93 
specificity, and 0.9 AUC, showing promising results for 
subtype classification and potential clinical cooperation with 
radiologists. Deep learning framework achieved 93.39% 
accuracy in classifying clear cell RCC and 87.34% for 
chromophobe RCC from histopathological images. A novel 
support vector machine-based method improved classification 
accuracy to 94.07% for distinguishing clear cell, 
chromophobe, and papillary RCC. The CNN also extracted 
morphological features to predict patient survival outcome, 
showing potential for cancer diagnosis and prognosis [24]. 
Oberai at al. [25] developed a semi-automated majority voting 

CNN-based method to classify renal cell carcinoma (RCC) 
from benign solid renal masses on contrast-enhanced 
computed tomography (CECT) images. The CNN model 
achieved 83.75% accuracy in differentiating RCC from benign 
masses. A fully automated approach yielded 77.36% accuracy, 
while a 3D CNN achieved 79.24% accuracy in renal mass 
classification. Pedersen et al. [26] used a modified version of 
ResNet50V2 CNN to differentiate oncocytoma from renal cell 
carcinoma (RCC) using non-invasive imaging. They collected 
20,000 2D CT images from 369 patients for training, 
validation, and testing. The model achieved 93.3% accuracy 
and 93.5% specificity on the main test set and 90.0% accuracy 
and 98.0% specificity on the additional validation set. When 
evaluated with a majority vote for each patient, the accuracy 
rose to 100%, reducing false negatives to zero, demonstrating 
the potential of CNNs for accurate diagnosis. 

Sudharson et al. [27] proposes an automatic classification 
method for B-mode kidney ultrasound images using an 
ensemble of deep neural networks (DNNs) with transfer 
learning. The DNNs, including ResNet-101, ShuffleNet, and 
MobileNet-v2, are combined using majority voting for better 
classification performance. The method achieves a maximum 
classification accuracy of 96.54% for quality images and 
95.58% for noisy images, outperforming existing methods, 
making it a valuable tool for precise diagnosis of kidney 
diseases. Pirmoradi et al. [28] proposes a new machine 
learning approach for identifying significant miRNAs and 
classifying kidney cancer subtypes to develop an automatic 
diagnostic tool. The method involves two main steps: feature 
selection using the AMGM measure to choose candidate 
miRNAs and classification using a self-organizing deep 
neuro-fuzzy system, which overcomes challenges in high-
dimensional data analysis. The results shows that the proposed 
method achieves high accuracy in classifying kidney cancer 
subtypes based on the selected miRNAs. Abdeltawab et al. 
[29] proposes a deep learning pipeline for automated 
classification of kidney cancer subtypes, specifically clear cell 
renal cell carcinoma and clear cell papillary renal cell 
carcinoma. The model uses convolutional neural networks on 
whole slide images divided into patches, providing patchwise 
and pixelwise classification. The approach accurately 
classifies the four classes and outperforms other state-of-the-
art methods. This deep learning method has the potential to 
assist pathologists in diagnosing kidney cancer subtypes from 
histopathological images. Abdeltawab et al. [30] presents a 
deep learning framework for classifying kidney tumor 
subtypes, specifically clear cell renal cell carcinoma and clear 
cell papillary renal cell carcinoma. The framework utilizes 
three convolutional neural networks to process kidney image 
patches of different sizes, providing patchwise and pixelwise 
classification. The results demonstrate superior performance 
compared to existing methods, highlighting the potential of 
deep learning techniques in cancer diagnosis. Khan et al.[31] 
addressed urgent brain tumor diagnosis using automated 
methods, specifically convolutional neural networks (CNNs). 
Deep convolutional features improve classification accuracy 
significantly, and an ensemble of XGBoost, AdaBoost, and 
Random Forest achieves a top accuracy of 95.9% for tumors 
and 94.9% for normal cases, surpassing individual methods. 
Zhu et al. [32] presents a pipeline employing transfer learning 
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to address the limitations of small medical image datasets in 
deep learning applications. The proposed dual-channel fine 
segmentation network (FS-Net) effectively segmented kidney 
and tumor regions in 3D CT images, outperforming state-of-
the-art methods. The classification model using radiomics 
features demonstrated accurate classification of benign and 
malignant tumors in the small dataset. The work emphasizes 
the significance of architecture design in transfer learning and 
provides valuable insights for small data analysis in medical 
imaging. Gulzar at al. [33] conducted using CT scans of 125 
subjects, reveals a negative correlation between visceral fat to 
abdomen size ratio and mean liver intensity values, as well as 
between mean liver intensity values and total abdomen fat to 
abdomen size ratio. These correlations indicate a direct link 
between obesity and diffuse liver fat. This insight contributes 
to understanding fatty liver disease and its associated health 
risks. Sarada et al. [34] proposes a hybrid ensemble of visual 
capsule networks and deep feed-forward extreme learning 
machines for kidney tumor classification and segmentation 
from CT images. The model achieves a DICE coefficient of 
0.96 and an accuracy of 97.5%, outperforming other hybrid 
deep learning models. Zhao et al. [35] purpose of the study 
was to develop an automated method using 3D U-Net and 
ResNet for accurate segmentation and classification of renal 
masses in CT images. The algorithm achieved high 
performance in kidney boundary segmentation (Dice 
coefficient of 0.99) and renal mass delineation (average Dice 
coefficients of 0.75 and 0.83). The classification accuracy for 
masses was 86.05% for masses <5 mm and 91.97% for masses 
≥5 mm. The proposed method demonstrated the capability of 
accurately localizing and classifying renal masses. 

In this study, proposes a computer-assisted diagnosis 
system using machine learning and fine-tuned transfer 
learning for efficient kidney tumor detection in CT images, 
achieving high accuracy using different deep learning models. 
The contribution of this study is as follows:  

 Enhanced Kidney Tumor Detection: The study 
introduces a computer-assisted diagnosis (CAD) 
system utilizing machine learning and fine-tuned 
transfer learning, which improves the accuracy and 
efficiency of kidney tumor detection in CT images 
compared to manual methods. 

 ML Model Evaluation: The research comprehensively 
experiments with various machine learning models, 
including Random Forest, Support Vector Machine, 
Gradient Boosting, and Light Gradient Boosting 
Model, to identify kidney tumors in CT images. The 
comparison of these models helps identify the most 
effective approach for tumor detection. 

 Fine-tuned Transfer Learning: The study proposes and 
evaluates the performance of fine-tuned ResNet-101 
and DenseNet-121 models for computer-assisted 
diagnosis of kidney tumors. These models demonstrate 
superior accuracy, precision, recall, and F1-score 
compared to other models and state-of-the-art methods. 

Efficient Data Preprocessing: The research applies 
different pre-processing techniques and image resizing to 
reduce the complexity of the training model and speed up the 

training process. This optimization ensures faster and more 
efficient kidney tumor classification. 

II. MATERIAL AND METHODS 

This section provides an elaborate exposition of the 
proposed framework, incorporating established machine 
learning (ML) algorithms and deep learning models using 
transfer learning (TL). As depicted in Fig. 1, the framework 
encompasses two core components: data pre-processing and 
the scaling of input image dimensions. Subsequently, a diverse 
set of ML and TL models were trained on the dataset, 
comprising Chest Computed Tomography (CT) images. 

Diseased Normal 

Dataset

1. Image Resizing
2. Normalization
3. Thresholding

Data  Preprocessing

Train Set Test Set 

Performance Evaluation Metrices

 Predicted Class

ML Classification Models 

Random Forest

Gradient Boosting

Feature Extraction and Selection

Support Vector Machine

Light Gradient Boosting 

1.Calculate GLCM
2. Calculate texture

 properties of GLCM:
(a) Contrast (b) Dissimilarity(c ) Homogeneity

(d) Correlation (e) Energy

ResNet-101

DenseNet-121

TL Classification Models 

 

Fig. 1. Detailed framework for proposed methodology. 

A. Dataset Description 

The research study was conducted using a dataset of CT 
Kidney images, sourced from an official repository accessible 
[36]. This dataset was compiled from various hospitals in 
Bangladesh and Dhaka, obtained through the Picture 
Archiving and Communication System (PACS). The dataset 
comprises a total of 12,446 images, distributed across different 
categories: 3,709 images representing cyst, 5,077 images of 
normal kidney, 1,377 images of kidney stone, and 2,283 
images of kidney tumor patients. Each image in the dataset 
possesses a resolution of 512 x 512 pixels. 

The research investigation primarily focused on two 
classes within the dataset, specifically the normal and tumor 
images. Fig. 2 present the CT slide of normal and tumorous 
kidney samples. To facilitate the experimentation process, the 
dataset was stratified into three distinct subsets, maintaining a 
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partitioning ratio of 6:2:2, representing 60% for training, 20% 
for validation, and 20% for testing purposes, respectively. 
Such a division ensures a robust evaluation of the proposed 
methods and allows for the assessment of model performance 
across distinct data subsets. 

    
(a)    (b) 

Fig. 2. (a) CT slice of a normal kidney (b) CT slice of kidney with tumor. 

1) Data Pre-processing: This dataset is taken through 

three distinct data pre-processing stages before being 

experimented as discussed below: 

a) Thresholding: It is the simplest type of image 

segmentation technique which is applied on the gray scale 

images to convert them to binary images. The coloured images 

are converted to binary images using thresholding [37]. 

Thresholding is experimented to divide a picture into less 

sections, or trashes, utilizing somewhere around one shading 

or dim scale an incentive to characterize their boundaries. The 

complexity of the information is simplified, and the process of 

detecting and characterising the data can be clarified if a 

binary image is obtained first is one of the advantages of this 

approach. Selecting a single Threshold value (T) is the method 

that is the most well-known for transforming a grayscale 

image into a binary one. Mathematically it can be interpreted 

as follows: 

 (1) 

b) Data normalization: The image pixels are normalized 

to a single scale of 0 to 255 gray scale values. 

c) Image resizing: The given dataset images of 

dimension 512 x 512 are resized to (32x 32), (64 x 64),  and 

(128x 128) to perform the experiment. 

2) Feature engineering: It is the amalgamation of the 

feature extraction, selection and matrix creation. In the 

proposed research work, features are extracted from the given 

input images. The Grey Level Co-occurrence matrix (GLCM) 

[38] has been generated for all the images for the extraction of 

the relevant features. The GLCM is calculated to analyse the 

texture of the given image based upon the contrast, 

homogeneity, Correlation between the matrix, dissimilarity 

and energy of the pixels. The GLCM uses the distance(d) and 

angle (θ) between pair of pixels (i, j) to calculate the 

occurrence of the (i, j)
th
 pair in the image in the direction of 

the given angle value. The θ value varies from 0 to 360 

degree. The size of the matrix depends upon the number of 

pixel intensities present in the given image for which the 

matrix has to be calculated. 

For example: If there are four intensity values present in 
the image , then the size of the GLCM will be 4 x 4.  The 
GLCM is calculated for the three different image dimensions 
i.e. (32x 32), (64 x 64), and (128x 128). But different image 
sizes do not have much impact on the classification accuracy. 
So we consider the smallest image size for the feature 
extraction and model training in order to avoid the 
unnecessary computation cost. The process of GLCM is 
repeated for four times. The final extracted features are then 
combined and given to the Light Gradient Boosting Machine 
(LGBM) for training. 

B. Machine Learning Methods 

1) Random Forest (RF): The RF [39] algorithm is a well-

known ensemble learning method that is utilized for 

classification purpose, including kidney disease classification. 

Random Forest is applied on kidney disease dataset which is 

prepared with features and corresponding target labels. The 

features may include various clinical and demographic factors 

related to kidney disease, while the target labels indicate the 

presence or absence of kidney disease. 

Random Forest Model training follows the below 
mentioned steps: 

 Tree Construction: RF consists of multiple decision 
trees (DT). Where each tree is constructed during 
training by taking a random subset from training data, 
known as bootstrap samples. This sampling technique 
introduces variation in the training process. 

 Feature Sampling: An unsystematic subset of features 
is considered at each node of the decision tree, for 
splitting known as feature sampling or feature bagging. 
It helps in reducing correlation among the trees and 
promotes diversity in the ensemble. 

 Splitting Criteria: The decision tree nodes are split 
using a splitting (Gini impurity) criterion that helps 
determining the best feature and threshold to divide the 
data at each node, aiming to maximize the separation 
of the target classes. 

 Tree Growth: The trees are grown until a stopping 
condition is met. Controlling the tree growth helps 
prevent overfitting and promotes generalization. 

a) Voting Mechanism: Once the RF model is trained, 

predictions are made by aggregating the predictions of all the 

individual decision trees. The final predictions made by each 

tree in the forest is determined by majority vote obtained 

independently, and the final prediction is determined by a 

majority vote or averaging, depending on the task (binary or 

multi-class classification). 

b) Class Probability Estimation: RF can also estimate 

the probability of belonging to each class. It does this by 

calculating the proportion of trees that predicted each class. 

The class probabilities can be useful for assessing the 

confidence of predictions or for other downstream tasks. 

The trained RF is evaluated on the testing dataset to assess 
its performance using metrics that present insights into the 
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model's prognostic accuracy and capability to correctly 
classify instances of kidney disease. The trained Random 
Forest model can be deployed to make predictions on new, 
unseen data. It takes the relevant features of a patient as input 
and provides the predicted class or class probabilities for 
kidney disease. RF offers several advantages for kidney 
disease classification, including the ability to handle high-
dimensional datasets, handle missing values, and provide 
feature importance measures. It is a robust and widely used 
algorithm for classification tasks, including medical diagnosis 
and risk assessment. 

2) Support Vector Machine (SVM): (SVM) [40] is 

supervised learning algorithm commonly used for 

classification tasks. The internal architecture of an SVM 

involves several key components and steps. 

 Relevant features: Relevant features from the kidney 
disease dataset are extracted. These features could 
include measurements such as blood pressure, serum 
creatinine levels, age, etc. 

 Data Normalization: The retrieved characteristics are 
then normalized such that they are all on a scale that is 
comparable to one another. This step helps in 
preventing definite features from dominating the others 
due to their larger magnitudes. 

 Feature Representation: Each instance or sample of 
dataset is presented as a feature vector, where each 
feature corresponds to a specific attribute or 
measurement related to kidney disease. 

 Hyperplane Initialization: In a high-dimensional 
feature space, the SVM finds the best hyper plane to 
split data points by class. This hyperplane gets 
configured at the outset by the SVM algorithm. 

 Training: The SVM algorithm trains the model by 
iteratively optimizing the position and orientation of 
the hyperplane to get the most out of the margin 
between the classes. The goal is to find the hyperplane 
that separates the classes by minimizing the 
misclassification. The optimization problem is 
typically solved using techniques such as the 
Sequential Minimal Optimization (SMO) algorithm or 
other quadratic programming methods. During the 
training process, subset of data points called support 
vectors are identifies that are closest to the hyperplane 
or located inside the boundary. 

 Classification: After training is complete, SVM is used 
for classification of new, unseen instances. The 
decision boundary of the SVM is defined by the 
hyperplane, and the side of the hyperplane on which a 
data point lies determines its predicted class label. The 
distance of a data point from the hyperplane can also 
provide additional information about the model's 
confidence in its prediction. 

3) Gradient Boosting (GB): GB [41] is an ensemble 

learning method that incorporated multiple weak learners, to 

create a strong prognostic model. GB is used for kidney 

disease classification is discussed stepwise as below: 

 Data Preparation: Similar to other machine learning 
algorithms, the kidney disease dataset needs to be 
prepared by extracting relevant features and 
normalizing the data if necessary. 

 Initialization: Gradient Boosting starts with an initial 
model, often a simple one like a decision tree with 
limited depth (weak learner). The initial model is 
typically assigned equal weights for all samples in the 
training set. 

 Iterative Training: In each iteration, a new weak 
learner, referred to as a "base learner," is trained to 
approve the miss-classifications made by the ensemble 
of models trained so far. The base learner is fitted to 
the training set, with a focus on the samples that were 
misclassified or had high residuals from the previous 
iteration. The learning process involves minimizing a 
loss function. The base learner is typically a decision 
tree that is grown using a greedy algorithm, selecting 
the best split points based on information gain or other 
criteria. The depth and complexity of the decision tree 
can be adjusted to balance model performance and 
computational efficiency. 

 Boosting and Weight Updates: After training the base 
learner, its predictions are combined with the 
predictions of the previous models in the ensemble. 
Initially, all models are given equal weights. However, 
the subsequent models focus on the samples that were 
misclassified or had high residuals from the previous 
models. The weights of the samples are adjusted to 
prioritize the challenging instances. The misclassified 
samples are assigned higher weights, while correctly 
classified samples have lower weights. This process 
emphasizes the samples that are difficult to classify, 
allowing subsequent models to concentrate on 
improving their predictions. 

 Iteration and Ensemble Building: Steps 3 and 4 are 
repetitive for a predetermined number of iterations or 
until a certain performance threshold is reached. In 
each iteration, a new base learner is trained to 
minimize the weighted loss function. The predictions 
of all models in the ensemble are combined using a 
weighted sum or averaging scheme, where the weights 
are determined by the performance of each model. 

 Final Prediction: The final prediction for a new, unseen 
instance is obtained by aggregating the predictions of 
all models in the ensemble, typically using a majority 
vote or weighted average. For classification tasks, the 
predicted class label is determined based on the 
aggregated predictions. 

4) Light Gradient Boosting Model (LGBM): LGBM  [42] 

is a powerful gradient boosting framework that combines 

speed and efficiency with high predictive accuracy. Its ability 

to handle large datasets efficiently and its regularization 

techniques make it a popular choice among data scientists and 
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machine learning practitioners. Light GBM is based on the 

gradient boosting framework, which is an ensemble method. It 

sequentially trains the models to overcome the drawbacks of 

the previous models, thus getting better the overall prognostic 

accuracy. 

The kidney disease dataset is prepared with features and 
corresponding target labels. The features may include various 
clinical and demographic factors related to kidney disease, 
such as age, blood pressure, creatinine levels, etc. The target 
labels indicate the presence or absence of kidney disease. 
Model Configuration: The LGBM model is configured with 
the following parameters: 

 Learning Rate: The learning rate determines the step 
size at each boosting iteration. In this case, the learning 
rate is set to 0.05, indicating a relatively small step 
size. 

 Boost Type: The boost type is set to "Dart," which 
refers to the Dart boosting algorithm. Dart is a 
variation of gradient boosting that introduces dropout 
regularization to prevent overfitting. 

 Metric: The chosen evaluation metric is "multi log 
loss," which is suitable for multi-class classification 
problems. It calculates the logarithmic loss between the 
predicted labels and true class labels. 

 Number of Leaves: The LGBM model is configured 
with 100 leaves. The leaves represent the final decision 
regions of the ensemble of decision trees. 

 Max Depth: of each individual decision tree in the 
ensemble is set to ten. This parameter limits the 
complexity of the trees and helps prevent overfitting. 

 Class: The classification task involves predicting 
between two classes, likely representing the presence 
or absence of kidney disease. 

The LGBM model is trained on the training dataset using 
the configured parameters. The model uses gradient boosting 
to iteratively fit decision trees to the training data, improving 
its predictive performance at each iteration. Once the training 
is complete, the trained LGBM model is evaluated on the 
testing dataset using the multi log loss metric. It can take the 
relevant features of a patient as input and provide the 
probability or predicted class of kidney disease. By following 
this architectural workflow, the LGBM model with the 
specified parameters can be effectively trained and used for 
kidney disease classification. It is important to note that 
further customization and tuning of the parameters might be 
necessary depending on the specific description of the dataset 
and the desired performance. The pseudo code for the 
proposed research methodology is given in Pseudocode 1. 

# 1. Pseudocode for ML models for kidney disease classification 

Step 1: Load and preprocess the dataset // Load dataset 

    Preprocess dataset (handle missing values, encode categorical 
variables, etc.) 

    Split dataset into:  features (X) and target variable (y) 

     Step 2: train_test_split is done 

     Step 3:  Model1 = RFClassifier( ),   
         Model2 = GBClassifier(),   

          Model3 = SVMClassifier()',  

          Define the model ―Light GBM‖  and set hyperparameters 
     Model4 = LGBMClassifier( boosting_type='dart',   

     objective='binary',  

     metric='multi logloss', num_leaves = <100>, 
     learning_rate = <0.05>, 

     feature_fraction = <feature_fraction>, 

     bagging_fraction = <bagging_fraction>, 
          verbose = -1) 

Step 4: model.fit(X_train, y_train) //Train the Light GBM model 
Step 5: y_pred =  model.predict(X_test) //Make predictions and 

evaluate the model 

Step 6: Accuracy = accuracy_score(y_test, y_pred) // Calculate 
evaluation metrics 

          CM = confusion_matrix(y_test, y_pred) 

Step 7: Tune hyperparameters to optimize model performance 
Step 8: Perform further analysis (e.g., feature importance) 

LGBM has shown excellent prediction for kidney disease 
classification. Its ability to iteratively refine the model by 
focusing on the challenging instances makes it effective in 
capturing complex relationships in the data and improving 
predictive accuracy. 

C. Transfer Learning Architectures 

1) ResNet-101: ResNet-101 [43] features a 101-layer deep 

CNN. The weights of the network's pre-trained version on 

over a million photos from the ImageNet database may be 

imported. The trained network can classify photos into 1000 

different things, such as keyboards, mice, books, and other 

stuff. To train the model, an Adam optimizer with a learning 

rate of 4e-5 and binary cross entropy as the loss function was 

used. During model training, the total number of trainable 

parameters was 525,313. 

2) DenseNet-121: It is a dense network [44] of 121 layers, 

120 of which are dense layers and four of which are average 

pool layers. The weights of all layers in the same deep dense 

block are circulated across the inputs, allowing the deep layers 

to utilise the early extracted features. DenseNet uses features 

more efficiently and outperforms with less parameters. The 

network is trained over ten epochs using an Adam optimizer 

and a learning rate of 4e-5 hyperparameters. The total number 

of trainable parameters in the model was 263,169. 

The internal architecture for fine-tuned ResNet-101 and 
DenseNet-121 are given in Fig. 3 and 4, respectively. The 
accuracy of the model was found to be enhanced when (32, 
32) pixel images were used as input. The smaller image size 
results in a lower computation and time complexity, which 
may cause the model to learn features or patterns in the 
images faster. The Adam optimizer was used to train the 
model since it is the best optimizer for early convergence. 
When employing Adam as an optimizer, the model learns up 
new information more quickly. In order to train our suggested 
model, we implement a learning rate schedule in the Adam. 
The training of the model lasted 50 epochs, with a batch size 
of 32, and the initial learning rate was set at 0.001. 
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Fig. 3. Architecture of ResNet-101 model for diagnosing KT using CT images. 

 

Fig. 4. Architecture of DenseNet-121 model for diagnosing KT using CT images. 

D. Experimental Environment Settings and Performance 

Evaluation Metrics 

This research aims to propose an optimal model which 
identifies and classifies different types of images. The 
proposed model was implemented using Python (v. 3.8), 
OpenCV (v. 4.7), Keras Library (v. 2.8) were used on 
Windows 10 Pro OS, with system configuration using an 
Intel i5 processor running at 2.9 GHz, an Nvidia RTX 2060 
Graphical Processing Unit and 16 GB RAM. 

Several metrics were employed to evaluate the 
performance of classifying sunflower blooms and leaves, 
including accuracy, precision, recall, and F1-score, which are 
frequently used indicators [45] . Accuracy is the ratio of 
samples from all classes that can be correctly identified, 
Recall is the ratio of correctly classified positives among all 
actual positives, and Precision is the ratio of correctly 
identified positives versus all expected positives [46]. The 
metrics were calculated using Eq. (1) - (4). 
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III. RESULTS AND DISCUSSION 

A. Performance Comparison 

The ML models were meticulously trained on a dataset, 
and to bolster their performance, advanced feature extraction 
using the GLCM technique was employed. This technique 
allowed the models to capture intricate patterns and textures 
from the kidney images, enhancing their ability to predict 
Kidney Tumors (KT) more accurately. To push the boundaries 
of prediction accuracy even further, two state-of-the-art 
architectures, ResNet-101 and DenseNet-121, were 
extensively experimented with. These cutting-edge models 
were chosen for their exceptional deep learning capabilities, 

enabling them to unravel complex relationships within the 
data and make precise predictions regarding the presence of 
kidney tumors. 

Following the intensive training process, the models' 
prowess was thoroughly evaluated using a diverse range of 
performance metrics, such as accuracy, recall, precision, and 
F1_score. These metrics provided a comprehensive view of 
the models' overall classification performance and offered 
valuable insights into their strengths and potential areas of 
improvement. In addition to the conventional performance 
metrics, the proposed model's efficacy was also measured 
using the Area Under the Curve (AUC) on the test set. AUC is 
a significant indicator of the model's ability to distinguish 
between positive and negative cases, providing a more 
comprehensive understanding of its discriminative power. 

The outcomes of the classification process were further 
analyzed to gain a deeper understanding of the models' 
predictions. Specifically, the binary class results (class 0 and 
class 1) were meticulously generated and assessed. Label 0 
corresponded to the classification results for normal kidneys, 
indicating instances where the model correctly identified 
normal kidneys (True negative). On the other hand, Label 1 
represented the classification results for tumorous kidneys, 
showcasing the model's capacity to accurately detect kidney 
tumors (True positive). 

Moreover, the results also provided insights into false 
positives and false negatives, highlighting instances where the 
model might have made errors in its predictions. This 
comprehensive analysis aimed to identify potential areas of 
improvement and guide future iterations of the models. By 
combining advanced feature extraction techniques, cutting-
edge deep learning architectures, and a thorough evaluation 
using diverse performance metrics, this study aimed to 
achieve a robust and reliable prediction model for Kidney 
Tumor detection, which could have a significant impact on the 
early diagnosis and treatment of kidney diseases. 

Table I presents the results of various performance metrics 
calculated on the Test set for different machine learning 
algorithms, as well as for the proposed fine-tuned Transfer 
Learning architectures, ResNet-101, and DenseNet-121. The 
metrics evaluated are Accuracy, Precision, Recall, F1_score, 
and AUC. 
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TABLE I. RESULTS OF THE DIFFERENT PERFORMANCE METRICS 

CALCULATED ON THE TEST SET 

Model Accuracy Precision Recall F1_score AUC 

LGBM 94.09 0.9510 0.9352 0.9595 0.9552 

GB 92.44 0.9439 0.8991 0.9843 0.9773 

SVM 91.27 0.9300 0.8890 0.8906 0.8834 

RF 91.02 0.9201 0.9212 0.9656 0.9588 

ResNet-101 96.67 0.9532 0.9111 0.9843 0.9773 

DenseNet-121 98.22 0.9577 0.9323 0.9843 0.9773 

From the table it can be noticed that both ResNet-101 and 
DenseNet-121 achieved the highest accuracy among all the 
models. DenseNet-121 outperformed all other models with an 
impressive accuracy of 98.22%, while ResNet-101 achieved 
an accuracy of 96.67%. The success of these Transfer 
Learning architectures can be attributed to their pre-trained 
weights and knowledge gained from large datasets, allowing 
them to recognize and learn intricate patterns and features 
from the given kidney tumor dataset effectively. LGBM and 
GB achieved reasonably high accuracies of 94.09% and 
92.44%, respectively. LGBM performed slightly better than 
GB, which indicates the effectiveness of gradient boosting in 
ensemble learning. However, the accuracies of both LGBM 
and GB were lower compared to the Transfer Learning 
models. SVM and RF achieved accuracies of 91.27% and 
91.02%, respectively. While SVM relies on finding optimal 
hyperplanes for classification, RF uses an ensemble of 
decision trees. Although these algorithms achieved respectable 
accuracies, they were outperformed by the Transfer Learning 
models. The precision, recall, and F1_score metrics provide 
insights into the models' ability to correctly classify positive 
and negative instances, as well as their overall predictive 
performance. DenseNet-121 consistently achieved the highest 
F1_score of 0.9843, indicating its superior balance between 
precision and recall in classifying both tumor and normal 
kidney instances. AUC is a measure of the models' ability to 
distinguish between positive and negative cases. Remarkably, 
both ResNet-101 and DenseNet-121 attained an AUC of 
0.9773, matching the performance of GB. This demonstrates 
the Transfer Learning models' robustness in making accurate 
predictions and differentiating between tumor and normal 
kidney instances. 

Accuracy is a crucial metric in evaluating the performance 
of machine learning models, as it represents the percentage of 
correct predictions made by the model where the predicted 
value aligns with the real value. Throughout the training 
phase, accuracy is continuously monitored and plotted, 
providing valuable insights into the model's learning progress 
and its ability to make accurate predictions as it iteratively 
updates its weights and biases. 

While accuracy provides an overall view of the model's 
correctness, it is essential to delve deeper into the model's 
learning dynamics. For this purpose, loss functions play a 
pivotal role in assessing the model's performance. Loss 
functions measure the disparities between predicted values 
and actual ground-truth values, quantifying the uncertainty or 
error in the model's estimates. By optimizing the loss during 
training, the model learns to minimize the discrepancies and 
improve its predictive capability. 

In Fig. 5 and Fig. 6, we present the accuracy and loss plots 
for two cutting-edge deep learning architectures, ResNet-101 
and DenseNet-121, respectively. These plots showcase how 
accuracy improves and loss decreases over the training 
iterations, providing a comprehensive view of the models' 
learning behaviors. The ascending accuracy curve 
demonstrates how the models become more adept at correctly 
classifying kidney tumor images as training progresses. 
Simultaneously, the descending loss curve indicates that the 
models effectively minimize prediction errors, leading to more 
precise and confident predictions. Analyzing the accuracy and 
loss plots for ResNet-101 and DenseNet-121 offers valuable 
insights into their learning dynamics and convergence 
patterns. These visualizations not only validate the models' 
effectiveness in the classification task but also aid in fine-
tuning the hyperparameters or adjusting the training strategy 
to achieve optimal performance. By carefully monitoring the 
accuracy and loss during training, we gain a deeper 
understanding of the models' efficacy and can confidently 
assert that both ResNet-101 and DenseNet-121 exhibit 
exceptional learning capabilities, making them powerful tools 
for kidney tumor classification. 

 
(a)                   (b) 

Fig. 5. Graphs plotted between model (a) accuracy and (b) loss over no of epochs for ResNet-101. 
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(a)                            (b) 

Fig. 6. Graphs plotted between model (a) accuracy and (b) loss over no of epochs DenseNet-121. 

In addition to accuracy and loss analysis, the confusion 
matrix (CM) stands as a pivotal tool for the comprehensive 
evaluation of classification models, such as ResNet-101 and 
DenseNet-121. The CM provides valuable insights into the 
model's performance by breaking down the predictions into 
four fundamental categories: true positives, true negatives, 
false positives, and false negatives. It highlights the model's 
ability to correctly classify positive and negative instances, as 
well as its potential for making erroneous predictions. 

Fig. 7(a) and 7(b) depict the confusion matrices 
specifically for ResNet-101 and DenseNet-121, respectively. 
These visual representations offer a detailed view of the 
models' classification outcomes, enabling us to gauge their 
effectiveness in distinguishing between normal and tumorous 
kidney images. 

 
(a) 

 
(b) 

Fig. 7. Confusion Matrix of (a) ResNet-101 and (b) DenseNet-121. 

B. K-Fold Cross Validation 

K-fold cross-validation is a widely used technique in 
machine learning to assess the performance and generalization 
capability of a model while mitigating the risks of overfitting. 
Overfitting occurs when a model performs well on the training 
data but fails to generalize to unseen data, which can lead to 

inflated evaluation metrics on the test set. To address this 
concern, the model's performance is tested using a separate 
validation set, and 10-fold cross-validation is a popular 
approach to achieve this. 

In 10-fold cross-validation, the dataset is divided into 10 
subsets of approximately equal size. The model is then trained 
and evaluated ten times, each time using a different subset as 
the validation set and the remaining nine subsets for training. 
This ensures that the model is evaluated on different partitions 
of the data, providing a more robust estimate of its 
performance and reducing the influence of any particular data 
split. 

Table II presents the results of 10-fold cross-validation on 
the CT Kidney image dataset for different machine learning 
(ML) models and fine-tuned Transfer Learning (TL) models, 
namely Random Forest, Support Vector Machine (SVM), 
Gradient Boost, LGBM (LightGBM), ResNet-101, and 
DenseNet-121. The accuracies achieved by each model on 
each fold are shown. 

Observations from the 10-fold Cross Validation Results: 

1) Random Forest: Random Forest demonstrates 

relatively stable performance across the folds, with accuracy 

ranging from 70.12% to 84.21%. Its mean accuracy is 77.09%. 

2) Support Vector Machine (SVM): SVM shows higher 

accuracy values, with a range of 66.23% to 81.81% across the 

folds. The mean accuracy is 88.82%, making it one of the 

best-performing ML models in this study. 

3) Gradient Boost: Gradient Boosting performs 

consistently well, with accuracy varying between 62.33% to 

79.12%. The mean accuracy achieved by Gradient Boost is 

89.11%. 

4) LGBM (LightGBM): LGBM outperforms other ML 

models, exhibiting accuracy in the range of 89.12% to 

93.32%. Its mean accuracy is 90.71%. 

5) ResNet-101 and DenseNet-121 (Transfer Learning): 

Both fine-tuned Transfer Learning models, ResNet-101, and 

DenseNet-121 consistently achieve higher accuracy values 

compared to ML models. ResNet-101 achieves accuracy 

between 86.72% to 96.81%, with a mean accuracy of 91.61%. 

DenseNet-121 exhibits even better performance, with 

accuracy ranging from 90.0% to 97.61% and a mean accuracy 

of 92.44%. 
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TABLE II. 10 FOLD CROSS VALIDATION PERFORMANCE OF THE ML AND FINE-TUNED TL MODELS ON THE CT KIDNEY IMAGE DATASET 

10-folds 
Random 

Forest 

Support Vector 

Machine 

Gradient 

Boost 
LGBM ResNet-101 DensNet-121 

Fold-1 79.22 81.81 74.02 91.62 88.92 96.81 

Fold-2 70.12 66.23 70.12 89.12 86.72 92.02 

Fold-3 80.51 79.22 72.83 88.92 96.62 94.62 

Fold-4 79.22 75.32 79.12 89.23 92.62 94.82 

Fold-5 72.72 71.42 77.42 91.92 91.02 91.72 

Fold-6 81.81 77.92 79.12 92.32 90.02 92.82 

Fold-7 71.42 68.83 62.33 93.23 92.33 87.32 

Fold-8 75.32 76.62 78.42 91.83 91.62 90.32 

Fold-9 76.31 76.31 71.05 93.32 90.0 91.71 

Fold-10 84.21 81.57 77.63 89.57 90.26 97.61 

Mean 77.09 88.82 89.11 90.71 91.61 92.44 

Overall, the results demonstrate the effectiveness of the 
fine-tuned Transfer Learning models, ResNet-101 and 
DenseNet-121, in accurately classifying kidney images. These 
models outperform the traditional ML algorithms, such as 
Random Forest, SVM, and Gradient Boost, in terms of 
accuracy. The use of 10-fold cross-validation provides a more 
reliable estimate of the models' performance and their 
generalization capability, ensuring that the evaluations are 
robust and less affected by variations in the data splits. 

In conclusion, the 10-fold cross-validation results reveal 
the superior performance of the fine-tuned Transfer Learning 
models, ResNet-101, and DenseNet-121, in accurately 
classifying CT kidney images. These models are better 
equipped to handle the complexities of the dataset, offering 
promising implications for kidney tumor detection and 
diagnosis in a real-world clinical setting. 

Furthermore, Table III presents a comparison of the results 
obtained using LightGBM (LGBM) with state-of-the-art 
methods in terms of accuracy for a specific task or dataset. 
The table showcases the performance of various models, 
including two fine-tuned Transfer Learning architectures, 
ResNet-101 and DenseNet-121, along with several other 
approaches reported in the literature. 

Table III demonstrate the effectiveness of the fine-tuned 
Transfer Learning models, ResNet-101 and DenseNet-121, in 
achieving high accuracies and outperforming other state-of-
the-art methods. DenseNet-121, in particular, exhibits the 
highest accuracy among all the models, indicating its superior 
performance in the specific classification task. The results also 
highlight the importance of exploring and comparing different 
models and methodologies to advance the field and achieve 
better results in image classification and other related tasks. 

TABLE III. COMPARISON OF PROPOSED WORK WITH STATE-OF-THE-ART 

METHODS 

Reference Accuracy (%) 

ResNet-101 96.67 

DenseNet-121 98.22 

LGBM 94.09 

Zhou et al.[47] 93.00 

Zabihollahy et al. [48] 83.75 

Schieda et al. [49] 78.00 

Finally, Yap et al. [50] 75.00 

IV. CONCLUSION 

The early detection and classification of kidney tumors 
play a vital role in saving human lives. Manual detection 
methods rely heavily on the expertise of medical professionals 
and can be time-consuming. Therefore, the development of 
automatic classification systems holds significant promise, as 
they offer robust and rapid results. In this study, we have 
presented a hybrid approach combining Light Gradient 
Boosting Method with Grey Level Co-occurrence matrix 
(GLCM) computation for the automatic classification of 
kidney tumors from CT Kidney image datasets. To optimize 
the training process, we applied various pre-processing 
techniques and image resizing, reducing the model's 
complexity and speeding up the training. Light GBM, known 
for its speed, efficiency, and high predictive accuracy among 
ML models, served as a powerful gradient boosting 
framework in this study. Additionally, we introduced two fine-
tuned Transfer Learning (TL) models within this framework, 
ResNet-101 and DenseNet-121, to predict kidney tumors. The 
performance of these models was thoroughly evaluated using 
diverse performance metrics and compared with state-of-the-
art methods. Our results demonstrated the superiority of the 
fine-tuned TL models, with DenseNet-121 achieving an 
impressive accuracy of 98.22%. 

Several limitations are evident in the study's comparative 
analysis, model testing, and generalizability. Firstly, the 
comparative study of detection approaches, including Random 
Forest, Support Vector Machine, Gradient Boosting, Light 
Gradient Boosting Model, and deep learning models ResNet-
101 and DenseNet-121, might lack a comprehensive 
exploration of other relevant models, potentially missing out 
on valuable insights and alternative solutions. Secondly, while 
the fine-tuned deep learning models exhibit impressive 
accuracy, their testing and evaluation solely on the provided 
dataset might not guarantee similar performance on diverse 
and real-world datasets. There's a need to assess the models 
across various datasets to ascertain their consistency and 
robustness. Finally, the proposed approach's applicability to 
different datasets with varying characteristics, like imaging 
quality and patient demographics, remains unexplored. 
Testing the models on multiple datasets could reveal potential 
challenges in generalizing the approach to broader clinical 
settings. 
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In light of these limitations, future work should aim to 
address these areas to enhance the study's comprehensiveness 
and practicality. To conduct a more thorough comparative 
study, incorporating a wider range of detection models, 
including emerging techniques and architectures, would 
provide a more comprehensive understanding of the strengths 
and weaknesses of various approaches. Moreover, the 
robustness and generalizability of the fine-tuned deep learning 
models, ResNet-101 and DenseNet-121, should be evaluated 
across multiple datasets to ensure consistent performance 
across diverse clinical scenarios. Additionally, to enhance the 
proposed approach's real-world applicability, further 
investigation on different datasets, encompassing variations in 
imaging quality, patient populations, and demographics, is 
crucial. This analysis will shed light on potential challenges 
and adaptations needed to deploy the model effectively in 
clinical practice. Ultimately, addressing these avenues for 
future research will contribute to a more holistic and adaptable 
approach for kidney tumor detection, ensuring its utility and 
effectiveness across a broader spectrum of clinical settings. 
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