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Abstract—The performance of machine learning methods in 

disease classification is affected by the quality of the dataset, one 

of which is unbalanced data. One example of health data that has 

unbalanced data is diabetes disease data. If unbalanced data is 

not addressed, it can affect the performance of the classification 

method. Therefore, this research proposed the SMOTE-ENN 

approach to improving the performance of the Support Vector 

Machine (SVM) and Random Forest classification methods for 

diabetes disease prediction. The methods used in this research 

were SVM and Random Forest classification methods with 

SMOTE-ENN. The SMOTE-ENN method was used to balance 

the diabetes data and remove noise data adjacent to the majority 

and minority classes. Data that has been balanced was predicted 

using SVM and Random Forest methods based on the division of 

training and testing data with 10-fold cross-validation. The 

results of this study were Random Forest method with SMOTE-

ENN got the best performance compared to the SVM method, 

such as accuracy of 95.8%, sensitivity of 98.3%, and specificity of 

92.5%. In addition, the proposed method approach (Random 

Forest with SMOTE-ENN) also obtained the best accuracy 

compared to previous studies referenced. Thus, the proposed 

method can be adopted to predict diabetes in a health 

application. 
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I. INTRODUCTION 

Machine learning methods on health data, especially 
disease classification, have been widely practiced. The problem 
is that the dataset's quality influences the performance of 
machine learning methods in disease classification. In general, 
most health data, especially disease data, have data imbalance 
problems, such as diabetes [1], heart [2][3], and breast cancer 
[4]. If the problem of unbalanced data in health datasets is not 
addressed, it can affect the performance of classification 
methods, making the prediction results biased. With balanced 
data, classification methods can easily predict the majority 
class more accurately than the minority class. Therefore, this 
research seeks a method approach for handling unbalanced 
data on health data, especially diabetes disease data, so that 
classification methods achieve optimal accuracy. 

Some previous studies have predicted diseases using 
various approaches, such as research [5] using the logistic 
regression machine learning method with SMOTE for 
predicting diabetes with an accuracy of 77%, precision of 75%, 
recall of 77%, and F1-score 76%. Research [6] uses forward 

chaining and certainty factor methods to diagnose types of 
rheumatic diseases with an accuracy of 80%. Research [7] uses 
the SMOTE method approach with machine learning 
algorithms such as Xgboost, Random Forest, KNN, Logistic 
regression, Decision Tree, Naive Bayes, and XGBoost for liver 
disease prediction with an accuracy of 80%. Based on the 
results of their research, the XGBoost method with SMOTE 
produces better performance than other methods, with accuracy 
of 93%, Recall of 97%, Precision of 92%, and F1-Score of 
94%. 

Research [4] uses a hybrid sampling method (SMOTE and 
SpreadSupsample) with several machine learning methods 
such as Naive Bayes, Decision Tree C4.5, and Random Forest 
for breast cancer disease prediction. His research shows that 
the use of hybrid sampling can improve the performance of the 
machine learning methods used, such as accuracy, ROC, 
Recall, and Precision. Research [8] uses hybrid sampling 
(SMOTE-ENN) with the Artificial Neural Network (ANN) 
method for the identification of Marburg virus inhibitors. The 
results show that using hybrid sampling (SMOTE-ENN) can 
effectively increase the ANN method's accuracy. Research [9] 
uses a hybrid sampling approach (M-SMOTE-ENN) with the 
Random Forest calcification method to solve unbalanced data 
problems in health data. The results show that using hybrid 
sampling (M-SMOTE and ENN) can improve the performance 
of the Random Forest method better than oversampling 
SMOTE and ENN individually without being combined. 

Research [10] uses machine learning methods such as 
KNN, Decision Tree, Naïve Bayes, Random Forest, SVM, and 
histogram-based gradient boosting (HBGB) for diabetes 
prediction. The results show that the HBGB method performs 
better than other methods, with an accuracy of 92%. Research 
[11] compares several classification methods in machine 
learning for diabetes detection. The results show that the 
XGBoost method has better accuracy than other models, which 
is 94%. Research [12] uses a combination feature selection 
approach with several machine learning classification methods 
for diabetes detection. The results show that feature selection 
methods can improve the classification methods' accuracy. 
Random Forest is the method that gets the best accuracy, with 
a feature selection of 80%. 

Research [13] uses a hybrid sampling approach (SMOTE-
Tomek Link) with the Random Forest method for predicting 
diabetes. At the same time, the results show that the hybrid 
sampling method (SMOTE-Tomek Link) increases the 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

586 | P a g e  

www.ijacsa.thesai.org 

accuracy of the Random Forest method compared to SMOTE 
and Tomek Link separately. Research [14] predicts the risk of 
diabetes using a hybrid sampling approach (SMOTE-Tomek 
Link) with the ANN method. The results show that using 
hybrid sampling SMOTE-Tomek Link is better than SMOTE 
alone, with an accuracy of 92%. 

Based on previous research, a gap can be improved; that is, 
the accuracy obtained in predicting diabetes is not optimal, so 
it can still be increased. Based on research [13][14], the highest 
accuracy is 92% using a hybrid sampling SMOTE-Tomek link 
with ANN. Therefore, this study proposes a hybrid sampling 
SMOTE-ENN approach to improving performance, such as 
accuracy, sensitivity, and specificity in SVM and Random 
Forest classification methods. This research adopts the use of 
the SMOTE-ENN hybrid sampling method, as it performs 
better than SMOTE-Tomek Links [15][16]. 

The purpose of this study is the implementation of hybrid 
sampling SMOTE-ENN to increase the accuracy of the 
machine learning method in predicting unbalanced diabetes 
data. This study consists of an introduction structure, research 
method, results and discussion, and conclusion. 

II. RESEARCH METHOD 

This study has several stages shown in Fig. 1. The first 
stage is the collection of diabetes disease datasets obtained 
from the Uci Repository with a total dataset of 768 instances 
and ten attributes. Attributes owned by the Pima Indian 
Diabetes contain datasets such as Pregnancies, Glucose, Blood 
Pressure, Skin Thickness, Insulin, BMI, Diabetes Pedigree 
Function, Age, and Outcome (Class). The dataset used has a 
total of two class categories, namely positive diabetes and 
negative diabetes. 

The second stage is data preprocessing which is useful for 
improving the quality of the dataset used, such as removing 
missing values, outliers, and unbalanced data in the data 
preprocessing phase using data sampling to balance the data in 
the diabetes class, where there is a smaller number of positive 
classes (minority classes) compared to negative classes 
(majority classes) so that it can affect the performance of the 
classification method. If unbalanced diabetes data is not 
handled, the classification method will find it easier to classify 
the majority (negative) class than the minority (positive) class. 
In other words, the classification method makes biased 
prediction results. 

This research uses several data sampling methods such as 
SMOTE, ENN, and hybrid sampling SMOTE-ENN. The 
SMOTE-ENN method combines SMOTE oversampling and 
ENN undersampling. The way the SMOTE-ENN method 
works is to add artificial data to the minority class by 
interpolating the original data using SMOTE so that the 
resulting artificial data is balanced. After the data is balanced, 
samples from the majority class adjacent to the minority class 
are removed by undersampling ENN. The use of the SMOTE-
ENN method can reduce data overfitting and noise. The 
method of SMOTE-ENN can be shown in Fig. 2. 

Start

Data Collection

Data Preprocessing :

Sampling data using SMOTE, ENN, and 

SMOTE-ENN

Splitting data with 10 fold cross validation

End

Implementation of classification method

Performance evaluation based on 

Accuracy, Sensitivity, and Specificity

 
Fig. 1. Research stages. 

Start

Pima Indian Diabetes 

Dataset

Randomly select  Xj  in the 

minority class

Identify k-nearest neighbors

Generate Xnew = Xi + |X - Xj| * δ 

Balanced data ?

No

End

Yes

Remove data noise using ENN

 
Fig. 2. SMOTE-ENN process. 

After the data sampling, the next step is to divide the 
training and testing data using 10-fold cross-validation. 10-fold 
cross-validation works by dividing the data into ten groups, 
and each group can be used as training and testing data 
alternately. The illustration of how 10-fold cross-validation 
works is shown in Fig. 3. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

587 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 3. Process of 10-Fold cross validation. 

Data divided into 10 folds are then used to implement 
classification methods using SVM and Random Forest 
methods. The classification results of the SVM and Random 
Forest methods are tested for performance based on accuracy, 
sensitivity, and specificity using the confusion matrix table. 
The accuracy, sensitivity, and specificity formulas use 
Equations (1), (2), and (3), respectively [17] [13]. 

         
     

           
     (1) 

            
  

     
     (2) 

            
  

     
    (3) 

III. RESULT AND DISCUSSION 

This section contains the results that have been achieved at 
each stage. The first stage is the collection of diabetes disease 
datasets obtained from the Uci Repository with a total of 768 
instances and ten attributes. After data collection, the next step 
is data preprocessing. In the data preprocessing stage, it is used 
to improve data quality in diabetes disease data to optimize the 
classification method's performance. 

There are unbalanced data in the data used so that it can 
reduce the performance of the classification method. The 
number of negative classes is 500 instances (majority class), 
and positive classes are 268 instances (minority class). This 
research proposes several sampling methods to balance the 
data: the SMOTE, ENN, and SMOTE-ENN hybrid. The 
amount of data generated by each sampling method is shown in 
Table I. 

TABLE I.  DATA DISTRIBUTION BEFORE AND AFTER SAMPLING 

Sampling Method Positive Class Negative Class 

Original Data 268 500 

SMOTE 500 500 

ENN 268 240 

SMOTE-ENN 303 227 

In Table I, the SMOTE method produces a balanced class 
by adding the minority class so that the number equals the 
majority class. However, the SMOTE method has the 
disadvantage of producing noise in the new data generated. 
The Edited Nearest Neighbor (ENN) method balances the data 
by removing the majority class (positive class) adjacent to the 
minority class so that it can reduce data noise in the dataset, 
while the SMOTE-ENN method makes the data balanced by 

combining the SMOTE and ENN methods. The SMOTE 
method is used to add new data to the minority class based on 
the nearest neighbor. After the SMOTE results are balanced, 
the removal of adjacent data between the majority and minority 
classes is carried out to minimize data noise. 

The data balanced using the sampling method is then 
divided into training and testing data using 10-fold cross-
validation. Diabetes data is divided into training and testing, 
then implementing Random Forest and SVM classification 
methods for diabetes prediction. The classification results of 
the SVM and Random Forest methods are tested for 
performance based on accuracy, sensitivity, and specificity 
using the confusion matrix table. The confusion matrix results 
are obtained using the SVM method with original data (see Fig. 
4), SMOTE result data (see Fig. 5), ENN method result data 
(see Fig. 6), and SMOTE-ENN data results (see Fig. 7). 

Based on Fig. 4, the SVM method correctly classifies 
negative classes in as many as 438 instances, correctly 
classifies positive classes in as many as 151 instances, 
incorrectly classifies negative classes in as many as 62 
instances, and incorrectly classifies positive classes in as many 
as 117 instances. The performance of the SVM method with 
the original data obtained an accuracy of 76.7%, a sensitivity of 
56.3%, and a specificity of 87.6%. 

Based on Fig. 5, the SVM method with SMOTE can 
correctly classify negative classes with 387 instances, correctly 
classify positive classes with 354 instances, incorrectly classify 
negative classes with 113 instances and incorrectly classify 
positive classes with 146 instances. The performance of the 
SVM method with SMOTE has an accuracy of 74.1%, 
sensitivity of 70.8%, and specificity of 77.4%. 

Based on Fig. 6, the SVM method with ENN can correctly 
classify negative classes in as many as 207 instances, correctly 
classify positive classes in as many as 229 instances, 
incorrectly classify negative classes in as many as 33 instances 
and incorrectly classify positive classes in as many as 39 
instances. The performance of the SVM method with ENN has 
an accuracy of 85.8%, sensitivity of 85.4%, and specificity of 
86.3%. 

 
Fig. 4. SVM results with original data. 
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Fig. 5. SVM results with result data. 

 
Fig. 6. SVM results with ENN result data. 

 
Fig. 7. SVM results with SMOTE-ENN result data. 

Based on Fig. 7, the SVM method with SMOTE-ENN can 
classify negative classes correctly in as many as 201 instances, 
classify positive classes correctly in as many as 276 instances, 
classify negative classes incorrectly in as many as 26 instances, 
and classify positive classes incorrectly as many as 27 
instances. The performance of the SVM method with SMOTE-
ENN gets an accuracy of 90%, sensitivity of 91.1%, and 
specificity of 88.5%. 

Then the confusion matrix results using the Random Forest 
method with original data (See Fig. 8), SMOTE data (See Fig. 
9), ENN data (See Fig. 10), and SMOTE-ENN data (See Fig. 
11). 

Based on Fig. 8, the Random Forest method correctly 
classifies negative classes in as many as 429 instances, 
correctly classifies positive classes in as many as 156 instances, 
incorrectly classifies negative classes in as many as 72 
instances, and incorrectly classifies positive classes in as many 
as 112 instances. The performance of the Random Forest 
method with the original data obtained an accuracy of 76.1%, 
sensitivity of 58.2%, and specificity of 85.8%. 

 
Fig. 8. Random forest results with original data. 

 
Fig. 9. Random forest results with SMOTE. 
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Fig. 10. Random forest results with ENN. 

 
Fig. 11. Random forest results with SMOTE-ENN. 

Based on Fig. 9, the Random Forest method with SMOTE 
can correctly classify negative classes in as many as 391 
instances, correctly classify positive classes in as many as 430 
instances, incorrectly classify negative classes in as many as 
109 instances and incorrectly classify positive classes in as 
many as 70 instances. The performance of the Random Forest 
method with SMOTE gets an accuracy of 82.1%, sensitivity of 
86%, and specificity of 78.2%. 

Based on Fig. 10, the Random Forest method with ENN 
can correctly classify negative classes in as many as 210 
instances, correctly classify positive classes in as many as 232 
instances, incorrectly classify negative classes in as many as 30 
instances and incorrectly classify positive classes in as many as 
36 instances. The performance of the Random Forest method 
with ENN has an accuracy of 87%, sensitivity of 86.6%, and 
specificity of 87.5%. 

Based on Fig. 11, the Random Forest method with 
SMOTE-ENN can correctly classify negative classes in as 
many as 210 instances, correctly classify positive classes in as 
many as 298 instances, incorrectly classify negative classes in 
as many as 17 instances and incorrectly classify positive 
classes as many as 5 instances. The performance of the 

Random Forest method with SMOTE-ENN gets an accuracy of 
95.8%, sensitivity of 98.3%, and specificity of 92.5%. 

The results can be seen in Table II to simplify the 
understanding of the research results achieved based on several 
experiments that have been carried out. 

TABLE II.  CLASSIFICATION METHOD PERFORMANCE RESULTS WITH 

DATA SAMPLING APPROACH 

 Accuracy Sensitivity Specificity 

SVM 76,7% 56,3% 87,6 

SVM with SMOTE 74,1% 70,8% 77,4% 

SVM with ENN 85,8% 85,4% 86,3% 

SVM with SMOTE-ENN 90% 91,1% 88,5% 

Random Forest 76,1% 58,2% 85,8% 

Random Forest with 

SMOTE 
82,1% 86% 78,2% 

Random Forest with ENN 87% 86,6% 87,5% 

Random Forest with 

SMOTE-ENN 
95,8% 98,3% 92,5% 

Based on Table II, the Random Forest method with 
SMOTE-ENN produces the highest performance compared to 
SVM, with an accuracy of 95.8%, sensitivity of 98.3%, and 
specificity of 92.5%. Furthermore, the approach using the 
SMOTE-ENN sampling method resulted in better average 
performance than the SMOTE and ENN methods separately, 
such as accuracy, sensitivity, and specificity. The SMOTE-
ENN sampling method is better than SMOTE and ENN 
separately because it can minimize noise data in the artificial 
data produced. The noise data in this context is the minority 
class data that is close to the majority class, so the 
classification method makes biased predictions. Besides that, 
using hybrid sampling by combining oversampling and 
undersampling methods in solving unbalanced data performs 
better than oversampling without undersampling [18]. 
SMOTE-ENN hybrid sampling in this study can significantly 
improve the sensitivity performance [19][20]. In order to see 
that the method proposed in this study is better than some 
related previous studies, the following comparison of the 
results can be seen in Table III. 

TABLE III.  RESULTS COMPARISON WITH PREVIOUS RESEARCH 

 

Previous Studies 
Methods 

Scope of 

Study 
Accuracy 

Hairani et al. [13] 
Random Forest and 
SMOTE-Tomek Links 

Diabetes 
Disease 

86,4% 

ElSeddawy, et al. 

[14] 

ANN + Gridsearch + 

SMOTE 
92% 

Sabhita et al.  [21] 
SVM + RFE + 

SMOTE 
82% 

Abdullah, et al. [22] 
Random Forest + 
SMOTE 

83% 

Ijaz et al. [23] 
DBSCAN + SMOTE 

+ Random Forest 
83,6% 

Butt et al. [24] LSTM 87,3% 

Proposed Method 
Random Forest and 

SMOTE-ENN 
95,8% 
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IV. CONCLUSION 

Based on the research results obtained using the SVM and 
Random Forest methods combined with the SMOTE, ENN, 
and hybrid SMOTE-ENN sampling methods, the Random 
Forest method with SMOTE-ENN produces better 
performance than the SVM method based on an accuracy of 
95.8%, sensitivity of 98.3%, and specificity of 92.5% in 
diabetes prediction. Moreover, it can also be concluded that the 
SMOTE-ENN sampling method produces better performance 
than the SMOTE method without ENN in the results of the 
classification method used. Future researchers are suggested to 
use the ensemble learning method to improve the performance 
of the classification method. 
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