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Abstract—In recent decades, social networks have been 

considered as one of the most important topics in computer 

science and social science. Identifying different communities and 

groups in these networks is very important because this 

information can be useful in analyzing and predicting various 

behaviors and phenomena, including the spread of information 

and social influence. One of the most important challenges in 

social network analysis is identifying communities. A community 

is a collection of people or organizations that are more densely 

connected than other network entities. In this article, a method to 

increase the accuracy, quality, and speed of community detection 

using the Fire Butterfly algorithm is presented, which defines the 

algorithm and fully introduces the parameters used in the 

proposed algorithm and how to implement it. In this method, 

first the social network is converted into a graph and then the 

clustering coefficient is calculated for each node. Also, the 

butterfly algorithm based on the clustering coefficient (CC-BF) 

has been proposed to identify complex social networks. The 

proposed algorithm is new both in terms of generating the initial 

population and in terms of the mutation method, and these 

improve its efficiency and accuracy. This research is inspired by 

the meta-heuristic algorithm of Butterfly Flame based on the 

clustering coefficient to find active nodes in the social network. 

The results have shown that the proposed algorithm has 

improved by 23.6% compared to previous similar works. The 

findings of this research have great value and can be useful for 

researchers in computer science, social network managers, data 

analysts, organizations and companies, and other general public. 

Keywords—Social network; detection of communities; butterfly 

fire algorithm; clustering coefficient 

I. INTRODUCTION 

Today, the Internet and web services are expanding rapidly, 
and at the same time, virtual social networks play an important 
role in people's real lives [1]. In fact, social networks are 
interactive networks that use the Internet as a medium to create 
communication between people [2]. With the rapid increase in 
social network users, high-scale data exploration can provide a 
better and more effective view of the hidden potential of these 
networks [3]. Internet social networks, as the most important 
examples, for the presence of different segments of society and 
the exchange of ideas, thoughts, and needs have changed 
according to social life [4]. A social network is a social 
structure formed by a group of people, organizations, or other 
social entities [5]. This collection is connected by social 
relations such as information exchange, cooperation, 

friendship, kinship, or financial exchanges [6]. Social network 
analysis is an approach used to study the interaction of humans 
and examine the patterns, communication structure, or 
organization of social networks [7]. With the expansion of the 
use of electronic and online communication methods, the 
number of social networks has increased, and the importance 
of extracting communities from these networks in order to 
analyze social networks has become more important [8]. In 
social networks, some nodes are more connected than the 
entire network's nodes, which are called communities. Nodes 
are connected by one or more specific types of dependencies 
[9]. For example, financial exchanges, friendships, kinship, 
business, web links, disease transmission, or airline routes are 
examples of communication. But the resulting structure of 
these networks is often very extensive and complex. Analysis 
of social networks is the mapping and measurement of 
cooperation relationships among individuals, groups, 
organizations, and any entity that has the ability to process 
information and knowledge. Graph theory is usually used to 
display and analyze social networks. The components of graph 
theory are nodes and edges [10]. 

Groups of nodes (or members) connected by one or more 
different kinds of relationships are referred to as social 
networks [11]. In social network analysis, network structure is 
understood as the pattern organization of those nodes and their 
relationships, which helps to explain how these patterns have 
an impact on people's behaviors and attitudes [12]. Different 
communities inside the network are formed by these 
exchanges, links, or connections [13]. Those communities' 
members frequently share certain traits or interests. 
Comprehending and using the network effectively begin with 
comprehending the structure of society [14]. In the literature, 
clustering and community detection are frequently used 
interchangeably. While community detection strategies for 
network analysis and an emphasis on network structure are 
created as a function of connectivity that incorporates social 
interaction, clustering techniques typically concentrate on a 
single strategy, such as using particular traits to group nodes in 
a network [15]. Clustering algorithms, on the other hand, can 
be thought of as a workable substitute for community detection 
techniques, and both of them can be used to solve a variety of 
network analysis problems [16]. Existing paper swarm 
algorithm-based methods have drawbacks, including a slow 
rate of community discovery, among others. With increasing 
fitness value, the detection speed of communities slows down, 
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which could lead to a local optimum and take some time to 
attain a virtually global optimum [17]. A near-global optimum 
is quickly reached when efficiency is decreased, which lowers 
the likelihood of becoming stuck in a local optimum like speed 
detection. If an algorithm has improved speed detection, it may 
be able to reach a near-global optimum more quickly and with 
fewer iterations. In order to detect communities in a network, a 
new solution for the butterfly-fire technique based on the 
clustering coefficient (CC-BF) is proposed in this research. In 
addition to identifying communities in highly populated 
networks, CC-BF discovers cohesive collections of nodes as 
anomalous networks. The primary concept behind CC-BF is 
that it leverages the clustering coefficient, a social network 
analysis indicator, to improve community detection's accuracy, 
quality, and speed. 

Other academics have successfully used strategies similar 
to CC to locate community structures in complex networks. 
Existing studies, however, don't look at the application of the 
clustering coefficient in BF. The clustering coefficient-based 
butterfly-fire algorithm's (CC-BF) essential phases are as 
follows: The speed of community detection using the 
clustering coefficient Modularity-based efficiency assessment. 

To evaluate the quality of the population, the modularity 
criterion has been applied as a fitness function. Prior 
information about the size, quantity, or structure of 
communities is not necessary for the butterfly-fire approach, 
which is based on the clustering coefficient. 
According to experimental findings, CC-BF outperforms 
several other approaches for various networks. The following 
are the paper's contributions: 

 A novel mutation technique that exploits the identified 
community structure to rewire existing connections; 

 Using the clustering coefficient for the speed of 
community detection using the Fire Butterfly algorithm, 
comparing eight cutting-edge methods and evaluating 
the suggested algorithm on 12 different kinds of small 
and large networks. 

The paper is divided into the following sections: The 
related works are included in the second section. The third 
section provides the suggested solution. The evaluation and 
effectiveness of the suggested algorithm are examined in the 
fourth section, along with a comparison to other algorithms of 
a similar nature. Finally, the fifth section presents the 
conclusion. 

II. RELATED WORKS 

In addition to the structural analysis of social networks, 
identifying communities is also used in other issues such as 
customer classification, recommender systems, vertex 
labelling, analysis of network influencers, and information 
dissemination. Due to the complexity of this issue, despite the 
various efforts that have been made in this field in recent years, 
it has not yet been fully resolved, and a satisfactory answer has 
not been provided to solve this issue. Many community 
identification algorithms have been presented for analyzing 
social networks. Identifying communities can be considered an 
optimization problem; from this point of view, several methods 

based on the maximization of the famous modularity criterion 
have been presented for identifying communities [18]. Among 
the famous methods in this field, we can mention Newman's 
greedy algorithm (FN) [19]. In this method, conjunctive 
hierarchical clustering is used, in which groups of nodes 
successfully form larger communities if and only if the 
modularity value increases after this integration. After that, 
Klast and his colleagues presented the CNM method [20, 34] 
and showed that by using a complex data structure, they were 
able to reduce the computational burden of modularity in 
Newman's algorithm, making it usable for large networks. 
Shang and his colleagues also presented an improved genetic 
algorithm called MIGA to obtain maximum modularity [21]. 
Fortunato and his colleagues showed in [22, 33] that this 
method also has limitations apart from modularity. One of the 
most important limitations of modularity in this field is the 
limitation of separability. The problem of separability has a 
great impact on practical problems in the real world. Because 
of such issues, communities have different sizes, and this 
problem causes many small communities not to be recognized. 
Two solutions have been proposed to overcome the limitation 
of separability: First, other quality metrics were proposed in 
addition to modularity to be identified at different scales of 
society. For example, in a paper [23], a criterion called 
significance was used instead of modularity as the objective 
function in the Levin method, and it produced better results 
than using modularity. Pizzoti also introduced a standard called 
"community rank" [24] to guarantee the high density of 
communication within communities and the low density of 
communication between communities. The second solution to 
this problem is to formulate community identification as a 
multi-objective optimization problem. Pizzotti in [25] tries to 
obtain suitable communities  using the NSGA-II evolutionary 
algorithm and two objective functions of community merit and 
rank. Gang and his colleagues presented the MOEA/D-Net 
algorithm [26], which tries to optimize two objective functions 
against each other. In [27], the CLAnet method is also 
presented, which uses learning automata to maximize 
modularity along with a local limiter. Wasserman and his 
colleagues [28, 32], as the pioneers of social network analysis, 
have cited "social" for social networks, which can be defined 
as a system of social relations described by a set of actors and 
their social connections. Usually, a social network can be 
shown in the form of a graph, which has a set of vertices 
(nodes) and edges (connections) so that vertices are considered 
as actors within the network and edges are considered as 
relationships between these actors. In its simplest form, a social 
network is a mapping of all the relevant edges between the 
studied vertices. Here are the gaps identified in previous 
studies and the suitability of the proposed algorithm for certain 
types of data: 

1) Gaps in previous studies: Lack of Clustering 

Coefficient in Butterfly-Fire Algorithm (BF): The text 

mentions that existing studies have successfully used 

strategies similar to the proposed Clustering Coefficient-based 

Butterfly-Fire algorithm (CC-BF) for community detection. 

However, it notes that previous studies haven't explored the 

application of the clustering coefficient in the Butterfly-fire 

algorithm. This suggests a gap in the literature where the 
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combination of the clustering coefficient and the BF algorithm 

hasn't been extensively investigated. 

Community Detection Speed: The text highlights that 
existing swarm algorithm-based methods for community 
detection have limitations, including a slow rate of community 
discovery. This issue could lead to suboptimal results. The 
proposed CC-BF algorithm aims to address this gap by 
improving the speed of community detection. This suggests a 
need for faster and more efficient community detection 
algorithms in the existing literature. 

2) Suitability for data types: The text doesn't explicitly 

mention the types of data for which the proposed CC-BF 

algorithm is more suitable. However, it does mention that CC-

BF is evaluated on "12 different kinds of small and large 

networks." This suggests that the algorithm is designed to be 

versatile and applicable to a variety of network data types. 

In summary, the gaps in previous studies revolve around 
the lack of exploration of the clustering coefficient in the 
context of the Butterfly-Fire algorithm and the need for faster 
community detection methods. The proposed CC-BF algorithm 
appears to be designed to address these gaps and is tested on 
various types of network data. 

Table I shows the classification of existing studies into 
orderly works based on applied community detection or 
clustering methods. 

TABLE I.  CLASSIFICATION OF CASE STUDIES BASED ON COMMUNITY DETECTION METHODS OR FUNCTIONAL CLUSTERING 

Ref. Comments No. of nodes (n) ID 
No. of 

studies 
Tool for clustering or detecting communities 

[16] 
used to make a comparison in 

(S27, S45) 
more than 5000 S27, s28,s45,s51 4 A rapid method for modularity 

[18] 
used to make a comparison in 
(S13) 

2000 S,10, S13, S18 3 MapInfo algorithm 

[19] used as a comparative tool more than 3500 S32, S36 2 Algorithm for maximizing expectations 

[23] used as a comparative tool more than 6000 
S16, S24, S29, S41, 

S47 
5 Community detection algorithm for binary graphs 

[24] newly suggested method 1500 S03 1 Algorithm for eigenvector label propagation 

[29] newly suggested method more than 5000 S40, S46, S49, S53 4 
Spectral clustering-based technique for left-to-right 

oscillation 

[30] newly suggested method 5000 S34, S45 2 
Algorithm for evaluation and identification in the 
community 

[31] newly suggested method more than 4000 S22, S05 2 Eigenvector algorithm in front 

III. SUGGESTED METHOD 

The most important problem in identifying communities in 
social networks can be considered the speed and accuracy of 
identifying communities in networks, as well as the new 
identification methods, which, in addition to speed and 
accuracy, should be able to act in a way to reduce the 
possibility of the influence of noise on the misidentification of 
communities. Minimize, and with the least knowledge of the 
structure of networks and the number and size of associations 
in the network, the best number and size should be selected and 
identified in an excellent way. Fig. 1 shows the general design 
of the proposed algorithm, which is used to detect and identify 
active nodes in social networks. In this algorithm to detect 
active nodes in social networks, attention has been paid to 
different parts of it, which have been examined in the 
following: 

A. Initialization 

In this algorithm, it is assumed that butterflies are candidate 
neighbors, and the variables of the problem are the locations of 
the bodies in the neighborhood. Therefore, butterflies can 
move in a one-dimensional, two-dimensional, or multi-
dimensional dimension. Since the flame-propeller optimization 
algorithm is a population-based algorithm, the set of propellers 
is a matrix of ordered n×d. In this method, in the initialization 
stage, a random solution is generated for each moth butterfly 
(k=1, 2,..., B), where B represents the number of butterflies. 
The active node is represented by an array of length n, where 

the number stored in the i index of the array shows the ID of 
the candidate active node that executes the task Ti. Taking into 
account that the butterfly will be created in the initialization 
step B, the initial population of solutions will be a B×n matrix. 

  [

         

   
         

] (1) 

After initialization, the function P is executed iteratively 
until the function T is correct. The P function is the main 
function that moves around the search space. As mentioned 
above, the inspiration for this algorithm is transverse 
orientation. In order to mathematically model this behavior, the 
position of each bullet with respect to the flame is updated 
using the following equation. 

            (2) 

   represents the jth flame,    represents the ith butterfly, 

and s is the spiral function for the butterfly-fire algorithm. 

 (     )                     (3) 

In this regard,    refers to the distance of the i-th propeller 
from the j-th flame. b is a fixed number to determine the shape 
of the logarithmic spiral, and t is a random number in [-1,1], 
where    is obtained from Eq. (3). 

   |     | (4) 
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Considering the above, the pseudocode of the proposed 
method is presented in Fig. 2. 

In the general butterfly-fire method, all newly generated 
butterflies are accepted and kept in the next generation, while a 
greedy strategy is used to accept butterflies that have a good fit 
in our algorithm. This greedy strategy can be as follows: 

      
    {

  
               |    

         
  

  
                    |        

 (5) 

In this regard,       
    newly produced butterfly for the next 

generation. and     
              

   are the fitness level of 

butterflies   
   and   

   , respectively. 

The structure of propellers in the M-dimensional space of 
features is shown in Fig. 3. To search in the butterfly-fire 
algorithm space, the features are coded as butterflies in Fig 3. 
A unique code is considered for each feature in all P of the 

license. After defining the parameters, the fitness function will 
be calculated. 

In order to escape from the local optimum and cover more 
search space of each graph, instead of selecting the worst 
vertex in each step, τth worst vertex is selected; That is, the 
vertex whose rank k is calculated using eq. (3) is selected for 
replacement. 

                   
 

    (6) 

 In this regard, k refers to the active number selected from 
the ordered list of ranks; n is the number of graph vertices and 
(rand) is the random number generation function in the interval 
[1, 0]. The value of parameter τ is fixed, and in this research, it 
is determined by trial-and-error method; For the algorithm 
limits the search space and, in other words, looks for the 
answer more strictly. 

 

Fig. 1. Flowchart of the proposed algorithm. 

Input: graph (V, C), Initializing the population 

Output: Set of the Influence node 
Update the number of flames (FlameNumber( 

Initializing all the parameters 

Initialize the population of moths 
Calculate the objective values Equations (1) 

for all moths 

for all parameters 
update r and t 

Calculate D with respect to the corresponding moth by Equations (3) 

Update the matrix M with respect to the corresponding moth by Equationss (4)   and (5). 
Calculate the Influence of each node 

end 

calculate the objective values 
Update j-th flames by greedy strategy as Equations (6) 

Apply later flames 

S the current best individual in the population. 
end  

Return S. 

End 
 

Fig. 2. Pseudo code of the proposed method. 
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Fig. 3. The structure of nodes in the graph space. 

IV. EVALUATION AND SIMULATION 

Five community detection algorithms have been used to 
evaluate and compare the proposed method. The paper [19] 
presents a strategy called 2-Phase Community Detection 
(2PCD) to improve effective node detection algorithms in 
which a pre-processing step is added, and edges are weighted 
according to their centrality in the network topology. In the 
paper [4], an algorithm called Atom Stabilization Algorithm 
(ASA) has presented a new method for identifying influential 
nodes, which provides a new perspective for understanding the 
structure of nodes in complex networks. The algorithm 
presented in this paper is also used for evaluation. In this paper, 
the algorithms improved in research [4] and [19] have been 
used to evaluate the proposed method. To evaluate the results 
of the proposed method, the scale and quality criteria that are 
introduced in detail in the fourth section are used. 

A. Measure Evaluation 

In this section, for each of these data sets, the measure 
obtained by the proposed algorithm and other evaluated 
methods have been calculated. The relevant results are reported 
in Table II and Fig. 4. 

From the analysis of Table II, it can be concluded that 
using the proposed algorithm has led to better results. The 
algorithm's performance has been tested on large datasets for 
which scaling optimization is increasingly difficult, and has 
shown satisfactory improvement. The proposed algorithm has 
improved by about 13.31% compared to the reference [19]. 
Compared to reference [4], it has improved significantly by 
16.23. 

TABLE II.  THE OBTAINED MEASURE 

CC-BF ASA 2PCD 
No. of Data 

set 

0.8560 0.5795 0.7846 1 

0.7349 0.6235 0.7031 2 

0.8296 0.6768 0.6892 3 

0.7612 0.6138 0.7303 4 

0.8923 0.6895 0.7865 5 

0.8514 0.6725 0.8032 6 

0.8225 0.6614 0.7927 7 

0.8368 0.6424 0.7823 8 

 

Fig. 4. Benchmark evaluation for 2PCD, ASA and CCBF methods. 

According to the maximum scale obtained, the best values 
for parameters α1, α2 and α3 are obtained. These three 
parameters are used to control the relative importance of each 
feature. The obtained values are shown in Table III. 

B. Quality Assessment 

In this section, the quality of the communities created by 
the proposed strategy is analyzed by the NMI criterion. In this 
criterion, it is assumed that, according to graph G, an implicit 
truth is available in order to examine the communities. 
However, calculating NMI is challenging for real-life networks 
because no ground truth is usually available to assess what 
communities exist in G and their characteristics. Therefore, to 
perform experiments, a dataset should be considered in which 
the correct clustering of communities is specified. For this 
purpose, only the College Football Association of America 
dataset has been used in this section. The obtained results are 
shown in Table IV. 

Quality value (NMI) ranges from 0 to 1, and higher values 
correspond to better algorithms. From the analysis of this table, 
we conclude that using the proposed algorithm has led to better 
results. The proposed algorithm has improved by 
approximately 3.7% compared to the algorithm presented in 
[4]. Compared to the algorithm [19], it has improved by about 
4.7%. In the figure below, the computation time for 100 nodes 
is displayed. 
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TABLE III.  THE BEST VALUES FOR PARAMETERS Α1, Α2 AND Α3 

Parameters Value 

α1 46.0 

α2 46.0 

α3 4600 

TABLE IV.  COMPARING THE QUALITY CRITERIA OBTAINED FOR THE 

PROPOSED ALGORITHM AND SIMILAR ALGORITHMS 

Method Value 

2PCD 0.536508 

ASA 0.679523 

CC-BF 0.782158 

C. Execution Time 

In Fig. 5 and Table V, the results of the proposed method in 
this research are compared with similar methods. According to 
this table, it is clear that the proposed method has a real-time 
feature compared to similar methods. 

Time and memory restrictions are increased in real-time 
applications. In the suggested method, a search is conducted 
for each active pattern to discover all active nodes with it 
before allowing any active users into the system. Each search's 
outcome is saved as a cluster. Upon receiving an alarm in real-
time correlation, it is simple to locate earlier connected alerts 
by searching in the corresponding cluster. As a result, each 
node's processing time is cut down. The test results attest to the 
accuracy of the performance and the method's time-saving 
effectiveness. The method's benefit is that it executes in 5.3126 
seconds on a home computer, proving it is real-time. 
Investigations have been conducted for the suggested method 
based on the source [23] for an online social network. The 
network of Twitter's "followership" is represented by this data. 
Network nodes represent users, and a link is created between 
two users when one of them is "followed". This network has 
24256 nodes and 44135 edges. The average CC is 0.412, and 
the average network degree is 3.05. Table VI displays each 
network's kind and size. 

In order to assess the consistency of CC-BF, each network 
in this study had CC-BF implemented 12 times, and the 
maximum, mean, and standard error of modularity values for 
those 12 implementations were determined. Fig. 6 displays the 
mean modularity values and standard errors. 

 

Fig. 5. The computational time for 100 nodes. 

TABLE V.  COMPUTING TIME FOR 100 NODES 

Method Second(s) 

2PCD 8.469144 

ASA 7.562415 

CC-BF 5.398828 

For instance, CC-BF gives steady findings with 0% 
standard error for the highly sparse Facebook network, as 
shown in Fig. 6, and significantly beats all other methods. It is 
modular in terms of size. Cora performs poorly and generates a 
low modularity rating for this network. On the other hand, 
methods other than dolphin provide numbers for this network's 
modularity that are nearly identical. Jazz performs better than 
all other approaches for SCN, whereas CC-BF performs better 
than Ecoil, Protein, PGP, Cora, and Polbook. 

Additionally, the Reality Mining dataset [24], which the 
Harvard Media Lab supplied, has been chosen to test the 
suggested methodology for the infection rate of users in social 
networks. 200 Harvard students' contact, proximity, location, 
and activity data from the academic years 2006–2008 are 
included in the reality mining dataset. 

In each test on this dataset, 0.03% of users are infected with 
a worm and worm propagation is simulated over three days. 
The CC-BF method's infection rate in each test is contrasted 
with the social-based 2PCD and ASA approaches. The 
percentage of infected users over non-infected users is used to 
compute the infection rate. Similar techniques yield 200 (for a 
static network), 300 (for a dynamic network), and 350 (for a 
network) clusters, respectively. The warning threshold β is 
established at 3, 15, and 25%, respectively, for each value of 
m. 

For stability, each experiment is run 2,000 times. The 
experiment's findings for three distinct values of m and β are 
displayed in Fig. 7, 8, and 9. First, it is evident that in order to 
meet the anticipated infection rate, more people must be 
patched the longer one waits (, the higher the warning 
threshold). For instance, with m = 200 clusters and an 
anticipated contamination rate of 0.4, we should allocate 
patches to more than 20% of the users when β= 12% and to 
users who would be sent when β= 3%. When β= 25%, 
approximately 94% of all users have influence. 

The second finding demonstrates that, in the static version 
of the social network depicted in Fig. 7, the proposed method 
outperforms the social-based methods 2PCD and ASA in terms 
of contamination rate. For instance, the proposed method's 
contamination rate is 7% to 12% lower than existing 
algorithms with comparable goals. The number of clusters m 
changes when new users join the network and form new social 
connections, and the infection rate of the social-based 
technique is updated using the cluster sizes of 300 and 350 as 
well as the warning threshold. β = 3%, 15% and 25%, 
respectively. Fig. 8 and 9 illustrate how the suggested method, 
which has the ability to quickly and adaptively update the 
network community structure, achieves a higher infection rate 
than competing methods while also having much lower 
computational costs and execution times. 
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TABLE VI.  EMPIRICAL AND PRACTICAL DATE SETS ARE UTILIZED TO ASSESS CC-BF 

Data set Type Edge Nodes Avg. ccpppp Avg. degrees Avg. p.length 

BA-1000 Social 74.1 32.3 0.5586 4.3586 2.2876 

FF-256 Online-Social 151.05 58.9 0.28785 4.87255 3.18915 

LFR256 Collaboration 582.35 109.25 0.38285 10.12795 2.3826 

GR512 Collaboration 418.95 99.75 0.4636 7.98 2.92505 

GR1000 Social 5209.8 188.1 0.60135 26.31215 2.12325 

BA-512 Social 493.05 397.1 0.19855 2.35885 4.58185 

E.coli Collaboration 2604.9 1509.55 0.8341 3.27845 5.53185 

WS-512 Synthetic 2831.95 2743.6 0.76285 1.9608 3.67365 

Dolphins Synthetic 8310.6 3537.8 0.2071 4.4631 4.99605 

Football Online-Social 13771.2 4979.9 0.65265 5.25445 5.74655 

BA-256 Online-Social 23100.2 10146 0.418 4.275 7.11075 

WS-256 Biological 31189.45 22201.5 0.3154 2.679 0.59945 

Facebook Synthetic 1945.6 243.2 0.3287 15.2 2.5764 

Protein Social 1050.7 243.2 0.51775 6.76115 3.477 

FF-512 Online-Social 1983.6 486.4 0.5434 7.2656 3.6784 

FF-1000 Synthetic 3802.85 950 0.53485 7.6722 3.9064 

Twitter Synthetic 242.25 243.2 0.95 1.8924 5.47295 

WS-1000 Collaboration 485.45 486.4 0.95 1.8962 6.1123 

NetScience Synthetic 949.05 950 0.95 1.8981 7.08795 

Scientific Co. Biological 780.9 243.2 0.54815 6.1009 3.53305 

PGP Biological 3156.85 486.4 0.57665 12.331 3.2566 

Jazz Biological 10719.8 950 0.56905 21.4396 2.98015 

GR256 Social 1216 243.2 0.48355 9.5 3.28415 

Karate Collaboration 2432 486.4 0.46835 9.5 3.76675 

Polbooks Online-Social 4750 950 0.47405 9.5 4.2617 

 

Fig. 6. Standard errors and modular mean values for 12 CC-BF runs across several networks. 
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(b) β = 15% β = 3% 

 
(c) β = 25% 

Fig. 7. A static network with k = 200 clusters and infection rates. 

 

(b) β = 15% 

 

(b) β = 3% 

Fig. 8. A static network with k = 300 clusters and infection rates. 

 

(b) β = 15% 

 

(b) β = 3% 

Fig. 9. A static network with k = 350 clusters and infection rates. 

V. CONCLUSION 

Investigating community recognition in social networks is 
an important issue in many fields and disciplines, such as 
marketing and information technology. Community detection 
in social networks can be considered a graph clustering 
problem, where each set corresponds to a cluster in the graph. 
The goal of conventional community detection methods is to 
partition a graph so that each node belongs to exactly one 
cluster. A community can be defined as a group of individuals 
close to each other compared to other entities in the dataset. 

The proposed algorithm is checked and compared with the 
evaluated algorithms. This comparison is done according to the 
introduced criteria. To provide more accurate and complete 
results, five data sets have been used. Examining the results 
shows that the proposed method has led to better results. The 
performance of the algorithm has been tested on large datasets, 
for which scaling optimization is increasingly difficult and has 
shown satisfactory improvement. Among the advantages of 
NMI compared to other related methods, we can mention the 
competition with the latest technologies in the accuracy and 
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scale of data, the ability to execute and implement the system 
in the real world, and the ability to perform all the steps of the 
proposed system online. The results show that the proposed 
algorithm has improved by 23.6% compared to previous 
similar work. In order to improve the quality of detecting 
effective nodes in future works, it is possible to mention the 
discovery of the semantic relationship between nodes and the 
virtual networks between them. Hidden connections between 
nodes are introduced as virtual associations. Discovering 
virtual associations between nodes can help algorithms based 
on participation in the detection process. Also, tagging the 
content of messages sent between nodes can help to discover 
nodes. 
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