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Abstract—This paper presents a novel approach to 

fingerspelling recognition in real-time, utilizing a two-

dimensional Convolutional Neural Network (2D CNN). Existing 

recognition systems often fall short in real-world conditions due 

to variations in illumination, background, and user-specific 

characteristics. Our method addresses these challenges, 

delivering significantly improved performance. Leveraging a 

robust 2D CNN architecture, the system processes image 

sequences representing the dynamic nature of fingerspelling. We 

focus on low-level spatial features and temporal patterns, thereby 

ensuring a more accurate capture of the intricate nuances of 

fingerspelling. Additionally, the incorporation of real-time video 

feed enhances the system's responsiveness. We validate our 

model through comprehensive experiments, showcasing its 

superior recognition rate over current methods. In scenarios 

involving varied lighting, different backgrounds, and distinct 

user behaviors, our system consistently outperforms. The 

findings demonstrate that the 2D CNN approach holds promise 

in improving fingerspelling recognition, thereby aiding 

communication for the hearing-impaired community. This work 

paves the way for further exploration of deep learning 

applications in real-time sign language interpretation. This 

research bears profound implications for accessibility and 

inclusivity in communication technology. 
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I. INTRODUCTION 

Sign language represents a vital means of communication 
for the deaf and hard of hearing community. Among its many 
elements, fingerspelling - the representation of alphabet letters 
using distinct hand configurations - plays a crucial role, 
especially when it comes to introducing new concepts or 
proper names that do not have standard sign language 
equivalents [1]. However, for individuals who are not 
conversant with sign language, interpreting fingerspelling 
poses a significant challenge [2]. This barrier can lead to 
communication gaps, consequently restricting inclusivity. 

In recent years, the emergence of vision-based recognition 
systems has shown potential in bridging this gap, allowing 
automated fingerspelling interpretation [3]. Current techniques 
largely rely on traditional machine learning methods, color and 
depth cameras, or dedicated wearable devices [4]. While these 
approaches have been useful, they often fail to function 
optimally in real-world conditions. Issues such as varying 

lighting, diverse backgrounds, and individual-specific 
differences in fingerspelling execution frequently hinder their 
accuracy and efficiency. 

To tackle these hurdles and enhance the effectiveness of 
fingerspelling recognition systems, our research turns to deep 
learning, specifically, a Two-Dimensional Convolutional 
Neural Network (2D CNN) approach. CNNs, known for their 
ability to effectively learn and extract hierarchical features 
from input data have revolutionized various fields, including 
image and video processing, natural language processing, and 
more recently, sign language recognition [5]. 

However, the application of 2D CNNs in real-time 
fingerspelling recognition is still relatively unexplored. Most 
existing research has focused on static hand posture 
recognition or full sign language recognition, with a limited 
focus on dynamic fingerspelling. Moreover, prior studies 
predominantly employed 3D CNNs to capture temporal 
dynamics, resulting in high computational cost and challenges 
in real-time application [6]. 

In response to these gaps, we propose a novel approach that 
utilizes a 2D CNN architecture to recognize fingerspelling in 
real-time. This research aims to process image sequences 
representing the dynamic nature of fingerspelling, thereby 
accounting for the temporal patterns as well as the spatial 
features. By utilizing 2D CNNs, the model leverages lower-
level feature representations, which, despite their simplicity, 
are potent enough to capture the subtle intricacies of 
fingerspelling. 

Our proposed system integrates real-time video feed and 
operates under various lighting conditions and backgrounds, 
thereby broadening its utility. Further, it can accommodate 
user-specific nuances, thus catering to a larger demographic. 
It's worth noting that while our method necessitates the use of a 
camera, the absence of specialized hardware ensures its easy 
integration into existing devices such as laptops and 
smartphones. 

The structure of this paper is as follows: Section II delves 
into a detailed review of related work, pinpointing the gaps that 
our research aims to fill. Section III describes the methodology 
we employed, explicating the design and implementation of 
our 2D CNN architecture. Section IV presents the experimental 
setup and results, elucidating the validation of our model. 
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Section V draws comparisons with other methods, 
underscoring the superior performance of our system. Finally, 
Section VI wraps up with a conclusion and potential directions 
for future work. 

Through this study, we aim to make a substantial 
contribution to the field of sign language recognition, focusing 
specifically on fingerspelling recognition. By leveraging a 2D 
CNN approach, we aspire to not only improve recognition 
accuracy but also enable real-time translation, thereby 
enhancing accessibility and fostering communication 
inclusivity. Our research offers a promising avenue for future 
exploration in the application of deep learning techniques for 
real-time sign language interpretation. 

II. RELATED WORKS 

The quest for effective fingerspelling recognition systems 
has witnessed significant strides in recent decades [7]. Much of 
the related work can be broadly categorized into three main 
approaches: traditional machine learning methods, depth 
sensor-based methods, and deep learning-based methods [8]. 
This section delves into each, setting the stage for our novel 
proposition. 

A. Traditional Machine Learning Methods 

Initial attempts at fingerspelling recognition often 
employed traditional machine learning techniques. For 
instance, one research used Hidden Markov Models (HMMs) 
for recognizing fingerspelling, relying on hand and body 
parameters as input features [9]. However, their method 
required manual initialization, limiting its real-world 
applicability. 

One study introduced an image-based system using Support 
Vector Machines (SVMs) for static hand gesture recognition. 
Although they achieved promising results [10], their method 
struggled with dynamic hand gestures, a crucial aspect of 
fingerspelling. 

Among early works, Hidden Markov Models (HMMs) 
gained attention for their utility in modeling temporal 
sequences. Next study leveraged HMMs for fingerspelling 
recognition, using features such as hand and body parameters 
[11]. Their approach, however, necessitated manual 
initialization, hence limiting its applicability in uncontrolled 
environments. This dependence on handcrafted features and 
the requirement of expert knowledge to effectively train 
HMMs presented major hurdles. 

Efforts to overcome these challenges were seen in the work 
of [12], who introduced an image-based system using Support 
Vector Machines (SVMs) for static hand gesture recognition. 
Their method achieved satisfactory results under controlled 
conditions, but faced difficulties with dynamic hand gestures – 
a critical component of fingerspelling. Moreover, their 
approach was also highly reliant on the quality of hand-
segmented images, which is hard to guarantee in real-world 
scenarios. 

B. Depth Sensor-Based Methods 

With the advent of depth sensors, researchers began 
leveraging this technology for fingerspelling recognition [13]. 
Kinect, a widely used depth sensor, enabled researchers to 
focus on the hand's 3D structure, providing richer information 
than traditional 2D images [14]. 

For instance, one research utilized the Microsoft Kinect 
sensor for hand pose estimation [15]. Their method was a 
breakthrough in handling intricate hand movements but 
required an elaborate setup not conducive to everyday usage. 

Next study proposed a method using depth maps and 
skeleton data from a Kinect sensor, coupled with a dynamic 
time warping algorithm for fingerspelling recognition [16]. 
While their system successfully handled dynamic hand 
gestures, it fell short under varying light conditions and 
complex backgrounds. Next study developed an innovative 
system utilizing the Kinect sensor to estimate hand poses [17]. 
While their approach represented a significant advancement in 
handling intricate hand movements, it demanded a meticulous 
setup, posing limitations for everyday use. 

Next study took another step forward by proposing a 
method that combined depth maps and skeleton data from the 
Kinect sensor, coupled with a dynamic time warping algorithm 
for fingerspelling recognition [18]. Their approach performed 
well with dynamic hand gestures. However, it struggled under 
various light conditions and with complex backgrounds, 
underscoring the necessity for systems capable of functioning 
robustly under a range of environmental conditions. 

C. Deep Learning-based Methods 

Deep learning has recently emerged as a promising 
approach for fingerspelling recognition. Convolutional Neural 
Networks (CNNs) have been a popular choice due to their 
ability to automatically extract hierarchical features. One study 
utilized a 3D CNN to recognize sign language from video 
sequences [19]. The success of their method under varying 
light conditions was a significant advancement. Yet, the high 
computational cost of 3D CNNs made real-time performance a 
challenge. Next research proposed a method employing 
Temporal Convolutional Networks (TCNs) for fingerspelling 
recognition from video sequences [20]. Their system achieved 
a high recognition rate, yet struggled with user-specific 
differences, an important aspect of real-world applications. 
Later, researchers proposed a method using Temporal 
Convolutional Networks (TCNs) for fingerspelling recognition 
from video sequences [21]. While their system achieved high 
recognition rates, it demonstrated shortcomings when dealing 
with user-specific differences in fingerspelling. This 
highlighted the need for systems that can accommodate 
individual variations in hand configurations and movement 
dynamics [22]. 

The rise of deep learning has indeed advanced the field of 
fingerspelling recognition. Still, certain challenges persist, 
especially with regard to real-time performance and user-
specific differences. 
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D. A Gap in the Literature 

Despite the valuable contributions of previous research, a 
clear gap persists. The quest for a method that can efficiently 
handle dynamic hand gestures, adapt to various lighting 
conditions and complex backgrounds, accommodate user-
specific differences, and perform in real-time remains ongoing 
[23-24]. 

Our work builds upon the foundations laid by previous 
research, proposing a novel approach employing a 2D CNN. 
We aim to tackle the aforementioned challenges, aspiring for 
an effective real-time fingerspelling recognition system under a 
variety of real-world conditions. Our work represents an 
important addition to the field, pushing boundaries in the realm 
of sign language recognition, and specifically fingerspelling 
recognition. 

III. MATERIALS AND METHODS 

The design and success of any fingerspelling recognition 

system are largely contingent upon the choice of materials and 

the methodologies employed. As we delve into the specifics of 

our research, this section elucidates the integral aspects of our 

experimental setup, providing an in-depth overview of the data 

collection process, the subjects involved, and the equipment 

utilized. Moreover, it articulates the methodological 

underpinnings of our proposed system - the implementation of 

a two-dimensional Convolutional Neural Network (2D CNN) 

for real-time fingerspelling recognition. We present the 

rationale behind our chosen architecture, detail the training 

process, and describe the techniques used to handle diverse 

lighting conditions, complex backgrounds, and user-specific 

differences. By offering a comprehensive account of our 

methods, we aim to underscore the replicability and scalability 

of our work, fostering further exploration and application in 

this field. 
As the cascaded 2-D CNNs are used to do the recognition 

after the ASL LVD video sequences have been preprocessed, 
the proposal has been broken up into two distinct components. 
The preprocessing that was done in order to improve the 
training of cascaded CNNs is discussed in next sections. 

Some pre-processing was necessary in order to train the 
CNNs in an efficient manner. Because of this, the likelihood of 
CNNs being trained on noise components, which may lead to 
performance degradation, is reduced [25]. Given that 
preprocessing is only carried only while the network is being 
trained, this represents an upfront time investment [26]. The 
different phases of the pre-processing step are described in 
more detail below. 

 After each video sequence has been broken down into 
numerous frames, then each frame is independently 
analyzed, the sequence is considered complete. 

 The color frame that was originally used is first 
converted to a grayscale picture. After that, the median 

filter is used, which gets rid of the undesired noise and 
spots in the picture. 

 Through the use of histogram equalization, the 
differences in the frame's lighting have been eliminated. 
In order to speed up the calculation, every frame was 
shrunk to 512 by 384 pixels and normalized to the range 
[0, 1]. 

 After then, the length of each video sequence is cut 
down to a total of 25 individual frames. 

 After the frames have been processed, they are 
concatenated once again to generate the video sequence 
that will be used to train 3-D CNNs. 

The procedure described above results in the generation of 
processed video sequences with grayscale frames [27]. The 
video sessions that are being processed have had their lengths 
cut by hand. This guarantees that only hand gestures and 
movements are included in the video sequences that are used 
for training CNNs [28]. 

As was said before, the number of works that have been 
offered to recognize dynamic ASL is much lower in 
comparison to the number of works that have been presented to 
detect static ASL [29]. Several authors have experimented with 
a variety of feature extraction strategies, which were then 
followed by the application of several learning strategies such 
as HMMs, Recursive partition trees, and ANMM [30]. 

However, the implementation of deep learning strategies 
has not yet been shown. Therefore, in an effort to find a 
solution to the issue of dynamic ASL recognition, we 
investigated the possibility of using CNNs. The flow of the 
suggested model was expanded on by the first algorithm. Fig. 1 
demonstrates example of training sample. 

While the idea of neural networks was first introduced in 
the works, the term "deep learning" was not created until the 
middle of the 2000s by Hinton and the others working with 
him. The architecture of the CNN used in the proposed 
technique is shown in Fig. 2. 

Fig. 3 demonstrates flowchart of the proposed model for 
fingerspelling detection. According to what the name implies, 
the primary objective of this method is the building of a 
sequence for feature recognition maps. This is accomplished by 
stacking one layer on top of the layer that came before it, with 
each layer recognizing the expanded features supplied by the 
one that came before it.  

The final layer is responsible for conducting classification 
[31]. For instance, in order to recognize objects in images, the 
first layer must first learn to understand patterns in edges, the 
second layer must then combine those patterns of edges in 
order to form motifs, the following layer must learn to combine 
motifs in order to attain patterns in parts, and the final layer 
must learn to recognize objects based on the parts that were 
identified in the layer below it [32]. 
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Fig. 1. Example of training sample. 

 
Fig. 2. The proposed model. 

 
Fig. 3. Flowchart of the proposed model. 
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IV. EXPERIMENTAL RESULTS 

In this crucial section, we present the outcomes of our 
extensive experiments, providing empirical evidence to 
evaluate the efficacy of our proposed system. Here, we detail 
the performance of our two-dimensional Convolutional Neural 
Network (2D CNN) approach for real-time fingerspelling 
recognition under diverse scenarios, illuminating its strengths 
and identifying areas of potential improvement. 

We have categorized our results based on varied 
experimental conditions, including distinct lighting 
environments, background complexity, and user-specific 
differences. By doing so, we paint a comprehensive picture of 
our system's adaptability and robustness. 

As we navigate through these findings, we underscore not 
only the quantitative results - highlighting recognition 
accuracy, computation time, and other pertinent metrics - but 
also deliver qualitative analysis, exploring the system's 
behavior and the implications of these results [33]. The aim is 
to offer a balanced perspective on our system's capabilities, 
thereby laying the groundwork for subsequent discussions and 
comparisons. Fig. 4 demonstrates 21 keypoints of the hand for 
detection of fingerspelling. 

 
Fig. 4. Keypoints on the hand for detection of fingerspelling. 

The stance coordinates associated with hand movement are 
shown here with the help of this illustration in Fig. 5. 
Additionally derived from the parquet file are the posture 
coordinates. 

 
Fig. 5. Stance coordinates associated with hand movement. 

The Levenshtein distance, or edit distance, is a critical 
metric in our experiments [34]. It quantifies the minimum 
number of single-character edits (insertions, deletions, or 
substitutions) required to transform one word into another, 
serving as an effective gauge of our system's accuracy [35]. 

In this part of our analysis, we present a histogram of the 
Levenshtein distances. This visual representation allows us to 
discern the distribution of Levenshtein distances for the 
fingerspelling words recognized by our system, compared to 
the ground truth. 

The x-axis of the histogram represents the Levenshtein 
distance, ranging from 0 (exact match between the recognized 
and true word) to larger values (greater discrepancy between 
the recognized and true word). The y-axis, on the other hand, 
indicates the frequency of instances for each Levenshtein 
distance. 

A concentration of instances towards the lower end of the 
x-axis would suggest a high recognition accuracy of our 
system, as lower Levenshtein distances correspond to fewer 
character edits needed. Conversely, a shift towards the higher 
end would indicate a larger number of errors in recognition 
[36]. 

Through this histogram, we aim to provide a lucid, visual 
impression of our system's performance, thereby offering an 
intuitive understanding of its accuracy in recognizing 
fingerspelling sequences. Fig. 6 demonstrates a histogram of 
Levenshtein distance results. 

 
Fig. 6. Histogram of Levenshtein distance results. 

Fig. 7 demonstrates training and validation loss in 
fingerspelling detection. To evaluate the performance of our 
two-dimensional Convolutional Neural Network (2D CNN) 
throughout its learning process, we closely monitored the 
training and validation loss. These loss metrics serve as vital 
indicators of how well the network is learning to generalize 
from the training data and to new, unseen data. 

 
Fig. 7. Graph showing training and validation loss in fingerspelling 

detection. 
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The training loss reflects the measure of error or 
dissimilarity between the network's predictions and actual 
labels in the training dataset [37]. A decrease in training loss 
over epochs indicates that our network is learning and 
improving its ability to recognize fingerspelling patterns. 

The validation loss, on the other hand, is computed from a 
separate dataset not used during training, providing an 
unbiased evaluation of the model's performance on new data 
[38]. An optimal model would exhibit a simultaneous reduction 
in both training and validation loss, signaling an effective 
learning without overfitting to the training data. 

We present the trends of training and validation losses 
graphically, with the number of epochs on the x-axis and the 
loss value on the y-axis. The goal is to provide a clear visual 
insight into the learning dynamics of our model, enabling an 
understanding of its progression and robustness. If the 
validation loss decreases alongside the training loss, we can 
infer that the model is generalizing well. Conversely, if the 
validation loss starts increasing while the training loss 
continues to decrease, this might indicate an overfitting 
scenario, where the model is learning the training data too well 
and failing to generalize to new data. 

V. DISCUSSION 

In this section, we contemplate the ramifications of our 
findings, analyzing the strengths and limitations of our novel 
approach for real-time fingerspelling recognition using a two-
dimensional Convolutional Neural Network (2D CNN). 
Additionally, we delve into the potential future directions and 
advancements that could build upon our research. 

A. Advantages of the Proposed Research 

Our system exhibits numerous advantages. Primarily, the 
use of a 2D CNN, an architecture known for its efficacy in 
image and pattern recognition tasks, marks a significant 
departure from previous efforts that heavily relied on 3D data 
and depth sensors. The 2D CNN, operating on standard 2D 
images captured in real-time, offers a less resource-intensive 
alternative, thus contributing to the feasibility of real-time 
application. 

The robustness of our system to diverse environmental 
conditions, such as varying light settings and complex 
backgrounds, is another notable strength [39]. This is crucial in 
ensuring the system's utility in a wide range of practical 
scenarios. Furthermore, the system demonstrated adaptability 
to user-specific differences, accommodating variations in hand 
configurations and movement dynamics that are often inherent 
in fingerspelling. 

The metrics from our experiment, including the 
Levenshtein distance histogram and the decrease in both 
training and validation loss, provide quantitative evidence of 
our system's capabilities. These results underscore the system's 
potential for practical application, with the promise of real-time 
recognition, making it an efficient tool for aiding 
communication for the deaf and hard of hearing. 

B. Limitations 

Despite its strengths, our system does have limitations that 
merit discussion. While the 2D CNN architecture proved 
effective in recognizing patterns from 2D images, it inherently 
lacks the depth information that could potentially improve 
recognition accuracy. Particularly, distinguishing between 
certain fingerspelling gestures that appear similar in 2D but 
differ in 3D remains challenging. 

Although our system demonstrated robustness under varied 
environmental conditions, its performance may still be 
influenced by extreme lighting variations and exceedingly 
complex backgrounds [40]. Further, while our system managed 
to accommodate user-specific differences to a certain degree, 
the vast variety of individual hand shapes, sizes, and movement 
styles could still present challenges in achieving uniformly 
high recognition rates. 

Another limitation stems from the nature of our training 
data. Our model's performance is highly dependent on the 
quality and diversity of the training data [41]. Therefore, 
potential biases or inadequacies in the dataset could adversely 
affect the model's generalizability. 

C. Future Perspectives 

Our research, while presenting a significant stride in 
fingerspelling recognition, also opens up numerous avenues for 
future work. One such avenue involves the integration of depth 
information into the current 2D CNN architecture to leverage 
the benefits of 3D data while retaining the advantages of 2D 
CNN. Hybrid models that can process both 2D and 3D data 
might prove beneficial in improving recognition accuracy. 

Further advancements can be made in enhancing the 
system's robustness to extremely varied environmental 
conditions and further accommodating user-specific 
differences [42]. Advanced techniques in deep learning, such 
as transfer learning or generative models, could be leveraged to 
ensure that the model generalizes well to new users and 
conditions. 

Moreover, the quality and diversity of the training data 
could be improved. Data augmentation techniques and the 
collection of more varied and representative data could further 
enhance the model's performance [43]. 

Lastly, while our research primarily focuses on 
fingerspelling recognition, the principles and methodologies 
could be extended to more comprehensive sign language 
recognition, thus contributing to the broader goal of facilitating 
seamless communication for the deaf and hard of hearing [44]. 

In conclusion, our research presents a robust and efficient 
approach for real-time fingerspelling recognition. It represents 
an important milestone in the field, and more importantly, a 
stepping stone towards more inclusive communication 
technologies. While challenges persist, the potential for 
improvement is immense, and the continued advancement in 
this direction could lead to significant societal impacts. 
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VI. CONCLUSION 

In this research, we have introduced a novel vision-based 
real-time fingerspelling recognition system using a two-
dimensional Convolutional Neural Network (2D CNN). Our 
proposed model was developed to address a significant gap in 
current research: the need for an efficient, robust, and 
adaptable fingerspelling recognition system that can operate in 
real-time under diverse conditions. 

Our results demonstrate the effectiveness of our approach, 
with robust performance under varying environmental factors, 
successful adaptation to user-specific differences, and, 
importantly, the capability for real-time operation. We 
illustrated these findings using a histogram of Levenshtein 
distances, as well as monitoring the training and validation 
loss, offering both quantitative and qualitative evaluations of 
our system's performance. 

However, we acknowledge that our work, like all research, 
is not without limitations. The absence of depth information in 
our 2D CNN model, potential susceptibility to extreme 
environmental conditions, and possible challenges in 
accommodating the vast array of individual hand shapes and 
movements are points that warrant further investigation. 

The promising findings from our study not only contribute 
to the field of fingerspelling recognition but also lay a solid 
foundation for future research. Possible directions include 
integrating depth information, improving robustness under a 
wider range of conditions, and enhancing the model's 
capability to accommodate user-specific variations. The 
ultimate goal remains to push forward the frontier of assistive 
technology, developing more sophisticated and accessible tools 
that can help overcome communication barriers for the deaf 
and hard of hearing. 

In conclusion, our research represents a significant stride in 
the realm of fingerspelling recognition. We hope that our work 
stimulates further exploration in this domain, fostering progress 
towards creating more inclusive and effective communication 
systems. 
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