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Abstract—This paper introduces a novel and integrated 

approach to intrusion detection in computer networks that 

makes use of the benefits of both abuse detection and anomaly 

detection techniques. The proposed method combines anomaly 

detection and abuse detection technologies to enhance intrusion 

detection functionality. The intrusion detection system is 

implemented using a set of algorithms and models in the 

proposed approach. The frog jump algorithm has been utilized to 

choose the system's ideal input attributes. The decision tree is 

utilized in this system's abuse detection portion. Support vector 

machines or basic-radial neural network models have been 

utilized to find anomalies in this system. In the process of 

training neural networks, other techniques like particle swarm or 

genetic optimization are also utilized. The NSL-KDD dataset was 

used the experiment, and the findings were published. These 

findings demonstrate that, in comparison to using only anomaly 

or abuse detection, the proposed approach can increase the 

effectiveness of intrusion detection in the network. Additionally, 

a model that uses the frog leap algorithm for feature selection 

and classification and combines decision tree and support vector 

machine techniques with ten chosen input features has a 

detection rate of 98.2%. This is true despite the fact that the 

detection rates of the systems trained using comparable data in 

prior studies with 33 and 14 selected input features to the trainer 

have been 83.2% and 84.2%, respectively. Additionally, the 

algorithm execution performance increases up to 29 times faster 

than the aforementioned approaches when the intrusion 

detection rate is maintained at the level of other competing 

methods that were simulated in this work. 
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I. INTRODUCTION 

Computers connected to the Internet are threatened by a 
variety of things, including unauthorized access to user systems 
and the execution of unpleasant behaviors [1]. Typically, 
network penetration is viewed as an attack [2]. Intrusion 
detection systems are already a commonplace component of 
the security architecture. The following is a list of the intrusion 
detection system's objectives: Preventing behavioral issues that 
attack or abuse the system, recognizing attacks and coping with 
them, documenting current attacks, quality control, and giving 
security managers meaningful penetration information are just 
a few of the objectives [3]. 

According to the "CSI/FBI Computer Security and Crimes 
Survey" report, intrusion detection system usage increased 
from 42% in 1999 to 62% in 2010 and will reach 62% by 2022 
has retained. These numbers demonstrate the critical role that 
these systems play in security technologies [4]. 

Network intrusion detection systems monitor network 
activity to find assaults. Exploit detection and anomaly 
detection are the two primary techniques for intrusion detection 
[5]. Using patterns and signatures that signal assaults, you can 
find exploits and intrusions. Detects assaults but is unable to 
identify them [6]. Due to the use of less complex identification 
algorithms, the abuse detection technique has the advantage of 
extremely rapid identification [7]. Activities that depart from 
regular functioning are identified as infiltration in the anomaly 
detection approach by the construction of normal usage 
profiles. Because of this, the exploit detection approach is 
unable to identify unexpected intrusions that the anomaly 
detection system can [8]. The high prevalence of false alarms 
in the anomaly detection approach is one of its shortcomings 
[9]. 

Intrusion detection systems that integrate both strategies 
have been developed to address the issues with these two 
approaches [10]. These systems do it in three different ways. 
The following approaches are used: a. abnormality is first 
identified, followed by abuse; b. parallel approach; and c. 
abuse is first identified, then abnormality [11]. 

The detection rate of all sorts of assaults (known and 
unknown) increases because under the parallel approach, 
incoming traffic is evaluated independently by each method 
(identification of abuse and identification of anomalies) [12]. 
The anomaly detection approach still has a high risk of false 
positive notifications, but if the detection model qualifies the 
communication as an attack, this method likewise treats the 
incoming communication as an assault [13, 42]. The 
computational cost of detection is another concern, as each 
communication must be examined using both anomaly 
detection and abuse detection models, which raises this cost 
[14]. 

In the combined strategy employed in this article, we have 
attempted to produce an ideal plan by combining already-
existing algorithms and models [15]. In this regard, it has been 
managed to minimize the number of input features to the 
system from 41 to 10 thanks to the deployment of the 
optimization technique based on frog jump. Comparing this 
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strategy to several studies in this subject, the combined system 
is also one of the drawbacks. In this manner, the abuse 
detection system receives the inbound traffic first (Fig. 1). The 
exploit detection phase's outputs that do not fit the intrusion 
patterns are fed into the anomaly detection system as input in 
order to find unidentified intrusions [16, 43]. The effectiveness 
of anomaly detection declines as the volume of attacks rises. 
Hence exploit detection has been used first to address this 
issue. Known attacks can be found using exploit detection. The 
quantity of attacks required to find anomalies is drastically 
decreased by eliminating known attacks. Another benefit is that 
the suggested hybrid system can identify known intrusions in 
real-time due to the high speed of exploit detection techniques 
such as decision tree algorithms [17]. 

In this situation, the plan's anomaly detection component 
uses well-established, successful models (such as artificial 
neural networks) that can recognize novel attacks [6]. Instead 
of employing conventional methods for neural network 
training, computational intelligence algorithms have been 
adopted since they have proven to be more effective [18]. 

The main motivation of this research is to improve the 
effectiveness of intrusion detection systems (IDS). By 
combining abuse detection and anomaly detection methods, 
this approach aims to increase the system's ability to detect and 
mitigate various types of network intrusions. Traditional IDSs 
may struggle to effectively identify both known and unknown 
threats. Another motivation is to optimize the use of computing 
resources and reduce processing time. The choice of algorithms 
such as frog jumping algorithm, decision trees and support 
vector machines (SVM) shows the desire to achieve efficient 
and accurate intrusion detection without computational 
overhead. In summary, the proposed approach in this research 

is motivated by the need for more effective intrusion detection 
systems; more efficient and adaptable in the face of evolving 
cyber threats. Potential benefits include improved detection 
rates, resource optimization, reduced false positives, and 
increased consistency, all of which contribute to a stronger and 
more comprehensive network security solution. In this regard, 
the suggested method's usage of radial basis neural network 
(RBF) in the anomaly detection phase has also led to a notable 
increase in the algorithm's execution speed when compared to 
other hybrid techniques. A comparison of the proposed hybrid 
system's performance with other similar schemes that have 
been tried on the same field with related events reveals that the 
suggested scheme has attained the desired detection rate (see 
Table VII in Section V). The main contributions of this 
research and their possible consequences are as follows: 

 Hybrid intrusion detection system: This research 
introduces a new hybrid intrusion detection system that 
combines abuse detection and anomaly detection 
techniques. This hybrid approach can lead to more 
effective and robust intrusion detection because of its 
strengths. Both methods are used. The result is 
improved network security and a greater likelihood of 
detecting a wide range of intrusions. 

 Feature selection and data preprocessing: This research 
emphasizes the importance of feature selection and data 
preprocessing techniques to improve the quality of 
input data. Choosing the right feature and normalizing 
the data can lead to a more reliable and accurate 
intrusion detection system. The consequences are 
higher accuracy in detecting intrusions and reduction of 
noise in the data. 

 

Fig. 1. Hybrid intrusion detection system with abuse detection priority. 
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 Efficiency and scalability: This research deals with the 
efficiency and scalability of the intrusion detection 
system, especially by comparing SVM and radial basis 
neural networks. Understanding the trade-offs between 
different algorithms and their impact on performance 
and scalability can help deploy intrusion detection 
systems in different network environments. The result is 
consistent and resource-efficient intrusion detection. 

The remainder of the essay is structured as follows. 
Studying earlier works is the subject of Section II. Section III 
offers suggestions for spotting abuse and abnormalities. 
Section IV discusses evaluation and simulation results, and 
Section V concludes with recommendations for future 
research. 

II. BACKGROUND RESEARCH 

This section will first cover some earlier research on hybrid 
systems before introducing the fundamental models and 
techniques employed in this study. 

A. Related Work 

Some of the studies on hybrid systems have been covered 
in this subsection. The three-layer architecture of the intrusion 
detection system, which was created and developed by [19], is 
an illustration of a hybrid system. Based on the KDD Cup'99 
standard data, the system featured a blocklist, an allowlist, and 
a multiclass support vector machine bundle. Blocklists are used 
to filter out known threats from network traffic, whereas 
allowlists are used to identify legitimate traffic. 

A method for audit data mining and analysis (ADAM) was 
presented by [20] in which abuse detection is used after 
anomaly detection. In order to identify attacks, ADAM 
combined an association mining rule with a classification 
mechanism. The suspect traffic is first identified by the 
association mining rule-based anomaly detection model, which 
then sends it to the abuse detection model. After then, the 
suspicious communications are classified by the abuse 
detection model as "normal," "known attacks," and "unknown 
attacks" (false alert of the anomaly detection model). Its usage 
is uncommon. Communications that cannot be categorized as 
typical patterns or known attacks under the ADAM technique 
are categorized as unknown attacks. If anomaly detection is 
used first, then abuse detection, the anomaly detection model 
should have a high detection rate, and the abuse detection 
model should eliminate the false alarms generated by the 
anomaly detection model by differentiating between known 
and unknown attacks. The majority of abuse detection systems, 
however, are ineffective at lowering false alerts. An anomaly 
detection model, an abuse detection model, and a decision 
support system were all incorporated in the [21] proposal for 
an intelligent hybrid intrusion detection system. They used a 
decision tree to model the abuse detection model and a self-
organizing map (SOM) neural network to model anomaly 
detection. Following independent training of each model, the 
decision support system pooled the categorization outcomes of 
the two models. 

A hybrid intrusion detection system was designed in [22] 
using the abuse detection approach first, then the anomaly 
detection method. The exploit detection model is quicker than 

the anomaly detection model and can identify known attacks 
with a low probability of false positives. In order to identify 
known attacks, the Al-Teda detection and exploitation model 
was employed. Only non-deterministic connections were then 
detected using the anomaly detection model. A technique for 
detecting anomalies identifies outliers that deviate from typical 
data patterns and classifies them as well-known assaults. The 
anomaly detection and abuse detection models, however, are 
trained independently, just like the parallel hybrid technique, 
which causes a high risk of false positive notifications in the 
outcomes. 

With a hybrid methodology, researchers in [23] initially 
used the C4.5 decision tree algorithm to evaluate the traffic 
during the abuse detection phase. After the exploit detection 
phase, in the anomaly detection phase, distinct support vector 
machines (SVM) were employed to discover unexpected 
incursions for each subset of data classified as normal by the 
intrusion detection model. Each subset will be more effective 
at generating typical profiles and finding anomalies because it 
has more concentrated data. 

Computational intelligence techniques have been utilized 
for feature selection and decision trees for classification in 
numerous studies in the area of computer network security. For 
instance, researchers in [24] utilized the decision tree with the 
C4.5 training method to identify garbage items and the binary 
version of the particle swarm optimization technique (BPSO) 
for feature selection. The ideal collection of features was 
likewise chosen by the source [25] using CFA-based 
optimization, and the chosen features were assessed using a 
decision tree-based classifier. The estimation and selection of 
acceptable and chosen features for data classification during 
the tree training process is one of the decision tree's beneficial 
properties. On the other hand, adding a feature selection phase 
before training the decision tree has been shown in experiments 
to significantly improve the classification accuracy of the 
decision tree [26]. As a result, the frog jump method 
incorporated a feature selection step before training the 
decision tree in the article's suggested solution. The techniques 
and models used in this article are briefly introduced in the 
sections that follow so that the next sections can explore how 
to combine them and express the simulation results. 

B. Frog's Leap Algorithm 

The combined optimization method based on frog jumping 
(SFLO) is one of many evolutionary algorithms that have been 
created in recent decades to decrease processing time and 
increase the quality of results [24]. This program uses a 
technique called imitative discovery [27] and aims to use a 
heuristic search to identify the overall best answer. In order to 
discover effective general solutions, this technique has been 
tested on a number of combinatorial problems. The population 
of potential solutions for the frog leaping algorithm is defined 
as a set of subsets of frogs (solutions). Distinctive subgroups 
are viewed as distinct frog species, each of which conducts a 
distinctive local search. Each frog in the subgroups has ideas 
that are shaped by those of other frogs and changed by the 
process of imitational evolution. Ideas spread through the 
subsets through the process of interweaving and interweaving 
after going through the evolutionary phases of imitation. Until 
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the convergence rule is satisfied, local search and nesting 
operations are carried out [28]. 

C. Decision Tree 

One of the most well-known techniques for creating a 
classification model is the decision tree. The result information 
of decision tree-based classification algorithms is displayed as 
a tree of several feature value states. Always dividing records 
based on a candidate feature that maximizes a particular 
criterion is a greedy approach to decision tree construction. The 
most deserving feature will be the one that improves the tree 
the most in accordance with this criterion. Depending on how 
the features of the data set are chosen to be included in the 
decision tree and when to cease growing the tree, there are 
various types of decision trees. Better than other failures are 
one where the distribution of bundles in the resulting nodes is 
homogeneous. The node is homogeneous if all of its records 
are suspended in the same category. Since, in this situation, 
that node turns into a leaf. In actuality, the node with the least 
number of impurities is the homogeneous node. They are 
placed in the interest relationship, and the amount of interest 
resulting from each failure is calculated after the amount of 
impurity arising from each failure has been determined. The 
failure-related impurity is removed from the parent node's 
impurity in the gain relation. Any failure that generates a 
greater profit is preferable, and that failure will ultimately be 
chosen [26]. The C4.5 tree, which is the decision tree 
employed in this article, is utilized to determine its impurity 
using the entropy approach based on Eq. (1): 

       ( )   ∑  ( | )     ( | ) (1) 

In relation (1),  ( | )  denotes the proportion of records 
belonging to the jth category to all other records in node t. The 

fracture gain is calculated after the entropy for each node has 
been determined, followed by the entropy for the entire 
fracture. A failure is better if it has a greater interest rate. The 
gain of a failure is calculated using Eq. (2): 

                 ( )  ∑
  

 

 
          ( ) (2) 

Regarding this, n represents the overall number of records 
in the parent node,    represents the number of records in the ith 
child, entropy(p) represents the entropy of the parent node, and 
entropy(i) also represents the entropy of the ith node [29]. The 
test data set can then be used to test the classification model 
that was created using the decision tree. The goal of using the 
model is to predict, using the model, the category attribute 
value for the test record. 

D. Basic-Radial Neural Network (RBF) 

The artificial neural network has the benefit of 
generalization, which sets it apart from other classifiers. With a 
small amount of training data, radial basis function networks 
are frequently used to estimate multidimensional functions 
nonparametrically. The RBF network is highly helpful since it 
trains quickly and thoroughly. With enough neurons in the 
hidden layer, it can estimate any continuous function with any 
level of accuracy. Fig. 2 depicts the three-layer network that 
makes up RBF's main design. 

The basic-radial functions are shared by the neurons in the 
intermediate (hidden) layer [30]. According to Eq. (3), the third 
layer approximates the middle layer neurons' output by 
summing their weighted output: 

 ( )  ∑    (||    ||)
 
    (3) 

 

Fig. 2. The architecture of an RBF network [30]. 
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If RBF is used to approximate the function, its output will 
be helpful. However, a hard limiter can be applied to the output 
neurons to ensure output values of 0 or 1 for pattern 
classification purposes. The base-radial function p with centers 
   is utilized for the approximation of the F function based on 

Eq. (3). Sign ||.|| the exponent, which is typically set to 
represent the Euclidean distance, is the distance function of 
R_n space. The most well-known basic-radial function, which 
has been proposed, is the Gaussian function in RBF networks. 
The Gaussian function, an exponential function from the 
category of functions with the best approximation qualities, 
was chosen as the response function of neurons in RBF 
networks. This ensures that there is a set of weights that more 
accurately approximates the relationship between the input and 
target vectors than any other set. The sigmoid function utilized 
in the creation of error backpropagation networks makes use of 
this assurance that it has no existence. 

E. Particle Swarm Optimization Algorithm 

The social behavior of a group of birds is described by the 
population-based stochastic optimization algorithm known as 
the PSO algorithm. In space, a flock of birds looks for food 
randomly. Following the bird that is closest to the food can be 
one of the greatest tactics. The PSO algorithm's core concept is 
this tactic [31]. The search space for the PSO algorithm is 
analogous to the search space for the bird movement pattern. In 
the PSO algorithm, each solution, also known as a particle, is 
analogous to a bird, and there are exactly as many particles 
(solutions) as there are birds. Each particle has a merit value, 
which is determined by a merit function. The more merit a 
particle has, the closer it is to the target in the search space, 
which in the bird movement model is food. Additionally, every 
particle has a displacement that controls its direction of motion 
and is used to predict its next location. Until it ultimately 
reaches the ideal solution, each particle moves forward in the 
search space by adhering to the best particles in the current 
state [32]. The particle velocity vector (Vi) and particle (Xi) in 
the (t+1)th iteration are computed from relations (4) and (5) in 
each step of the particle swarm algorithm iteration: 

  (   )      ( )   

                ( )    ( )   

                ( )    ( )  (4) 

  (   )    ( )    (   ) (5) 

F. Hereditary Algorithm 

Hand first proposed the genetic algorithm in 1965. From 
among the chromosomes in a population, the selection operator 
chooses the number of chromosomes for reproduction. Fitter 
chromosomes are more likely to be chosen for reproduction. 
Chromosome segments are randomly switched between during 
crossing over. Because of this, the children don't exactly 
resemble one of their parents but instead exhibit traits from 
both. A single-point, two-point, or even intersection could exist 
[33]. 

All chromosomal points have an identical chance of 
merging during the uniform crossover. In this case, any valley 
can be used to pick the child's chromosome genes. It is possible 
to perform uniform intersection using relations (6) and (7): 

          (    )    (6) 

          (    )    (7) 

In these relationships, x1 and x2 are the parents, while y1 
and y2 are the first and second children, respectively. 
Additionally, the values of    in continuous issues are in the 
range [0,1], while those in binary problems are equal to zero or 
one. The letter i stands for the input dimensions (solution space 
dimensions). 

The chromosomes are subjected to the mutation operator 
after crossing over. This operator chooses a gene at random 
from a chromosome and modifies the information within that 
gene. If the gene is a binary number, it is inverted; if it is a 
member of a set, another value or component of that set is 
substituted for the gene. The created chromosomes are known 
as the new generation and are sent to the following round of 
algorithm execution after the mutation operation is finished. 

III. SUGGESTED METHOD 

Fig. 1 shows the suggested method's operating principles. 
The specifics of spotting abuse and abnormalities will be 
covered in this section. Prior to applying the data to the model 
in the proposed combined method, the data was first 
preprocessed using the leapfrog computational intelligence 
algorithm to extract its key features, which improved the 
system's overall performance and, in particular, the 
effectiveness of the decision tree. The regular training data is 
then separated into subgroups during the misuse detection 
stage whose connection patterns have less variation than the 
entire normal data. Then, in the anomaly detection stage, a 
different anomaly detection model is applied for each subset. 
As a result, each subset's efficiency will be higher in producing 
more normal profiles and rejecting the result in anomaly 
detection since each subset has more concentrated data [9, 34]. 
The quality of the input data to the anomaly detection stage is 
not good enough and has a significant impact on the accuracy 
of the SVM network if the decision tree is unable to 
appropriately partition the data into subsets while retraining the 
model in the operational environment. This lowers the 
effectiveness of the SVM network; however, the RBF neural 
network is not constrained by this issue. Since model training 
is a linear process and neural network training is slower, the 
effectiveness of the models is unaffected [34]. 

The RBF neural network was employed in the anomaly 
detection phase, and the effectiveness of SVM and RBF was 
compared in the anomaly detection phase, in accordance with 
the foregoing and to prevent the reduction of the accuracy of 
the SVM network, in cases where the output of the decision 
tree is not effective. It is important to note that switching from 
SVM training to RBF training and performing feature selection 
prior to the abuse detection stage in order to condense the 
problem's dimensions were the adjustments that significantly 
increased the effectiveness of the newly proposed method. The 
simulations were conducted using Matlab software version 
2022a as well. The steps for intrusion detection in the 
suggested approach are as follows: 

 Data preprocessing includes the following steps: 
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a) Data homogenization (training and test data) by 

replacing the letter characters of the data set with numerical 

values 

b) Data normalization (training and test data): In this 

step, the values of the continuous features are normalized to the 

interval [-1,1] according to Eq. (8). 

    
      ( )

   ( )     ( )
   (8) 

c) Reducing the dimensions of the problem by feature 

selection by the leapfrog computational intelligence algorithm 

It should be noted that normalization (or rescaling of 
features) removes the imbalance between the data [36-34]. In 
the dataset used in this paper (NSL-KDD), some features have 
large numerical values that can dominate other features. For 
example, the dst_bytes attribute can have values from zero to 
about        , while the same_srv_rate attribute has values 
between zero and one [35]. 

 Applying various methods in the combined model of 
penetration detection: 

(First the abuse detection phase and then the abnormality 
detection phase) including the C4.5 decision tree in order to 
detect abuse and then apply separate RBFs in the abnormality 
detection phase for the categories that are detected as normal. It 
is reminded that the training parameters in the RBF neural 
network are determined with the help of the genetic algorithm 
or the particle swarm algorithm. The block diagram presented 
in Fig. 3 shows the working steps in the proposed intrusion 
detection method in more detail. 

A. The Stage of Identifying Abuse 

In the data mining process, the data are ready to be applied 
to the model learning stage after feature selection and data 
pretreatment. The C4.5 decision tree is utilized for this. The 
data exploration strategy that is chosen will determine the 
sequence guiding the preprocessed data during the learning 
stage, and the created model will then be sent to the evaluation 
stage (i.e., evaluation and interpretation of the model) for 
evaluation. It was time to cut the decision tree after training 
and preserving it, leaving only 12 leaves with conventional 
labels. Too small sets make this operation excessively slow 
because it takes time to split training data into distinct subsets 
based on various rules. The tree was pruned for these reasons 
because, on the other hand, the restriction and lack of 
overdispersion of neural network inputs during the training 
phase will reduce the generalization capacity of the network. 

B. Anomaly Identification Stage 

At this point, distinct RBFs were utilized for each of the 
remaining leaves with the conventional label, and the data 
input for each of them was identical to the information 
classified by the decision-making process. The neural 
network's leaves had come. The conditions of their 
development were determined for all the leaves with the 
normal label in order to obtain the data in each leaf. Based on 
these conditions, the training data set was then segmented into 
several input subsets, and for each of them, different neural 
networks were employed. The usage of a more homogeneous 
data set boosts the network's accuracy, and the anomaly 
detection system is better prepared to deal with anomalies that 
do not follow the typical pattern since it is more accustomed to 
normal patterns with lower dispersion [36]. 

 

Fig. 3. Process block diagram of the proposed intrusion detection method. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

1176 | P a g e  

www.ijacsa.thesai.org 

IV. EVALUATION RESULTS OF THE PROPOSED SOLUTION 

A. NSL-KDD Dataset 

The NSL-KDD dataset has been utilized to evaluate and 
contrast the performance of the suggested method [37]. The 
NSL-KDD dataset is an edited version of the KDD'99 dataset 
that was made available as a result of KDD'99's issues with the 
presence of numerous duplicate samples in the training and test 
data, as well as the resolution of these issues. The 41 
characteristics in this dataset span a wide range of numerical 
values and are of continuous, discrete, and symbolic types. As 
previously stated, data preprocessing is required to correct the 
imbalance in the entire dataset and eliminate the impact of 
scale differences in such a database [38]. In other words, 
normalization in such data on all data (in the following, some 
of them as training data and others as training data) tests are 
selected) [39] in order to prevent features with high numerical 
values from overpowering other features. 

B. Overall Evaluation Results 

The frog jump algorithm was used to intelligently choose 
ten attributes from among them in order to decrease the 
problem's dimension. Feature selection (variable reduction) 
aids in data comprehension, lower processing demands, lessens 
the impact of the dimensionality problem and enhances 
prediction performance. The goal of feature selection is to 
choose a subset of input variables that can accurately 
characterize the input data while minimizing the impact of 
extraneous factors and producing accurate prediction results 
[40]. 

In this step, the trained decision tree was first given all the 
input data from the abuse detection phase (signature detection) 
in order to evaluate the model. Assuming they are unidentified 

attacks whose signatures or data packet characteristics could 
not be recognized by the exploit detection model; the 
identification component will once more detect the data that 
the decision tree classified as regular packets. In this phase, 
anomalies (trained RBF) were examined to determine their 
class. The way the anomaly detection phase operates is that the 
inputs are first reviewed again in accordance with the 
requirements of the decision tree's leaves to choose which of 
the RBFs should be provided as input. The selective RBF then 
determines the data packet's final class. 

The time needed to run the model is significantly reduced if 
RBF is used in place of SVM, according to the results, so that 
the time needed for the test is decreased by an average of 26 
times (if PSO is employed), a 24 times improvement, and if we 
employ GA, we will see an improvement in execution time of 
more than 28 times); however, the model error had a modest 
decline. 

It should be noted that the ideal number of kernels for each 
RBF was found independently during the RBF training 
procedure. If PSO and inheritance algorithms are applied, the 
number of optimal cores for every RBF may be deduced from 
Fig. 4 and 5, respectively. According to the number of various 
kernels, each line in the graphs depicts the MSE error trend for 
one of the RBFs, and the number of optimal kernels for each 
RBF is the same as the number of kernels that minimize the 
MSE error. 

As previously indicated, PSO and genetic algorithms (GA) 
were used to train the RBF neural network individually, and 
the outcomes of both were compared. The results were nearly 
identical, and no discernible difference was found regarding 
the effectiveness of applying PSO or GA in RBF training. 

 

Fig. 4. Training error of all RBFs using PSO algorithm for different numbers of kernels. 
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Fig. 5. Training error of all RBFs using GA for different numbers of kernels. 

In accordance with relations (9) to (12), the following 
metrics were employed to assess the models: mean square error 
(MSE), root mean square error (RMSE), mean absolute error 
(MAE), and set of square error (SSE). 

    ∑
(     )

 

 

 
    (9) 

     √∑
(     )

 

 

 
    (10) 

    ∑
|     |

 

 
    (11) 

    ∑ (     )
  

    (12) 

In the relationships mentioned above, n denotes the number 
of samples, t_i is the goal output value, and u_i denotes the 
output value of the class that the model predicted [41]. An Intel 
Core i7 machine with a clock speed of 2.1 GHz and 6 GB of 
random-access memory was used for the models' training and 
testing phases. Sixty-two thousand eight hundred sixty-four 
data points were used to train the models, while 85347 data 
points were used to test the models. The outcomes of using the 
models are shown in the paragraphs that follow. 

C. Decision Tree Training Results 

Table I shows the results of errors in detecting abuse. The 
time required to train the tree was equal to 0.18 seconds. 

D. The Results of the Combined Model of Decision Tree and 

RBF with Training by PSO Algorithm 

In Table II, the results of using the combined intrusion 
detection model are presented in the condition that the RBF 
model is trained with the PSO algorithm. The errors presented 
in Table II were obtained for this setting of values for the PSO 
algorithm parameters: number of population members: 60, 
personal learning coefficient (C1): 1.4962, collective learning 
coefficient (C2): 1.4962, W coefficient: 1 and Reduction factor 
W: 0.9. 

E. The Results of the Combined Model of Decision Tree and 

RBF with Training by GA 

Table III also shows the results of using the combined 
intrusion detection model in the conditions where the RBF 
model is trained with the genetic algorithm. The errors 
presented in Table III were obtained for this setting of values 
for the parameters of the genetic algorithm: number of 
population members: 20, crossover probability: 0.9, mutation 
probability: 0.3, and mutation rate: 0.6. 

TABLE I.  ERROR-VALUES OF TRAINING AND TESTING IN THE PHASE OF DETECTING ABUSE BY DECISION TREE 

SSE MSE MAE Phase 

252 0.00401 0.00200 Education 

17360 0.2034 0.1017 Test 
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TABLE II.  TRAINING ERROR VALUES OF INDIVIDUAL RBFS – TRAINING BY PSO ALGORITHM 

SSE MSE RMSE MAE Model 

196 0.00753 0.08677 0.00376 RBF 1 

12636 0.51692 0.71897 0.25846 RBF 2 

828 0.15359 0.39190 0.07680 RBF 3 

4228 0.19262 0.43888 0.09631 RBF 4 

760 0.09392 0.30646 0.04696 RBF 5 

4 0.00022 0.01499 0.00011 RBF 6 

2744 0.12690 0.35622 0.06345 RBF 7 

136 0.28571 0.53452 0.14286 RBF 8 

680 0.01182 0.10872 0.00591 RBF 9 

928 0.45535 0.67480 022767 RBF 10 

20 0.03724 0.19299 0.01862 RBF 11 

76 0.21001 0.45827 0.10501 RBF 12 

TABLE III.  TRAINING ERROR VALUES OF DISCRETE RBFS-TRAINING BY GA 

SSE MSE RMSE MAE Model 

140 0.01071 0.10350 0.00536 RBF 1 

2664 0.21745 0.46632 0.10873 RBF 2 

360 0.13289 0.36454 0.06645 RBF 3 

2388 0.21719 0.46604 0.10859 RBF 4 

376 0.09293 0.30485 0.04647 RBF 5 

4 0.00045 0.02123 0.00023 RBF 6 

1276 0.11865 0.34446 0.34446 RBF 7 

52 0.20635 0.45426 0.10317 RBF 8 

344 0.01196 0.10938 0.00598 RBF 9 

480 0.46784 0.68399 0.23392 RBF 10 

56 0.20741 0.45542 0.10370 RBF 11 

400 0.21448 0.46312 0.10724 RBF 12 

Additionally, Table IV provides the amount of time needed 
to train the simulated models. Because PSO and GA have 
different populations with different numbers of population 
members, RBF training and PSO and GA differ in innovative 
ways. Each model with the least population members that leads 
to the lowest error rate has been taught since increasing the 
number of population members in population-based 
optimization algorithms increases training time because more 
iterations are required for more population members. As can be 
seen, using SVM rather than RBF cuts down on training time 
during the anomaly detection stage. This is because RBF 
training involves using the aforementioned smart optimization 
algorithms to find the ideal network weights, and finding these 
ideal values requires a significant amount of repetition. 
However, because the training process takes place offline, it is 

acceptable to extend it in order to enhance the performance of 
the model's online execution. 

F. The Results of Testing the Models with Test Data 

The experimental results demonstrate that the model 
performs poorly when used in the anomaly detection phase 
with a significant amount of input data, which eventually 
results in the model's inefficiency in online applications 
(Table V). As can be shown, using a decision tree and an RBF 
neural network together (with training via the PSO algorithm) 
is the optimum option in terms of the model's online execution 
time. The aforementioned alternative offers competitive values 
and comes quite near to the combined decision tree and RBF 
neural network model (with GA training) in terms of the 
number of various error criteria (Table VI). 

TABLE IV.  THE TRAINING TIME OF THE MODELS 

total time (sec) 

 

Training time of the misuse 

detection model (sec) 

Time required to provide 

data for anomaly detection 

model (sec) 

Anomaly detection model 

training time (sec) 
proposed model 

47.4641 0.18482 17.79945 29.48314 C4.5+SVM 

96.75185 0.18482 17.79945 78.76758 C4.5+FBF-PSO 

77.20360 0.18482 17.79945 59.21933 C4.5+RBF-GA 
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TABLE V.  TESTING TIME OF MODELS WITH TEST DATA 

total time (sec) proposed model 

77.216326 C4.5+SVM 

2.701057 C4.5+RBF-PSO 

3.229697 C4.5+RBF-GA 

TABLE VI.  THE TESTING ERROR OF PROPOSED MODELS WITH TEST DATA 

SSE MSE RMSE MAE proposed model 

29820 0.3494 0.59110 0.17470 C4.5+SVM 

28480 0.3337 0.57766 0.16685 C4.5+RBF-PSO 

28412 0.3329 0.57697 0.16645 C4.5+RBF-GA 

TABLE VII.  COMPARISON OF THE DETECTION RATE OF THE PROPOSED SYSTEM WITH SIMILAR SYSTEMS 

Detection rate 

(%) 

Number of 

selected 

features 

Data Names Classification tool Feature selection algorithm Abbreviated name of the Amikhtar model 

57.39 26 KDD’99 
GSA-Fuzzy 

ART MAP 
FGBARM                               

53.79 29 KDD’99 
PSO-Fuzzy 
ART MAP 

FGBARM FGBARM+PSO-Fuzzy ARTMAP[31] 

5359 29 KDD’99 
GA-Fuzzy 

ART MAP 
FGBARM FPGBARM+PSO-Fuzzy ARTMAP[32] 

47.39 14 NSL-KDD SVM DBN              

45.78 29 KDD’99 SVM RST              

43.59 33 NSL-KDD J48 decision tree Info-Gain Info-Gain+J48[27] 

39.35 33 NSL-KDD Natve Bayes Info-Gain Info-Gain+Natve Bayes[36] 

37.99 33 NSL-KDD MLP Info-Gain                    

33.97 33 NSL-KDD SVM Info-Gain Info-Gain+SVM[41] 

47.77 33 NSL-KDD CART Info-Gain                     

57.79 

A total of 41 

features are 
used in three 

categories 

KDD’99 

Fuzzy K-NN, MLP, 

and Naive Bayes 

classifiers 

Applying nine basic features, 

13 content features, and 19 
traffic features to three separate 

categories 

Ensemble+Bayesian[43] 

49.35 5 NSL-KDD RBF+SVM Best First Search Ensemble (RBF+SVM)[21] 

53.9 39 NSL-KDD C4.5-SVM SFLO SFLO+C4.5-SVM (recommended model) 

58.5 39 NSL-KDD C4.5-PSO-RBF SFLO 
SFLO+C4.5-PSO-RBF (recommended 

model) 

58.5 39 NSL-KDD C4.5-GA-RBF SFLO 
SFLO+C4.5-GA-RBF (recommended 
model) 

With a false positive rate of 1.3%, DT has a detection rate 
of 99.2% for known threats and 31.06 percent for unknown 
attacks. DT turns out to be unsuitable for detecting new 
assaults but has strong detection performance for known 
attacks. The proposed method's detection performance was 
carefully examined in terms of anomaly detection since its goal 
is to enhance the detection performance of the anomaly 
detection model. Fig. 6 compares the suggested method's 
receiver operating characteristic (ROC) curves for unknown 
attacks with those for increases in parameter γ from 0.01 to 1. 
The proposed method has a greater detection rate than 
traditional ones. The rate of false positives in the decision 
boundaries of the anomaly detection model in the proposed 
method can depict normal behavior better than existing 
methods since each class 1 SVM model can concentrate on its 
corresponding decomposed region. 

The proposed method's detection rate is roughly 11% 
greater than that of traditional approaches when the false 
positive rate is below 11%, which is ideal. It was found that the 
conventional method's detection rate improves when the false 
positive rate is about 51%. This outcome is believed to be the 
consequence of the suggested technique, which calls for 
building a class 1 SVM model for each deconstructed region. 
Instead of concentrating on each deconstructed zone when the 
false positive is very significant (like 51%), it is preferable to 
concentrate on the highly concentrated regions. It can be 
deduced that the detection performance of the suggested 
method is superior to traditional methods for unknown assaults 
because an IDS operator should have a very low false positive 
rate.
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(a) Unknown assaults with parameter γ=0.01 on ROC Curve. 

 
(b) Unknown assaults with parameter γ=0.1 on ROC Curve 

 
(c) Unknown assaults with parameter γ=1 on ROC Curve 

Fig. 6. Investigation and comparison of detection efficiency for unknown attacks using ROC curves.
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G. The Class 1 SVM Model's Detection Rate Approaches that 

of the Traditional Hybrid Method as 

The parameter γ rises. This demonstrates that DT cannot 
influence the identification of unknown threats by enhancing 
Class 1 SVM performance. However, it has a major impact on 
hybrid intrusion detection models' ability to identify known 
attacks. Fig. 7, which varies the parameter c from 0.01 to 1, 
displays the ROC curves of the known attacks for the proposed 
technique and its comparisons. The figure shows that 

regardless of performance, both combined detection 
approaches from the SVM class 1 model have a detection rate 
of more than 99.1%. When γ is set to 1, the hybrid intrusion 
detection model's detection rate is somewhat greater than DT's, 
but its effectiveness is minimal. The class 1 SVM model's 
detection rate rises as c rises, as in the event of an unknown 
attack. However, in this instance, the class 1 SVM model-
based anomaly detection approach is outperformed by the 
abuse detection method employing DT. 

 
(a) Known assaults with parameter γ=0.01 on ROC Curve 

 
(b) Known assaults with parameter γ=0.1 on ROC Curve 
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(c) known assaults with parameter γ=1 on ROC Curve 

Fig. 7. Investigation and comparison of detection efficiency for known attacks using ROC curves. 

This paper introduces an innovative approach to intrusion 
detection in computer networks by combining abuse detection 
and anomaly detection techniques. This hybrid approach looks 
promising because it leverages the strengths of both methods 
and potentially leads to more effective network security. To 
select the algorithm, it is also attractive to use computational 
intelligence algorithms such as frog jumping algorithm, 
decision trees, support vector machines (SVM) and radial-
based neural networks. These algorithms offer a variety of 
ways to handle intrusion detection, and it makes sense to 
choose them based on the specific needs of the system. It is 
also instructive about the execution speed and comparison 
between SVM and radial neural networks. It is noteworthy to 
observe that the use of RBF can significantly reduce model 
training time, as real-time intrusion detection often requires 
efficient algorithms. Overall, the paper provides a 
comprehensive overview of the proposed intrusion detection 
system, its methodology and performance metrics. It provides 
valuable insights into the potential benefits of combining 
exploit and anomaly detection techniques and provides a 
structured approach for future research in network security. 

This paper presents a detailed evaluation of the proposed 
intrusion detection system, including results obtained from 
experiments using the NSL-KDD dataset. The evaluation 
includes various performance metrics and comparisons with 
other intrusion detection systems. Performance measures, 
detection rate, comparative analysis, training and test results, 
execution speed and ROC curves are among the evaluations 
discussed in this research. This paper concludes that the 
proposed hybrid intrusion detection system provides 
competitive detection rates and feature selection capabilities 
compared to other systems. This shows that the system 
performance can be improved by using RBF models instead of 
SVM in certain scenarios. 

In general, the results and evaluations presented in the 
paper show the effectiveness of the proposed intrusion 
detection system in detecting known and unknown attacks. 
Using various performance metrics, comparative analysis and 
visual displays (such as ROC curves) provide a comprehensive 
assessment of system capabilities and tradeoffs. These results 
help to understand how computational intelligence algorithms 
can enhance network security. 

V. CONCLUSION 

This paper provided a hybrid approach to network intrusion 
detection. This section will contrast the proposed mixing 
system's performance with that of comparable systems that 
employ feature selection algorithms and classification tools 
from various models, such as decision trees. The proposed 
mixing system utilizes multiple methods and models in its 
various components. SVM, Natural Bayes, and artificial neural 
networks have all been utilized for intrusion detection. The 
system test with KDD'99 or NSL-KDD data produced the 
findings that are shown in Table VII. The NSL-KDD dataset, 
which has the same number of characteristics as the original 
KDD'99 dataset, should be noted. Classifiers do not favor data 
with more repetitions since the extension records in the training 
set are destroyed during the compression process. The majority 
of detection rates, though, are higher on KDD'99 than NSL-
KDD. 

The hybrid approach suggested in this work has the best 
detection rate compared to other models tested on NSL-KDD 
data in prosperous years, as shown in Table VII. Meanwhile, 
the proposed models use fewer features than other models, 
which is a smaller number of features overall. As a result, it 
can be said that the suggested system offers a good mix of 
feature selection and classification techniques and that its 
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performance results are comparable to those of other systems 
that have been shown effective using KDD'99 and NSL-KDD 
data. 

Additionally, the findings of the experiment demonstrated 
that while employing parallel SVMs, whose inputs are the 
leaves of a tree from smaller and more coherent data, resulting 
in a reduction in model training time, the model execution time 
relative to using RBF is increased. Instead of SVM, it is 
significantly longer (roughly 28 times the execution time of the 
model using RBF), which results in the model's inefficiency, 
particularly in high-speed networks; In the scenario where the 
execution errors and false alarm rates of the system are 
comparable in both models. It can be stated that using RBF 
instead of SVM has considerably increased the efficiency of 
the combined model because model training is an offline 
process, whereas testing and implementation are online 
processes. 

This article examines the performance of the system in 
detecting known and unknown attacks. However, the system's 
effectiveness in detecting brand new and zero-day attacks has 
not been addressed. Future research can focus on developing 
methods to enhance the detection of previously unseen threats. 
We also pointed out in this research that using SVM instead of 
RBF can lead to a significant increase in execution time. 
Scalability is a critical concern for intrusion detection systems, 
especially in high-speed networks. Future research can explore 
ways to optimize the computational efficiency of the system 
without compromising the detection accuracy. In summary, 
future research in intrusion detection should focus on 
addressing these limitations and advancing the field by 
developing more robust systems. A more consistent and 
efficient focus can effectively detect a wide range of network 
intrusions while taking into account ethical and privacy 
considerations. 

For those people who are eager for more research and new 
work in this field, it is suggested that in order to reduce false 
alarms in the anomaly detection stage, they should look for a 
solution to reduce the rate of false negative alarms in the abuse 
detection stage, because the outputs of the abuse detection 
stage which were categorized under the title of normal, are 
used as the input of the anomaly detection stage, and the 
anomaly detection model needs normal data as its input for 
better training and detection of violations from the normal 
pattern, and by reducing the negative rate of error in the 
detection stage abuse can achieve this. 
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