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Abstract—A method for hyperparameter tuning of image 

classification with PyCaret is proposed. The application example 

compares 14 classification methods and confirms that Extra 

Trees Classifier has the best performance among them, 

AUC=0.978, Recall=0.879, Precision=0.969, F1=0.912, 

Time=0.609 bottom. The Extra Trees Classifier produces a large 

number of decision trees, similar to the random forest algorithm, 

but with random sampling of each tree and no permutation. This 

creates a dataset for each tree containing unique samples, and 

from the ensemble set of features a certain number of features 

are also randomly selected for each tree. The most important and 

unique property of the Extra Trees Classifier is that the feature 

split values are chosen randomly. Instead of using Gini or 

entropy to split the data to compute locally optimal values, the 

algorithm randomly selects split values. This makes the tree 

diverse and uncorrelated. i.e. the diversity of each tree. 

Therefore, it is considered that the classification performance is 

better than other classification methods. Parameter tuning of 

Extra Trees Classifier was performed, and training performance, 

test performance, ROC curve, accuracy rate characteristics, etc. 

were evaluated. 

Keywords—PyCaret; extra trees classifier; AUC; gini; entropy; 

feature split; ROC curve 

I. INTRODUCTION 

Most machine learning problems require many 
hyperparameter tunings. Unfortunately, it is not possible to 
provide specific tuning rules for all models but may converge 
very slowly for another model. Finding the best set of 
hyperparameters for your dataset requires experimentation. 
Some rules of thumb, here is the training loss, which should 
decrease abruptly at first, then more slowly and steadily until 
the slope of the curve reaches or approaches zero, and if the 
training loss does not converge, wait for more epochs of 
training. 

If the training loss decreases too slowly, increase the 
learning rate. Note that setting the learning rate too high can 
prevent the training loss from converging. Decrease the 
learning rate if the training loss varies a lot (that is, if the 
training loss jumps around). Increasing the number of epochs 
or batch size while decreasing the learning rate is often a good 
combination. Setting the batch size to a very small batch 
number can lead to instability. First, try increasing the batch 
size value. Then reduce the batch size until you see a drop. For 
real datasets consisting of a very large number of samples, the 
entire dataset may not fit in memory. In such cases, the batch 
size should be reduced so that the batch fits in memory. For the 
optimization of these hyperparameters, hyperopt, gpyopt, 

AutoML, PyCaret, Optuna, etc. are proposed as black-box 
optimization methods, automating trial-and-error on 
hyperparameters and automatically finding the optimal 
solution. Similarly, a method for training and white boxing DL, 
BDT, random forest and mind maps based on GNN is 
proposed [1]. In particular, Optuna uses an algorithm called 
TPE (Tree-structured Parzen Estimator), which is a new 
technique among Bayesian optimization, and parallel 
processing is possible, and by saving the results in a database, 
it is possible to resume in the middle. Depending on the 
definition of the objective function and the validity of the 
importance of the parameters, hyperparameters that do not 
necessarily match the evaluation criteria may appear. Usually, 
it is desirable to introduce such cases, and propose a method to 
intentionally change the hyperparameters of Optuna and 
PyCaret and select parameters with less loss by trial and error. 
It, however, PyCaret only uses hyperparameters obtained by 
random grid search, and does not intentionally change 
hyperparameters in this paper. 

As a comparative study on classification methods with 
PyCaret and its application to textile fluctuations of 
classifications, we propose a comparative study of 
classification methods by PyCaret and its application to the 
classification evaluation of textile pattern deviations. Many 
classification methods have been applied to the classification 
evaluation of textiles, but trial and error are necessary to 
determine the optimum method, which requires not a little 
time. The method proposed in this paper finds the optimal 
method using PyCaret, and is a method for finding the optimal 
method easily in a relatively short time without repeating trial 
and error. As one application of this method, an example of 
applying it to classification of Kurume Kasuri patterns is 
shown. This is just one application example, and the proposed 
method can be widely applied to other classifications. 

The application example compares 14 classification 
methods and confirms that Extra Trees Classifier has the best 
performance among them, AUC=0.978, Recall=0.879, 
Precision=0.969, F1=0.912, Time=0.609 bottom. The Extra 
Trees Classifier produces a large number of decision trees, 
similar to the random forest algorithm, but with random 
sampling of each tree and no permutation. This creates a 
dataset for each tree containing unique samples, and from the 
ensemble set of features a certain number of features are also 
randomly selected for each tree. The most important and 
unique property of the Extra Trees Classifier is that the feature 
split values are chosen randomly. Instead of using Gini or 
entropy to split the data to compute locally optimal values, the 
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algorithm randomly selects split values. This makes the tree 
diverse and uncorrelated i.e. the diversity of each tree. 
Therefore, it is considered that the classification performance is 
better than other classification methods. Parameter tuning of 
Extra Trees Classifier was performed, and training 
performance, test performance, ROC curve, accuracy rate 
characteristics, etc. were evaluated. 

In the following section, some of the related research works 
are described together with a research background, followed by 
the comparative study conducted. Then, some of the simulation 
studies are described, followed by a conclusion with some 
discussions. 

II. RELATED RESEARCH WORKS AND RESEARCH 

BACKGROUND 

A. Research Background 

Image classification is required for textile pattern 
discrimination in this concern. Patterns are boring and 
uninteresting because they are regular, but moderately irregular 
patterns feel comfortable. For instance, Kurume Kasuri of 
textile patterns are moderately irregular so that we feel these 
patterns are comfortable. It is understandable that the 
moderately irregular patterns contain 1/f fluctuations. However, 
a pattern with too much irregularity gives an unpleasant feeling 
to the person who sees it. Therefore, it is thought that there is a 
boundary between pleasant irregularities and unpleasant 
irregularities. The purpose of this paper is to discriminate 
between both. In order to find the best discrimination 
performance of classification method, 14 of classification 
methods are compared these accuracies and their other 
performances. 

B. Examples of Pleasant and Unpleasant Irregularity of 

Kurume Kasuri 

One of the typical Kurume Kasuri of textile patterns is 
shown in Fig.1 (a). Also, examples of the regular (green) and 
the moderately irregular patterns (red) are shown in Fig. 1 (b), 
respectively. As shown in Fig. 1 (b), it is obvious that the 
regular patterns make a good impression while the irregular 
patterns make a bad impression. The cause of these irregular 
patterns is the lack of control over the warp tension of the 
Kurume Kasuri automatic loom. If the pattern is too 
comfortable, it will exceed the allowable limit and become an 
unpleasant pattern. It is too difficult to control the warp tension. 
It is important to evaluate the quality of woven Kurume Kasuri 
and determine whether it is good or bad to send it to the market. 

 
(a) Typical Kurume Kasuri of textile pattern 

 
(b) Examples of the regular (green) and the moderately irregular patterns (red) 

Fig. 1. Typical kurume kasuri textile pattern and example of the regular and 

the moderately irregular patterns. 

C. Related Research Works 

Method for 1/f fluctuation component extraction from 
images and its application to improve Kurume Kasuri quality 
estimation is proposed [2]. In this paper, it is shown that 
Kurume Kasuri textile pattern quality depends on 1/f 
component. On the other hand, classification by re-estimating 
statistical parameters based on auto-regressive model is 
proposed [3]. Similarly, multi-temporal texture analysis in TM 
classification is proposed [4] together with Maximum 
Likelihood (MLH) TM classification taking into account pixel-
to-pixel correlation [5]. Meanwhile, a supervised TM 
classification with a purification of training samples is 
proposed [6]. Also, TM classification using local spectral 
variability is proposed [7]. Furthermore, a classification 
method with spatial spectral variability is proposed [8]. 

An inversion for emissivity-temperature separation with 
ASTER data is proposed [9]. TM classification using local 
spectral variability is also proposed [10]. On the other hand, 
application of inversion theory for image analysis and 
classification is proposed [11]. Meanwhile, polarimetric SAR 
image classification with maximum curvature of the trajectory 
in eigen space domain on the polarization signature is proposed 
[12]. Moreover, a hybrid supervised classification method for 
multi-dimensional images using color and textural features are 
proposed [13]. 

 Human gait gender classification using 3D discrete 
wavelet transformation feature extraction is proposed [14]. 
Meanwhile, polarimetric SAR image classification with high 
frequency component derived from wavelet multi resolution 
analysis: MRA is proposed [15]. On the other hand, a 
comparative study of polarimetric SAR classification methods 
including proposed method with maximum curvature of 
trajectory of backscattering cross section in ellipticity and 
orientation angle space is proposed [16]. Human gait gender 
classification using 2D discrete wavelet transforms energy is 
proposed [17]. Also, human gait gender classification in spatial 
and temporal reasoning is proposed [18]. Comparative study on 
discrimination methods for identifying dangerous red tide 
species based on wavelet utilized classification methods is 
conducted [19]. 

Multi spectral image classification method with selection of 
independent spectral features through correlation analysis is 
proposed [20]. On the other hand, image retrieval and 
classification method based on Euclidian distance between 
normalized features including wavelet descriptor is also 
proposed [21]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

278 | P a g e  

www.ijacsa.thesai.org 

Gender classification method based on gait energy motion 
derived from silhouettes through wavelet analysis of human 
gait moving pictures is proposed [22]. Similarly, human gait 
skeleton model acquired with single side video camera and its 
application and implementation for gender classification is 
proposed [23] together with human gait skeleton model 
acquired with single side video camera and its application and 
implementation for gender classification [24]. Gender 
classification method based on gait energy motion derived 
from silhouette through wavelet analysis of human gait moving 
pictures is proposed [25]. 

 Image classification considering probability density 
function based on simplified beta distribution is proposed [26]. 
Also, Maximum Likelihood (MLH) classification based on 
classified result of boundary mixed pixels for high spatial 
resolution of satellite images is proposed [27]. Meanwhile, 
context classification based on mixing ratio estimation by 
means of inversion theory is proposed [28]. On the other hand, 
optimum spatial resolution of satellite-based optical sensors for 
maximizing classification performance is discussed [29]. 
Combined non-parametric and parametric classification 
method depending on normality of PDF of training samples is 
proposed [30]. 

III. EXPERIMENT 

A. Data used 

180 of training samples and 30 of test samples are used. A 
small portion of the data used as a good data is shown in Fig. 
2(a) while those for a bad data are shown in Fig. 2(b), 
respectively. There are 24 images in total, including two good 
and bad training data and two good and bad test data, including 
data augmentation (noise, skew). 

 

 
(a)Good data 

 

 
(b)Bad data 

Fig. 2. A portion of good and bad data used. 

B. Classfication Methods for Comparison 

There are the following methods for comparing 
classification performance of the good or bad categories, 

Extra Trees Classifier 

Logistic Regression 

Ridge Classifier 

Random Forest Classifier 

Light Gradient Boosting Machine 

Ada Boost Classifier 

SVM - Linear Kernel 

Gradient Boosting Classifier 

K Neighbors Classifier 

Naive Bayes 

Linear Discriminant Analysis 

Decision Tree Classifier 

Quadratic Discriminant Analysis 

Dummy Classifier 

These are typical and widely used classification methods. 
Therefore, details of explanation of the method are not 
necessary.  

C. Evaluated Performances 

The following typical and widely used classification 
performances are evaluated for comparison, 

Accuracy 

AUC 

Recall 

Precision 

F1 score 

Kappa value 

MCC 

TT (Sec) 

These are typical and widely used classification 
performances. Therefore, it seems that details of explanation of 
the performances are not necessary. 

D. Evaluation Results 

Evaluation results are summarized in Table I. Cells shaded 
yellow have the best performance. Almost all the classification 
performances of the Extra Trees Classifier show the best 
performance except “Recall”. Total time required for learning 
and classification is also not so bad either. Extra Trees are 
similar to Random Forests. The points to construct multiple 
trees are the same, but one of the features (Gini coefficient, 
entropy) at which the node (leaf) of the tree is divided is 
randomly selected. 

In the decision tree, when dividing the feature axis, the 
feature that maximizes the gain based on the feature amount 
(Gini coefficient, entropy), etc., and the threshold for the 
division are selected. Extra-Trees randomly select them. 
Prepare multiple random trees and bag them in the same way 
as Random Forest. 
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TABLE I. CLASSIFICATION PERFORMANCE EVALUATED 

Model 

Acc

urac
y 

AU

C 

Reca

ll 

Prec

. 
F1 

Kap

pa 

MC

C 

TT 

(Sec
) 

Extra Trees 

Classifier 

0.91

76 

0.97

83 

0.87

86 

0.96

89 

0.91

22 

0.83

54 

0.85

22 

0.60

90 

Logistic 
Regression 

0.91
10 

0.97
37 

0.86
79 

0.96
07 

0.90
78 

0.82
24 

0.83
17 

1.02
00 

Ridge 

Classifier 

0.91

05 

0.00

00 

0.87

86 

0.95

32 

0.90

91 

0.82

06 

0.83

19 

0.54

70 

Random 
Forest 

Classifier 

0.83

90 

0.94

17 

0.82

32 

0.88

42 

0.83

59 

0.67

83 

0.69

81 

0.60

20 

Light 
Gradient 

Boosting 

Machine 

0.81

38 

0.90

84 

0.83

93 

0.82

53 

0.82

10 

0.62

60 

0.64

75 

0.56

70 

Ada Boost 

Classifier 

0.81

33 

0.84

34 

0.80

18 

0.83

81 

0.81

05 

0.62

77 

0.64

30 

0.59

50 

SVM - 

Linear 
Kernel 

0.80

67 

0.00

00 

0.81

43 

0.83

68 

0.80

45 

0.61

36 

0.64

32 

0.54

30 

Gradient 

Boosting 
Classifier 

0.79

24 

0.91

56 

0.81

07 

0.80

40 

0.79

55 

0.58

32 

0.59

91 

0.57

00 

K 

Neighbors 

Classifier 

0.79
10 

0.91
62 

0.70
18 

0.85
30 

0.75
10 

0.58
42 

0.60
15 

0.92
40 

Naive 

Bayes 

0.74

38 

0.78

21 

0.73

04 

0.76

96 

0.74

60 

0.48

72 

0.49

24 

0.57

60 

Linear 

Discrimina
nt Analysis 

0.72

19 

0.82

45 

0.65

89 

0.77

31 

0.69

06 

0.44

47 

0.46

55 

0.57

30 

Decision 

Tree 
Classifier 

0.71

57 

0.71

43 

0.77

14 

0.70

64 

0.72

71 

0.42

98 

0.44

71 

0.56

30 

Quadratic 

Discrimina

nt Analysis 

0.52
29 

0.52
05 

0.58
39 

0.52
60 

0.55
12 

0.04
06 

0.03
66 

0.57
30 

Dummy 

Classifier 

0.51

33 

0.50

00 

1.00

00 

0.51

33 

0.67

83 

0.00

00 

0.00

00 

0.56

70 

TABLE II. PARAMETERS FOR EXTRA TREES LEARNING PROCESSES 

Parameters 
 

bootstrap False 

ccp_alpha 0.0 

class_weight {} 

criterion gini 

max_depth 7 

max_features sqrt 

max_leaf_nodes None 

max_samples None 

min_impurity_decrease 0.001 

min_samples_leaf 5 

min_samples_split 2 

min_weight_fraction_leaf 0.0 

n_estimators 110 

n_jobs -1 

oob_score False 

random_state 123 

verbose 0 

warm_start False 

 

Fig. 3. Finalized parameters of the extra trees classifier. 

Bagging is short for bootstrap aggregating. As the name 
suggests, the training data used for each learner is obtained by 
bootstrap sampling, and the learned learner is used for 
prediction and the final ensemble is performed. 

Bootstrap sampling is a method of resampling by randomly 
extracting some data from the population while allowing 
overlaps when there is data to be used as a population. 

Ensemble learning in machine learning is a method of 
generating a single learning model by fusing multiple models 
(learners). A feature of Extra-Trees learning is that each tree is 
trained without bootstrap sampling, that is, without resampling 
by randomly extracting some data from the population while 
allowing for duplication. Use all data. Let it learn from all the 
data. Table II shows the parameters for Extra Trees learning 
processes. After the above mentioned hyperparameter tuning, 
the Extra Trees Classifier is finalized as shown in Fig. 3. 
Accuracy was specified as an optimization metric. Accuracy 
improved after 100 trials, but there is no guarantee that the 
parameters are optimal because they are optimized by random 
grid search. 

Because it is simple, processing speed is very high, and the 
classification accuracy is better than Random Forest, a 
representative machine learning library for Python. The Extra 
Trees Classifier when using scikit-learn looks like this: When 
you think of machine learning, you might think of using 
complex formulas or something that seems difficult, but with 
scikit-learn you can try out machine learning very easily. 

The learning curve of the Extra Trees Classifier is shown in 
Fig. 4(a) while the validation curve is shown in Fig. 4(b), 
respectively. 

N-fold cross validation with shuffle and stratification (for 
classification tasks). Different hyperparameters for each 
algorithm were checked during the training. For binary 
classification the Area Under ROC Curve (AUC) metric was 
used. Table III shows the results of the n-fold cross validation 
while Fig. 5 shows the AUC. 
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(a) Learning Curve 

 
(b)Validation Curve 

Fig. 4. Learning and validation curves of the extra trees classification. 

 

Fig. 5. Evaluated AUC. 

TABLE III. THE RESULTS FROM THE N-FOLD CROSS VALIDATION 

Fold 
Accurac

y 
AUC Recall Prec. F1 Kappa MCC 

0 0.9333 
0.982

1 

1.000

0 

0.888

9 

0.941

2 

0.864

9 

0.872

9 

1 0.9333 
0.910
7 

0.875
0 

1.000
0 

0.933
3 

0.867
3 

0.875
0 

2 0.8000 
0.946

4 

0.625

0 

1.000

0 

0.769

2 

0.608

7 

0.661

4 

3 0.8667 
0.964
3 

1.000
0 

0.800
0 

0.888
9 

0.727
3 

0.755
9 

4 1.0000 
1.000

0 

1.000

0 

1.000

0 

1.000

0 

1.000

0 

1.000

0 

5 0.8571 
1.000
0 

0.714
3 

1.000
0 

0.833
3 

0.714
3 

0.745
4 

6 0.9286 
0.979

6 

0.857

1 

1.000

0 

0.923

1 

0.857

1 

0.866

0 

7 0.8571 1.000 
0.714

3 

1.000

0 

0.833

3 

0.714

3 

0.745

4 

8 1.0000 
1.000

0 

1.000

0 

1.000

0 

1.000

0 

1.000

0 

1.000

0 

9 1.0000 
1.000

0 

1.000

0 

1.000

0 

1.000

0 

1.000

0 

1.000

0 

Mea

n 
0.9176 

0.978

3 

0.878

6 

0.968

9 

0.912

2 

0.835

4 

0.852

2 

Std 0.0669 
0.028

5 

0.138

7 

0.065

3 

0.076

1 

0.132

7 

0.116

3 

Also, confusion matrix of the Extra Trees Classifier is 
shown in Fig. 6. In the Fig. 6, the number of “Good” samples is 
17 while the number of “Bad" samples is 19. Of the 180 
training data, 20% are used as validation data, so there are 36 
validation data. Of the 36 cards, 17 are 0: good and 19 are 1: 
bad. All good answers were correct (17 0), and three bad 
answers were incorrect (3 16). It is such a confusion matrix. 

 

Fig. 6. Confusion matrix of the extra trees classifier. 

IV. CONCLUSION 

A method for hyperparameter tuning of image 
classification with PyCaret is proposed. The application 
example compares 14 classification methods and confirms that 
Extra Trees Classifier has the best performance among them, 
AUC=0.978, Recall=0.879, Precision=0.969, F1=0.912, 
Time=0.609 bottom. The Extra Trees Classifier produces a 
large number of decision trees, similar to the random forest 
algorithm, but with random sampling of each tree and no 
permutation. 
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This creates a dataset for each tree containing unique 
samples, and from the ensemble set of features a certain 
number of features are also randomly selected for each tree. 
The most important and unique property of the Extra Trees 
Classifier is that the feature split values are chosen randomly. 
Instead of using Gini or entropy to split the data to compute 
locally optimal values, the algorithm randomly selects split 
values. 

This makes the tree diverse and uncorrelated, i.e. the 
diversity of each tree. Therefore, it is considered that the 
classification performance is better than other classification 
methods. Parameter tuning of Extra Trees Classifier was 
performed, and training performance, test performance, ROC 
curve, accuracy rate characteristics, etc. were evaluated. 

FUTURE RESEARCH WORKS 

Further investigations are required to identify alternative 
prediction methods that may lead to more accurate results. 
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