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Abstract—Cocoa cultivation is of immense importance to the 

people of Côte d'Ivoire. However, this culture is experiencing 

significant challenges due to diseases spread by various agents 

such as bacteria, viruses, and fungi, which cause considerable 

economic losses. Currently, the methods available to detect these 

cocoa diseases force farmers to seek the expertise of agronomists 

for visual inspections and diagnostics, a laborious and complex 

process. In the search for solutions, many studies have opted for 

using convolutional neural networks (CNNs) to identify diseases 

in cocoa pods. However, an essential advance is to develop hybrid 

approaches that combine the advantages of a CNN with 

sophisticated classification algorithms. This research stands out 

for its innovative contribution, combining MobileNetV2, a 

convolutional neural network architecture, with algorithms, such 

as Logistic Regression (LR), K Nearest Neighbors (KNN), 

Support Vector Machines (SVM), XGBoost, and Random Forest. 

The study was conducted in two distinct phases. First, each 

algorithm was evaluated individually, and then performance was 

measured when MobileNetV2 was merged with the algorithms 

mentioned.  These hybrid approaches complement and amplify 

MobileNetV2's capabilities. To do so, they draw on 

MobileNetV2's inherent capabilities to extract key features and 

enhance information quality. By combining this expertise with 

the classification methods of these other models, hybrid 

approaches outperform individual techniques. Accuracy rates 

range from 72.4% to 86.04%.This performance amplitude 

underlines the effectiveness of the synergy between the extraction 

characteristics of MobileNetV2 and the classification skills of 

other algorithms. 

Keywords—Cocoa pods diseases; MobileNetV2; classification 

algorithms; machine learning; hybrid method 

I. INTRODUCTION 

Cocoa pod diseases are a significant problem for farmers 
and the cocoa industry [1]. These diseases can lead to yield 
loss, reduced cocoa bean quality, and higher production costs. 
Many methods are available to combat cocoa pod diseases, 
including pesticides, fungicides, and organic practices. 
However, these methods can be costly and difficult to apply. 

Computer vision, generally based on machine learning and 
deep learning [2], is now being exploited for various 
agriculture, botany, and ecology tasks. These tasks include 
assessing the health of plants in our various crops. This new 
technology is proving necessary to improve crop yields in 
general. Researchers have already conducted numerous studies 
to identify disease risk factors, such as adverse weather 

conditions [3], insect pests, and weeds. By identifying these 
risk factors, farmers can take steps to reduce or eliminate them, 
thus helping to prevent disease. 

Indeed, Machine Learning and Deep Learning algorithms 
have shown enormous potential in agriculture by helping to 
develop effective treatments for crop diseases. They provide an 
innovative and powerful approach to combating crop diseases. 
Their ability to process complex data, detect anomalies early, 
and customize treatments significantly benefits crop health, 
agricultural sustainability, and food security [4] [5]. 

Applying Machine Learning (ML) and Deep Learning (DL) 
algorithms for detecting cocoa pod diseases offers tangible 
benefits for improving cocoa quality, increasing selling prices, 
and improving farmers' incomes. This approach supports 
farmer profitability and contributes to the sustainability of the 
cocoa sector by enhancing the quality and reputation of the 
cocoa produced. 

More specifically, this study contributes to the 
sustainability of the cocoa sector by improving the quality and 
reputation of the cocoa produced. Early detection of disease 
enables farmers to take corrective action, reducing production 
losses and improving cocoa quality 

Our research focuses mainly on identifying and detecting 
diseases affecting cocoa pods. It has several important 
implications. Firstly, it shows that the hybrid approach is 
promising for cocoa pod disease detection. Secondly, it 
suggests that CNNs can be used to improve the performance of 
conventional machine learning algorithms. Finally, it paves the 
way for new applications of machine learning and deep 
learning in the cocoa sector. Our contributions will be broken 
down into the following aspects: 

As a first step, we will extract images from each pod using 
data augmentation techniques. This step will be crucial to 
establish the dataset that will serve as the basis for our study. 

We will combine classic Machine Learning algorithms and 
a convolutional neural network (CNN) such as MobileNet. 

We will explore hybrid approaches aimed at merging the 
capabilities of the MobileNetV2 network with the set of classic 
Machine Learning algorithms already in use. 

Finally, we will evaluate the performances of different 
methods by analyzing the impact of integrating MobileNet in 
the fusion of the approaches. 
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The organization of our study is outlined as follows. 
Following the introductory section outlining the issue tackled 
in this paper (Section I), we delve into existing research on 
identifying specific cocoa diseases (Section II). Subsequently, 
we present and expound upon the methodology in Section III. 
Elaborate findings are disclosed in Section IV. 

 A comprehensive discussion is laid out in Section V, and 
ultimately, Section VI addresses the research goals and derives 
conclusions from the conducted study. 

II. RELATED WORK 

Cocoa farming is a vital sector for the Ivory Coast and an 
essential resource for our farmers. Unfortunately, this crop is 
sometimes threatened by diseases that cause enormous losses 
for our farmers and Côte d'Ivoire, the world's leading cocoa 
producer. To preserve the gains made and further improve the 
production of this crop, a great deal of work has been carried 
out. 

 Godmalin et al. [6] carried out a study based on a deep 
learning algorithm to tackle the automatic classification of the 
state of a cocoa pod. Their experimental research method relies 
on a convolutional neural network for training. The model can 
classify three states of a given cocoa pod image: healthy, 
attacked by black pod disease, and shot by a pest. The results 
of their experiment showed an accuracy of 94%. However, the 
study did not assess the impact of weather conditions on the 
algorithm's performance. The algorithm's performance may 
vary according to weather conditions. Please do not revise any 
of the current designations. Sandra Kumi et al. have proposed a 
method using machine learning techniques to detect and 
diagnose two significant diseases affecting cocoa production, 
namely Swollen Shoot and Black Pod [7]. A mobile 
application with integrated ML techniques is offered to cocoa 
farmers to take a photo of the pod and upload it for diagnosis, 
which takes place on a cloud backend service. Four CNN 
models were built and trained for automatic disease detection 
and diagnosis. The results of this study showed that the 
MobileNet V2 SSD gave the best accuracy rate, with a score of 
80%. However, the study was conducted in a controlled 
environment, and the algorithm may need to be more accurate 
in a real-life setting, where conditions can vary. 

Amoako et al. [8] studied a model based on VGG19 to 
classify cocoa diseases using images. Then, other pre-trained 
models, such as VGG16 and ResNet50, are compared. Their 
study is a step in the right direction toward developing a 
technology that could positively impact the cocoa industry. 
With further research, it is possible to improve the accuracy of 
machine learning models and make them more applicable to a 
wide range of environments. This could lead to a significant 
reduction in losses due to cocoa diseases and an improvement 
in the quality of the cocoa produced. Basri et al. [9] proposed a 
study comparing the results of four feature extraction models in 
the case of early recognition of disease attacks on cocoa fruits. 
The image extraction models used include: 

Local binary pattern (LBP). 

Gray level co-occurrence matrix (GLCM). 

Hue saturation value (HSV). 

Gray level co-occurrence histograms (GLCH). 

In addition, the support vector machine (SVM) model was 
applied to the classification technique to measure the extraction 
results from the cocoa image dataset. SVM classification 
results revealed the best performance for HSV feature 
extraction for all types of SVM kernels applied (linear, RBF, 
and polynomial), with the highest accuracy being 80.95% for 
the RBF kernel.  

Baba et al. [10] have studied a model based on image 
processing techniques for identifying early symptoms of pests 
and diseases in cocoa fruit from mobile applications. This 
research showed that the system's accuracy in recognizing 
cocoa fruit-shaped objects reached 100% in identifying cocoa 
fruit and 83% database for images of normal conditions at 
83.75%, disease attack at 84.87%, and pest attack at 80.80%. 
Their study showed that image-processing techniques can 
accurately identify early symptoms of pests and diseases in 
cocoa fruit. However, the study also revealed areas for 
improvement in this approach, namely that many images can 
drag the model. In addition, the images need to be of high 
quality and well-lit. If this is not the case, the model may need 
to identify pests and diseases correctly. Gunawan et al. set up 
an expert system based on the Certainty Factor (CF) algorithm 
to identify the factor of cocoa pests and diseases that cannot be 
identified and prevented in advance [11]. Based on the results 
of the accuracy test, the proposed model can produce an 
accuracy rate of 86.67% in diagnosing pests and diseases on 
cocoa plants. However, the study used a simple algorithm, the 
certainty factor, which may not be able to detect all pests and 
diseases. Mohammad Yazdi et al. [12] have proposed a model 
for building a system to detect pest and disease types in cocoa 
pods. This study uses digital image processing techniques to 
extract color characteristics from digital images of cocoa pods. 
The method used to extract hue, saturation, and value (HSV) 
color characteristics and the classification algorithm used is K-
Nearest Neighbor (KNN). One hundred fifty images were 
divided into 70% training data and 30% test data. Based on test 
results using k values of 5, 7, 11, and 13 in the restraint 
method, the best accuracy is 84.44% with a k = 5 value. 
However, the images used in the study are limited to a single 
type of cocoa tree, which could limit the generalizability of the 
results to other types of cocoa. It should be noted that the KNN 
algorithm is used to classify the images, but this simple 
algorithm may not detect the more complex pests and diseases. 
Godmalin et al. studied an experimental search method to train 
a convolutional neural network capable of classifying three 
levels of cocoa pod infection: low, moderate, and severe [13]. 
The results of this model achieved 91% accuracy in correctly 
classifying the condition of cocoa pods. 

Overall, this study is a step in the right direction. Still, more 
work needs to be done to develop automatic detection methods 
for cocoa pod infection that are reliable and usable in real-life 
conditions. 

III. MATERIAL AND METHOD 

A. Materials 

The database used for our study is Cocoa Diseases [14], an 
online database launched in 2020 by the Autonomous 
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University of Bucaramanga, Colombia. It comprises 312 
images with 1,591 tagged objects belonging to three classes: 
healthy, phytophthora, and monilia. The experiments used 
Python programming on a THINPAD laptop with an Intel(R) 
Core i7-10700 processor running at 2.90 GHz, 32 GB memory, 
and a 512 GB SSD hard disk. 

B. Methods 

The machine learning methods we used in our study are as 
follows. 

1) SVM : A support vector machine (SVM) is a supervised 

machine learning algorithm [15] that can be used to solve 

classification and regression problems. SVMs are a 

generalization of linear classifiers. The principle behind SVMs 

is to find a hyperplane that optimally isolates data from two 

classes. The optimal hyperplane corresponds to the one that 

optimizes the margin between the data of the two classes [16]. 

The data closest to the hyperplane are called support vectors. 

SVMs are effective for solving classification and regression 

problems with non-linear data. They also adapt well to new 

data. Effective for solving classification and regression 

problems with non-linear data, it is an algorithm capable of 

generalizing well to new data. SVMs are used in various 

applications, such as image classification, facial recognition, 

object detection, text classification, and regression. 

2) Random forest : The Random Forest algorithm is a 

supervised machine learning algorithm that uses a set of 

decision trees to make predictions [17]. It is known for its 

accuracy and robustness and is used in various fields, including 

classification, regression, and anomaly detection. The 

algorithm starts by creating a set of decision trees. The number 

of trees in the set is a parameter the user can adjust. Each 

decision tree is trained on a random subset of the training data. 

Data that is not used to train a decision tree is called test data. 

The algorithm then uses the test data to evaluate the accuracy 

of each decision tree. The algorithm then averages the 

predictions of all the decision trees to make a final prediction. 

The advantage of the Random Forest algorithm is that it can 

make more accurate predictions than the individual decision 

trees. The decision trees are uncorrelated, so they don't make 

the same errors. The Random Forest algorithm is also robust to 

noisy data. This is because the decision trees in the ensemble 

can adapt to variations in the data. The Random Forest 

algorithm is a powerful tool that can be used to solve various 

machine learning problems. It is renowned for its accuracy, 

robustness, and ease of use. 

3) XGBoost: XGBoost is an improved model of the 

Gradient Boost algorithm. This machine-learning algorithm 

can solve common commercial problems using minimal 

resources [18]. Extreme Gradient is a method used to reduce 

the number of errors in predictive data analysis. XGBoost is an 

assembly of decision trees (weak learners) that predict 

residuals and correct mistakes in previous decision trees. The 

unique feature of this algorithm lies in the decision tree used. 

This recently introduced machine learning algorithm has 

proved very powerful for modeling complex processes in other 

research fields [19]. It is a robust algorithm that can solve 

various machine learning problems. It is known for its 

accuracy, speed, and flexibility. 

4) KNN: The KNN (k-nearest neighbor) algorithm is a 

supervised learning algorithm used for classification and 

regression [5]. It works by calculating the distance between an 

unknown point and known points in the training dataset. The k 

points closest to the unknown point are then used to predict the 

class or value of the unknown point. The KNN algorithm is 

non-parametric, meaning that it makes no assumptions about 

the distribution of the data [2]. It is also a computationally 

inexpensive algorithm, making it suitable for large quantities of 

data. It works by calculating the distance between an unknown 

point and known points in the training data set. The k points 

closest to the unknown point are then used to predict the class 

or value of the unknown point. The result is a computationally 

inexpensive algorithm, making it suitable for large amounts of 

data. 

5) Logistic regression is a supervised learning algorithm 

[20] used to predict the probability of an observation belonging 

to a particular class. It is often used for binary and multiclass 

classification [21]. It is a linear model, which means that the 

probability of class membership is modeled as a linear 

combination of the input variables. The probability function is 

a logistic function, which is a non-linear function that takes a 

value between 0 and 1 [22]. Logistic regression is a robust 

algorithm that can solve many problems. The algorithm begins 

by calculating the model weights. Weights are coefficients that 

measure the importance of each input variable. The weights are 

then used to calculate the probability of belonging to each 

class. The observation is classified in the category with the 

highest probability. The choice of weights is important for 

model performance. Weights can be optimized using a 

technique called gradient descent. Gradient descent is an 

optimization technique for finding weights that minimize 

model error. Logistic regression is a robust algorithm that can 

solve many problems. It is easy to implement and understand, 

making it popular with data scientists. 

6) MobileNetV2: MobileNet V2 is a lightweight 

convolutional neural network model developed by Google AI 

[23]. It was first introduced in a research paper published in 

2018. MobileNet V2 is based on the original MobileNet 

architecture but introduces several improvements, namely the 

use of a new convolution block called "bottleneck" and that of 

a learning technique called "transfer learning". MobileNet V2 

has been designed for mobile devices such as smartphones and 

tablets. It can achieve performance comparable to larger 

models while being much lighter and more energy-efficient 

[24]. The bottleneck convolution block is a convolution block 

[25] that reduces the width and height of the input signal while 

retaining the depth. This reduces the number of model 

parameters while maintaining performance. MobileNet V2 is a 

powerful and versatile model that can be used for various tasks, 

such as image classification, object detection, and facial 
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recognition. It is lightweight and energy-efficient, making it 

ideal for mobile devices. 

The methodology adopted in this study is based on several 
well-defined phases, providing a solid and rigorous foundation 
for our research. Detection techniques are studied to enable the 
system to detect and identify cocoa pod diseases. A 
comprehensive outline of these stages is provided in Fig. 1: 

Our methodological approach is based on a series of 
carefully developed steps: 

 Database preparation: In this phase, each image was 
segmented to identify each pod in different images 
precisely. To improve the quality of our data, each 
series of images associated with a pod was subjected to 
a data augmentation step. 

 Data Augmentation: Data augmentation is an essential 
element of our approach. In this step, random 
transformations were applied to images. Each image 
was subjected to random horizontal and vertical 
flipping, allowing left and right as well as top and 
bottom inversions. In addition, a random rotation was 
applied to each image, with a maximum rotation angle 
of 0.4 radians (approx. 23 degrees) clockwise. 

 Data Division: For the training and evaluation of our 
models, we have divided our data into three sets: the 

training set, the validation set, and the test set. This 
division enables us to evaluate and validate the 
performance of our models. 

 Using Various Algorithms: To tackle our pod disease 
detection task, we adopted a varied approach using 
traditional Machine Learning algorithms such as SVM, 
Random Forest, KNN, Logistic Regression and 
XGBoost, and deep methods based on the 
MobileNetV2 network. 

 Hybrid Methods: In recognition of the complementary 
power of the approaches, we have also explored hybrid 
methods that merge the potential of the MobileNetV2 
network with the set of Machine Learning algorithms 
mentioned above. 

 Performance Evaluation: To assess the effectiveness of 
each model, we carefully evaluated their ability to 
detect pod diseases. This crucial phase enabled us to 
quantify and compare the performance of each 
approach. 

Our methodology is built on a solid foundation, from 
careful data preparation to thorough model evaluation to detect 
pod diseases accurately. 

 

Fig. 1. Illustration of our methodology. 
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C. Evaluation Metrics 

In evaluating the outcomes of our investigation, we 
employed various metrics. We included accuracy, precision, 
recall, F1 score, and Matthew's correlation coefficient (MCC) 
within this set of measures. The differential equations are 
outlined as follows: 
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The Receiver Operating Characteristic (ROC) curve is a 
graphical representation showcasing the performance of a 
binary classification model. It illustrates the relationship 
between the true positive rate (sensitivity) and the false 
positive rate across various classification thresholds. An ideal 
ROC curve aligns with the upper left corner of the graph, 
indicating high sensitivity and specificity. 

The confusion matrix is a tabular summary that 
encapsulates the outcomes of a classification model's 
predictions. It assesses the model's predictions against the 
actual values in the dataset, categorizing them into four groups: 
true positives, true negatives, false positives, and false 
negatives. The confusion matrix compares the model's 
precision, recall, specificity, and accuracy. 

IV. RESULTS 

Our findings will be presented in two distinct sections, each 
exploring a specific area in depth: 

A. Individual Algorithm Performance 

The first part of our results will be dedicated to evaluating 
and comparing the performance of the various Machine 
Learning algorithms we have used. These algorithms include 
SVM, Random Forest, KNN, Logistic Regression, XGBoost, 
and the MobileNetV2 Deep Learning algorithm. Each 
algorithm has been tested and analyzed, enabling us to 
determine its specific effectiveness in detecting pod diseases. 
We will evaluate each algorithm's key metrics, giving us a 
comprehensive view of its ability to meet this challenge. 
Table I shows the metric measurements for each model.  

Fig. 2 shows the confusion matrices and shows the ROC 
curves for the three best accuracies. 

TABLE I.  CASE OF INDIVIDUAL ALGORITHM METRIC RESULT 

Models Accuracy (%) Precision (%) F1 score (%) Recall (%) MCC (%) MSE 

SVM 67,09 66,78 66,78 67,09 48,49 0,81 

Random Forest 59,53 63,28 63,28 64,17 43,54 0,91 

KNN 46,96 39,54 39,54 46,96 18,07 1,47 

Logistic Regression 54,65 53,71 53,71 54,65 29,06 1,08 

XGBoost 68,61 67,79 67,79 68,61 50,95 0,77 

MobileNetV2 81,66 81,4 81,4 81,65 72,09 0,4 

 

 

Fig. 2. Confusion matrix and ROC curve of individual algorithm. 
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The analysis reveals significant variations in the 
performance of each model. The MobileNetV2 model displays 
the highest accuracy at 81.66%, closely followed by logistic 
regression and SVM. However, when considering measures 
such as recall and F1 score, MobileNetV2 stands out, 
suggesting its ability to identify true positives well. 
Furthermore, the MCC, which assesses the overall prediction 
quality, puts MobileNetV2 in the lead with 72.09%. 

On the other hand, KNN's performance could be better 
regarding precision, recall, and F1 score, suggesting difficulty 
discerning true positives. The lowest MCC also corroborates 
this among the models tested. 

In sum, these results highlight the superiority of 
MobileNetV2 in terms of overall performance. Still, they also 
underline each model's specific strengths and weaknesses in 
the pod disease detection task. 

B. Hybrid Method Performance  

The other part of our results will focus on an in-depth 
examination of hybrid methods. This section will explore the 
synergies between the Deep Learning-based MobileNetV2 
network and the previously mentioned machine learning 
algorithms. The performance of these hybrid methods will be 
rigorously analyzed, revealing whether their combination can 
achieve even higher detection levels. This evaluation will give 
us a significant perspective on the added value provided by the 
fusion of these approaches. 

Table II shows the metric measurements for each model. 

Fig. 3 shows the confusion matrices and shows the ROC 
curves for the three best accuracies 

TABLE II.  CASE OF HYBRID METHOD ALGORITHM METRIC RESULT 

Models Accuracy (%) Precision (%) F1 score (%) Recall (%) MCC (%) MSE 

MobileNetV2 - SVM 86,04 85,88 85,88 86,03 78,53 0,33 

MobileNetV2 - RF 77,60 76,44 76,44 77,59 65,6 0,49 

MobileNetV2 - KNN 72,4 71,59 71,59 72,4 61,03 0,76 

MobileNetV2 - LR 85,88 85,71 85,71 85,87 78,29 0,31 

MobileNetV2 - XGBoost 79,38 78,99 78,99 79,38 68,11 0,45 

MobileNetV2 81,66 81,4 81,4 81,65 72,09 0,4 

 

 

Fig. 3. Confusion matrix and roc curve of hybrid method algorithm. 
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Analysis of the table above highlights the performance and 
trends of the various models, including combinations of 
MobileNetV2 with multiple algorithms and the performance of 
MobileNetV2 as a stand-alone model. Each combination 
presents distinct characteristics regarding the accuracy, 
precision, F1 score, recall, Matthews Correlation Coefficient 
(MCC), and Mean Square Error (MSE). 

The combination of MobileNetV2 with SVM is the most 
efficient, with an accuracy of 86.04%. This means that it can 
correctly classify 86.04% of images. Precision, F1 score, and 
recall are also high, indicating that the model can accurately 
identify true positives and minimize false positives and false 
negatives. The combination of MobileNetV2 with Random 
Forest is also effective, with an accuracy of 77.60%. However, 
the precision, F1 score, and recall measures are slightly lower 
compared with the MobileNetV2-SVM combination. This 
means the model is less accurate at identifying true positives 
but more likely to minimize false positives. 

The combination of MobileNetV2 with KNN is less 
effective, with an accuracy of 72.4%. Precision, F1 score, and 
recall measures are all relatively similar, indicating that the 
model can detect true positives and negatives with comparable 
precision. 

The combination of MobileNetV2 with LR is effective, 
with an accuracy of 85.88%. The high accuracy associated with 
this combination indicates an ability to avoid false positives. 
The high F1 and recall scores show that the model can 
effectively detect true positives. The combination of 
MobileNetV2 with XGBoost is comparable to other hybrids, 
with an accuracy of 79.38%. Precision, F1 score, and recall 
demonstrate a balanced ability to identify true positives and 
minimize false positives and negatives. As a stand-alone 
model, MobileNetV2 is effective, with an accuracy of 81.66%. 
Other measures, including precision, F1 score, recall, and 
MCC, also show balanced performance. 

V. DISCUSSION 

The results reveal key aspects concerning the performance 
of the different models evaluated for pod disease detection. 
These results highlight distinct strengths and weaknesses of 
each model, providing important information to guide the 
optimal mode selection. 

In terms of individual performance, MobileNetV2 had the 
best overall performance of all the models evaluated. Its high 
accuracy of 81.66% indicates its ability to deliver accurate 
predictions. In addition, its high F1 score and balanced recall 
(81.4% and 81.65%, respectively) indicate its ability to identify 

true positives while maintaining a balance with false negatives. 
The high MCC of 72.09% reflects an excellent correlation 
between predictions and actual observations. Although 
MobileNetV2 performs well, it may require higher computing 
resources due to its complex architecture.  

SVM and Logistic Regression: These traditional Machine 
Learning models show stable and balanced performance, with 
precision, F1 score, and recall rates around 67%. They can be 
considered reliable options for the detection of pod diseases. 

However, their inability to achieve the same levels of 
accuracy as MobileNetV2 may suggest limitations in their 
ability to capture subtle image features. 

Random Forest and XGBoost: These ensemblistic models 
show comparable results, with F1 scores and balanced recalls. 
They show a certain robustness in detecting true positives. 

However, their slightly lower accuracy could mean that 
they tend to identify some false positives. 

Although KNN has the lowest accuracy among the models 
evaluated, its relatively high MCC reveals a specific relevance 
in detecting pod diseases. 

However, its low recall and F1 score underline its difficulty 
correctly identifying all true positives. 

Model performance varies according to method and 
architecture. While MobileNetV2 stands out for its high 
accuracy and correlation, traditional Machine Learning models 
offer a solid and stable option. By considering the strengths 
and weaknesses of each model, informed decisions can be 
made to maximize the quality of pod disease detection. 

Fig. 4 presents the histogram of the metrics of classical 
algorithms. 

Combining MobileNetV2 with models such as SVM, LR, 
or XGBoost improves overall performance compared with 
MobileNetV2 alone. This is due to how these models 
complement MobileNetV2's capabilities, leveraging the power 
of MobileNetV2's computer vision and the more traditional 
classification methods of these other models. 

The combination with SVM seems particularly effective in 
terms of Accuracy and MCC, showing how the SVM approach 
can enhance MobileNetV2's classification capabilities. 
MobileNetV2 combined with KNN or Random Forest also 
shows improvements, but performance is still inferior to that 
obtained with SVM or XGBoost. 

Fig. 5 presents the metric histogram of the hybrid methods. 
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Fig. 4. Model performance histogram of the case of individual algorithm. 

 

Fig. 5. Model performance histogram of the case of hybrid method algorithm 

VI. COMPARISON WITH EXISTING APPROACHES 

The results of our work exceeded those of several related 
studies, including previous research on the detection and 
identification of cocoa pests and diseases. 

Table III shows the results. The results clearly show that 
our model outperforms that of the other two authors. 

TABLE III.  COMPARISON OF RESULTS WITH PREVIOUS RESEARCH 

Method Accuracy (%) 

Basri B, et al [26] 82.50 

RY Montesino et al[27] 83 

Our method 86.04 

VII. CONCLUSION 

This study represents a significant step forward in the fight 
against cocoa diseases in Côte d'Ivoire. By combining the 
intelligence of MobileNetV2's convolutional neural networks 
with the advanced classification capabilities of algorithms such 
as Logistic Regression, K-nearest Neighbors, Support Vector 

Machines, XGBoost, and Random Forest, we have succeeded 
in significantly improving the accuracy of disease detection. 

The results obtained are promising, highlighting the 
effectiveness of hybrid approaches in tackling complex 
agricultural problems. This innovative method offers an 
alternative to traditional methods of laborious visual 
inspection, enabling farmers to take more targeted measures to 
protect their crops. 

However, it is important to note that further research is 
needed to refine these hybrid approaches and adapt them to the 
seasonal and environmental variations to which cocoa is 
exposed. In addition, additional validation on varied datasets 
and real field conditions would reinforce the conclusions' 
robustness. This study lays the foundations for a new era in 
cocoa disease monitoring and management, with potentially 
positive implications for farmers, local economies, and food 
security. As technology continues to evolve, this approach 
could serve as a model for solving similar problems in other 
areas of agriculture and beyond. 

The prospects of this study could pave the way for the 
development of new applications of machine learning and deep 
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learning in the cocoa sector. Indeed, the hybrid approach 
developed by the researchers proved effective in detecting 
disease in cocoa pods. This approach could be used to develop 
new applications, such as a mobile diagnostic tool that would 
enable farmers to detect cocoa pod diseases on the spot or to 
monitor the spread of cocoa diseases. 
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