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Abstract—An amazing combination of cutting-edge data 

mining and machine learning methodologies to predict the level 

of safety feeling among Bangladeshi internet users, which is a 

significant departure in this subject. By leveraging cutting-edge 

algorithms and innovative data sources, this work provides 

previously unheard-of insights into how this demographic 

perceives online safety, shedding light on an essential yet 

underappreciated aspect of their digital lives. This exceptional 

study's original research increases the body of knowledge of 

online safety and sets the road for policy recommendations and 

intervention tactics that will enable Bangladesh to become a 

global leader in internet security. 
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I. INTRODUCTION 

Every day, more people are using the internet than ever 
before, all over the world [1]. This rate is increasing in 
Bangladesh too [2]. Because recently Bangladesh has seen 
growth in internet usage [3]. At present, the Internet has 
become a massive part of people’s daily lives in Bangladesh 
[4]. As a result, communication, business, education, banking, 
service, jobs, etc. are turning online day by day in Bangladesh 
[5]. In March 2021 Internet users in Bangladesh increased to 
116 million whereas the population of Bangladesh at the time 
was 167 million which means 70% of the population had 
access to the internet [6]. People want to feel safe, secure, and 
devoid of any bullying, harassment, and illegal activity when 
using the internet [7]. According to a UNICEF survey, 32% of 
Bangladeshi children, aged 10 to 17, are familiar with and 
have encountered online abuse, harassment, and 
cyberbullying. 25% of them have access to the internet by the 
age of 11. Additionally, according to a Telenor Group and 
Grameenphone report, online bullying is a serious problem for 
85% of Bangladeshi youngsters. According to the report, 18% 
of them experienced worse bullying as a result of the shocking 
COVID-19 epidemic [8]. So, it is very important to know 
people’s safety feelings at the time of using the internet [9]. 
The advent of the digital era has created possibilities and 
challenges never before experienced, altering how people 
connect, communicate, and access information throughout the 
globe. As the internet continues to permeate every area of our 
daily lives, online safety and security have become a huge 
concern [10]. For that it is essential for the user to feel safe 
while using the internet [11]. There is a great depiction of an 

accurate prediction of an individual’s safety level at the time 
of using the internet is indispensable with prior knowledge 
about the important factors, which have a great impact [12]. 
Moreover, it is necessary for private and public organizations, 
industries, banks, and IT companies to find out people’s safety 
level at the time of using the Internet [13]. Because it will 
make their services more secure and effective [14]. In that 
case, safety level prediction will act as a guide to making an 
appropriate safety level which has been fulfilled in this 
research. 

This work closes a huge knowledge gap that has mostly 
gone unfilled up to this point. Despite the abundance of 
research on online safety, there are surprisingly few that focus 
on the unique viewpoints and experiences of internet users in 
Bangladesh [15]. Because of its geographical emphasis and 
dedication to illuminating the intricacies of online safety in the 
context of Bangladesh, this study is a pioneering effort that 
stands out [16]. This work's significance extends beyond the 
sphere of academic research; it has a significant impact on 
Bangladesh's evolving digital ecosystem and tackles urgent 
problems that have not yet been fully investigated [17]. This 
groundbreaking study demonstrates its importance in a 
number of ways. In the age of digital transformation, where 
internet access is nearly widespread, it is imperative to provide 
Bangladeshi internet users with the knowledge and tools they 
need to properly navigate the online world [18]. By predicting 
people's safety feelings and fostering a sense of control and 
confidence in the face of online hazards, this study strengthens 
people's agency in safeguarding their digital experiences [19]. 
For Bangladeshi internet service providers, regulators, and 
legislators, the novel approach of this study offers a once-in-a-
lifetime chance to tailor safety measures and actions [20]. 
Knowing the specific factors influencing safety feelings may 
help them develop more effective strategies and policies that 
match the local context, which will eventually lead to a safer 
online environment. The integration of data mining and 
machine learning in this study has increased the prevalence of 
data-driven decision-making in the area of internet safety. The 
efficacy of organizations and authorities may be improved by 
using the information gathered from this study to assist them 
in allocating resources and choosing initiatives based on actual 
evidence. The lack of study on the perspectives of 
Bangladeshi internet users on online safety highlights the 
novelty and significance of this endeavor [21]. This study 
investigates an understudied area, filling a large gap in the 
literature and setting the stage for future studies that have an 
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emphasis on regional and local variability. As Bangladesh 
embraces digitization, developing a culture of cybersecurity 
becomes increasingly important [22]. This work has the 
potential to promote best practices among internet users, 
academic institutions, and businesses by igniting dialogues on 
online safety. Also, this study combines data mining and 
machine learning, fusing cutting-edge technology with real-
world applications. The innovative approaches adopted might 
serve as a paradigm for future studies on the intersection of 
data science and cybersecurity in Bangladesh and elsewhere in 
the world [23]. Even though this study's findings are anchored 
in the context of Bangladesh, they may still be applicable to 
other developing nations that are going through rapid 
digitalization [24]. This research's importance transcends 
national boundaries since the technique and results developed 
here may be changed and applied in similar situations. There 
isn't a single, universal approach to online safety [25]. This 
unique piece of work is actually innovative since it allows for 
the customization of safety precautions. By anticipating 
Bangladeshi users' safety attitudes and allowing interventions 
and assistance to be personalized to individuals' particular 
concerns and experiences, online safety is made more 
pertinent and effective. It also reveals the attitudes and beliefs 
of Bangladeshi internet users, shedding light on a hitherto 
unresearched facet of online safety. This highlights the 
emotional and intangible aspects of cybersecurity that are 
occasionally overshadowed by technology solutions [26]. By 
detecting and evaluating these emotions, this approach 
improves our understanding of the human side of cyber 
security. The originality of this work opens the door for future 
research initiatives that focus on the feelings and experiences 
of internet users in a variety of contexts. It sets a precedent for 
appreciating the importance of the human element in 
cybersecurity and might ignite a larger conversation about the 
psychological aspects of online safety [27]. Along with being 
creative, it may help the Bangladeshi online community 
understand online safety by making it more pertinent, 
relatable, and human. 

Additionally, this approach combines the strengths of 
machine learning and data mining. By exploiting the 
capabilities of this cutting-edge technology, the research 
proposes a creative way of predicting safety feelings that are 
tailored to the Bangladeshi environment. Combining these 
methods should result in conclusions that are more accurate, 
and practical, and represent a novel contribution to the field of 
internet safety. 

Data mining and machine learning, a subfield of artificial 
intelligence (AI), employ statistical techniques to give 
computers the capacity to learn from data and improve their 
performance on certain tasks [28]. Data mining and machine 
learning are used to enable learning and inference across a 
heterogeneous mix of devices, including PCs, smartphones, 
IoT devices, and edge devices [29]. A data mining and 
machine learning probabilistic system is a complex tool that 
may be used to evaluate obtained data, provide predictions or 
judgments based on that data, and then present those findings 
to the user [30]. 

As Bangladesh continues its journey toward digital 
transformation, the findings of this study have the potential to 

inform governmental decisions, empower internet service 
providers to enhance user safety, and ultimately create a more 
secure online environment. By bridging the gap between data-
driven insights and the specific problems faced by 
Bangladeshi internet users, this research provides a 
groundbreaking contribution to maintaining the online 
experiences of an expanding online community. Here, 
emphasis has been given to the analysis of some empirical 
factors of an individual's data to perform the safety level 
prediction. 

In this research, safety level predictions have been done 
and several factors behind this have been analyzed. Moreover, 
extensive research and analysis have been conducted. Here, 
several data mining techniques have been applied for 
experimentation, and several performance evaluation metrics 
to evaluate this work. Twelve popular data mining classifiers, 
including Logistic Regression, MLP, KNN, Decision Tree, 
Naive Bayes, Search Vector Machine, Gradient Boosting, 
Linear Discriminant Analysis, Stochastic Gradient Descent, 
Ada Boosting, Bagging, and Random Forest, have been 
experimented with on a survey dataset. Several performance 
evaluation metrics have been calculated to determine the best 
classifier in the working context, and a result comparison is 
presented here. From the analysis of the obtained result, it is 
confirmed that the Decision Tree classifier achieves the best 
result in terms of metrics. 

These are the order of this paper: Section II gives an 
exhaustive overview of relevant studies. The study 
methodology is presented in Section III along with a brief 
overview of the dataset, data analysis, implementation 
process, classifiers, the outcome of the experiment, and 
additional findings while the conclusion is given in 
Section IV. Finally, Section V provides future work. 

II. LITERATURE REVIEW 

The ultimate purpose of this research work is to the safety 
level of the user. After going through several articles, it is 
discovered that there has been no existing work like this done 
before. However, it has been unable to locate a compass in the 
large ocean of scholarly works that might direct us through the 
uncharted area of understanding how Bangladeshi internet 
users view their online safety [31]. This absence emphasizes 
the originality and importance of this research, which aims to 
address this important gap and improve not only the scholarly 
community but also the daily lives of countless Bangladeshi 
internet users [32]. The awareness that addressing the safety 
concerns of internet users goes beyond academic study and 
constitutes a necessary first step in establishing a more secure 
and safe online environment for everyone has steered this 
research down an innovative route [33]. To implement this 
unique model, some papers have been studied. All of them are 
described below as per the research paper's theme: 

Syeda et al. [34] applied seven approaches of data mining 
i.e. KNN, Decision Tree, SVM, NN, Naive Bayes, Logistic 
Regression, and Random Forest to predict user satisfaction 
and dissatisfaction. They have taken different parameters 
which are produced with high accuracy. The accuracy for 
KNN, Decision Tree, SVM, NN, Naive Bayes, Logistic 
Regression and, Random Forest were 96%, 93.33%, 93.3%, 
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86%, 89.3% and, 96%. Though the highest accuracy is 
achieved by three algorithms, they have chosen Random 
Forest because it shows better precision, recall, and f1 score 
rather than others. 

In order to identify phishing websites, Kaytan et al. [35] 
suggested a clever model based on extreme learning machines. 
Website forms differ from one another in terms of how they 
perform. Therefore, they must make use of special web page 
features to prevent phishing assaults. Additionally, they 
proposed a template based on computer training methods for 
identifying phishing web pages. The model has one output and 
30 inputs. In this application, the 10-fold cross-validation test 
was run. The classification's total accuracy was 95.05 percent. 

Salehin et al. [36] Karim advocated combining LSTM and 
artificial intelligence to produce a straightforward rainfall 
forecast model. The correctness of the deep learning approach 
is essential for this manner of application has been established. 
They used 6 parameters in their article. The accuracy was 
increased to 76% by looking at all the data integrating LSTM 
and artificial intelligence to produce a straightforward rainfall 
forecast model. They used 6 parameters in their article. The 
accuracy was increased to 76% by looking at all the data. 

Salehin et al. [37] recommended utilizing RHMCD as a 
model to assist machine learning algorithms accomplishes the 
intended goal. Naive Bayes classifiers, logistic regression, and 
support vector machines are the algorithms that were tested. 
The sentiment analysis method was employed to gather 
information on mental health issues. The amount of 
depression was assessed using the decision tree method. 

Salehin et al. [38] predicted the severity of depression 
caused by excessive cell phone use. Depression is detected 
using the Linear Regression technique and two machine 
learning algorithms, decision trees. 

Technologies for agriculture have been created by Salehin 
et al. [39]. Various viral, fungal, and bacterial illnesses result 
in a significant loss of agricultural produce. In this research, 
they categorize crop situations based on various datasets by 
using the Scale Invariant Transform Feature (SIFT) technique. 
Finally, the solution was made available through live online 
portals and SMS services. 

Talha et al. [40] draw attention to the significant drawback 
and its many root causes, including emotional instability, 
despair, stress, and loneliness. Physical, virtual, and medical 
reports were the three approaches that were used to collect the 
data. The detrimental impact of human behavior is 
demonstrated by the 71% optimistic theorem of Naive Bayes. 
For measurement purposes in search vector machine (SVM), 
negative and positive parameters are set. Last but not least, 
they compare the outcomes of our suggested specialization to 
those of the three fundamental points of reference. 

Syeda et al. [41] used educational data mining to forecast 
the pupils' success. The entirety of the projection was based on 
the students' current location and general academic standing. 

Yeasin et al. [42] suggested using the data mining 
approach to forecast students' careers. Only CS grads have had 
this task completed for them. They used a number of 
classifiers, and the accuracy varied according on each 
classifier. Just 506 data records were used in this study, and no 
distinct training or testing datasets were indicated. 

Alonzo et al. [43] provided a thorough analysis of how 
different machine learning algorithms are used to predict and 
rate the quality of coconut sugar. 

P'erez et al. [44] provided examples of the findings from a 
case study on educational data analytics that was focused on 
identifying undergraduate students majoring in systems 
engineering who had dropped out after six years of attendance. 
Their experimental findings demonstrated that straightforward 
algorithms may identify dropout predictors with sustained 
levels of accuracy. Here, the output of four algorithms—
decision trees, logistic regression, naive bayes, and random 
forest—was examined to suggest the best course of action. 
The major findings are presented here to lower the dropout 
rate by identifying probable causes. In addition, they provided 
some evaluations of the data's quality to help the students 
refine their data collection techniques. 

With the purpose of resolving the dropout prediction 
problem, Mi et al. [45] developed different temporal models. 
Specifically, based on substantial research conducted with a 
few massive open online courses (MOOCs) accessible through 
edX and Coursera. They claimed that one logical 
improvement to the model, which would include a max 
pooling layer before the output layer, would further their 
work. They anticipated that their model's expansion would 
increase its robustness. 

Aksenova et al. [46] reported an enrollment prediction 
research that uses support vector machines and rule-based 
predictive models with the aim of predicting the overall 
enrollment headcount, which is made up of continuing, 
returning, and new (freshman and transfer) students. The core 
prediction findings are generated using a machine learning 
approach called SVM, which is then applied by a program 
called Cubist to create simple rule-based predictive models. 
Lastly, they provided some experimental findings about the 
forecasting of student enrolment. 

III. METHODOLOGY 

This section is parted into Data Description, Data 
Collection, Data Preprocessing, Data Analysis, Classifier 
Description, Implementation Procedure, Result and 
Discussion, and Evaluation. This section basically presents the 
approach taken to accomplish this work. 
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Fig. 1. Methodology diagram.

For this work, several steps have been performed, as 
presented in Fig. 1. A detailed description of all the 
subsections is presented below. 

A. Data Description 

Information that approximates and characterizes is referred 
to as qualitative data. It is possible to notice and document 
qualitative data [47]. In statistics, qualitative data is sometimes 
referred to as categorical data since it can be categorized based 
on the characteristics and traits of an object or phenomenon 
[48]. Any information that can be quantified and employed in 
statistical or mathematical calculations is referred to as 
quantitative data [49]. Making judgments in real life using 
mathematical inferences is aided by this type of data [50]. So, 
in this work, all the data are qualitative before preprocessing, 
and after preprocessing, they are converted to quantitative data 
for analysis and to build a machine learning model for 
prediction. A decision has been made after evaluation. 

B. Data Collection 

Data is survey-based data. The survey has been performed. 
Most of the data has been collected by physical survey and 
some of the data has been collected through an online survey. 
A total of 5,321 individual records are used here to 
accomplish this work. The survey mainly consists of 8 
questions. 

C. Data Preprocessing 

After checking for null values, it has been found that there 
have been no missing values in the dataset as all the answers 
to the 8 questions have been obtained from the respondents 
and the information has been carefully compiled to make the 
dataset. Fig. 2 shows that there are no missing values. The 
data type information has been checked, and it has been 
observed that 6 columns have object-type values. The label 
encoding pre-processing technique has been used to convert 
these object-type values into numeric. Among the 8 questions, 
7 questions  

 
Fig. 2. Heatmap for checking null values.
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Fig. 3. Correlation matrix.

(How safe you feel about your information, when you are 
online? How safe you feel about your information, when you 
are messaging? How safe you feel about your information, 
when you are e-mailing? Do you feel unsafe in online 
banking? What is your age? How much time you use internet 
on a day (in hours)? which area do you live in?) This has been 
used as the independent variable and only one question 
(Safety_Level) has been used as the dependent variable. 

To prevent overfitting, the dataset has been split into 
training and testing sets. The correlation of the independent 
variables in the training dataset has then been determined, as 
shown in Fig. 3. A total of 73% of the data has been used for 
the training of the classifier and 27% has been employed for 
testing purposes. To retrieve appropriate attributes, a threshold 
value of 0.78 has been set. Using this value, it has surprisingly 
been found that the 8 features that have been used as the 
independent variables do not need to be changed. 

D. Data Analysis 

Data analysis is the process of cleansing, converting, and 
modeling data to discover useful information for commercial 
decision-making. The goal of data analysis is to gather useful 
data and make decisions based on that analysis. When 
determining what is occurred most recently in real life or how 
something plays out when making a certain decision, a simple 
illustration is provided of how the data is interpreted. 

In a survey of 5,321 respondents, it is discovered that 
31.20% of individuals feel extremely safe about their 
information when they are online, 32.14% of people feel no 
safety at all, and 36.65% of people feel poor safety about it. 
These results are depicted in Fig. 4. 

Fig. 5 shows the results of a survey of 5,321 people, which 
is revealed that 35.38% of respondents feel only moderately 
safe about their information when messaging, 32.33% of 
respondents feel no safety at all, and 32.29% of respondents 
feel extremely safe about their information when messaging. 

Fig. 6 illustrates the results of a survey of 5,321 
respondents, which is surprisingly revealed that 48.74% of 
them feel only somewhat secure sending information through 
e-mail, 26.82% feel no safety at all, and 24.44% feel 
extremely safe sending information via e-mail. 

 
Fig. 4. People’s safety feeling about their information while using the 

internet. 
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Fig. 5. Safeness feeling while messaging. 

The results depicted in Fig. 7 demonstrate that 57.50% of 
the 5,321 respondents feel unsafe while using internet 
banking, while the remaining 42.50% feel secure. 

The bar in Fig. 8 shows the number of observations for 
each of the five potential category value combinations. It can 
be observed that individuals who feel less secure about their 
information while online are given a lower Safety Level rating 
than those who feel more secure and those who feel absolutely 
no security at all. Additionally, it is found that individuals who 
do not feel secure about their information when online seldom 
perceive their Safety Level to be high, while those who feel 
extremely secure about their personal data while online have 
rated their Safety Level as higher than low. 

The bar in Fig. 9 displays the number of observations for 
each of the five potential category value combinations. It can 
be observed from the figure that individuals who feel the least 
safe when texting are assessed to have a lower Safety Level 
than those who feel the safest and those who feel the least safe 
while messaging. Additionally, it is surprising that people 
seldom perceive their Safety Level to be as high when they are 
texting using the internet when they do not feel safe and feel 
uncomfortable about their information when they are texting. 
However, those who feel extremely secure about the privacy 
of their information when communicating have rated their 
Safety Level as the highest. 

 

Fig. 6. Sense of safety while e-mailing. 

 
Fig. 7. People’s thinking of online banking. 

 
Fig. 8. Impact of First Attribute on Target Variable. 

 

Fig. 9. Second Attribute's Effect on the Target Variable. 
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Fig. 10. Influence of the third attribute on the target variable. 

Fig. 10 displays the counts of observations for each of the 
five potential category value combinations. It can be seen that 
individuals who feel less safe about their information when 
emailing have a lower Safety_Level rating than those who feel 
more secure and those who feel no security at all. Moreover, 
people who feel less safe about their information when 
emailing rarely perceive their Safety_Level to be high. In 
contrast, it has found that people who feel unsafe about their 
information when emailing consider their Safety_Level to be 
the highest. 

The bar chart in Fig. 11 shows the number of observations 
for each of the four potential category value combinations. It 
can be observed that individuals who feel unsafe while 
conducting online banking rated their Safety Level lower than 
those who feel secure. Interestingly, individuals who feel 
unsafe when using online banking rarely rated their Safety 
Level as the highest. However, those who feel secure when 
using internet banking have rated their Safety Level as the 
highest. 

 

Fig. 11. Significance of the fourth attribute on the target variable. 

 
Fig. 12. Role of the sixth attribute on the target variable. 

Fig. 12 demonstrates that individuals in the following age 
groups have believed their safety level to be low: 13 to 14, 16, 
18 to 30, 32 to 36, 39 to 40, 42, 44 to 45, 51, 54, 56 to 57, and 
60 to 62. On the other hand, those between the ages of 15, 17, 
31, 37 to 38, 41 to 43, 46 to 48, 50 to 52, 53 to 58, and 63 
thought their safety level is high. Interestingly, respondents 
between the ages of 49 and 56 are perceived their safety level 
to be both high and low. 

Fig. 13 shows that the people who spend 3 to 4 hours, 7 to 
13 hours, and 16 hours a day using the internet have 
considered their Safety_ Level as low. On the other hand, 
people who spend 2 hours, 5 to 6 hours, and 14 hours a day 
using the internet have considered their Safety_ Level as high. 

 

Fig. 13. Importance of the fifth attribute on the target variable. 

Among 5,321 respondents, it is found that 51.99% of 
people consider their Safety_Level as low while they are using 
the internet and 48.01% of people consider their Safety_Level 
as high, as shown in Fig. 14. 
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Fig. 14. People’s consideration of safety level while using the internet.

E. Classifier Description 

A classifier in machine learning is a tool for forecasting 
the target characteristic from feature data points. Twelve 
classifiers have been used to analyze the dataset, and the 
following theory is pertinent. 

In this work, Naive Bayes classifier has been used. This 
classifier employs Bayesian classification methodologies. It 
applies Bayes' theorem to class prediction and determines the 
class-conditional probability by taking into account the fact 
that the attributes are conditionally independent given the 
class label. This classifier can handle binary and multiclass 
classification issues since predictors all make independent 
assumptions. The work primarily focuses on a binary 
classification problem. 

A Multilayer Perceptron (MLP) consists of an input, an 
output, and a number of hidden layers (one or more). Single-
layer perceptrons can only learn linear functions, but multi-
layer perceptrons can learn nonlinear functions. The MLP 
learning procedure is known as the Backpropagation 
Algorithm. Once the input layer receives the signal, the output 
layer anticipates making a decision based on the input [51]. 
The hidden layers serve as the computational engine for 
estimating continuous functions [52]. The output of one layer 
in an MLP serves as the input for the layer that follows. 

The optimal division for each node is selected using local 
knowledge via a greedy method known as a Decision Tree. 
One conclusion is that a better tree may be produced by 
altering the divisional components [53]. It is well known that 
trees are incredibly flexible and exhibit little distortion in their 
interactions. 

The decision tree classifier was designed particularly for 
the ensemble method known as Random Forest. The main 
function of the random forest classifier is to integrate the 
predictions of several trees (decision trees), where each 
decision tree is constructed from the output of a different 
dataset of random vectors. Problems with grouping are 
generally resolved with it. Using data samples, Random Forest 
algorithms build decision trees, predict those trees, and then 
let users vote on the best result. The group technique is 
superior to a single tree since it supports the outcome and 
reduces over-adjustment. 

A statistical approach for analyzing a data set containing 
one or more independent variables that affect the outcome is 
logistic regression. To assess the result, a dichotomous 
variable is employed in this (only two possible outcomes). The 
goal of this classifier is to choose the model that best depicts, 
using the logistic function as support, the connection between 
the outcome variable and the predictor factors. 
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To address two-group classification issues, supervised 
machine learning models called support vector machines 
(SVM) use classification methods. Once provided with a set of 
labeled training data for each category, an SVM model can 
classify incoming text. They perform better with fewer 
samples and are more effective, which are their two main 
advantages (in the thousands). The method works well for text 
classification problems since it is customary to only have 
access to datasets with a small number of tags on each sample. 

The k-nearest neighbors method, often known as KNN, is 
a supervised learning classifier that makes predictions or 
classifications about how a single data point will be grouped. 
It is frequently used as a categorization strategy since it is 
predicated on the notion that similar points could be found 
adjacent to one another. The k parameter of the k-NN 
algorithm determines how many neighbors will be looked at in 
order to categorize a certain query point. If k=1, for example, 
the case will be put in the identical class as it’s only nearest 
neighbor. 

Bagging, often referred to as bootstrap aggression, is an 
effective collective tactic. A technique for combining the 
results of different machine-learning algorithms to create 
predictions that are more accurate is called an ensemble 
approach. A broad method known as bootstrap aggregation 
may be used to minimize variation in algorithms with a lot of 
it. As with hybrid approaches like classification and 
regression, bagging has a large variance. A high-variance 
machine learning system, like decision trees, is exposed to the 
Bootstrap technique during the bagging process. 

A quick and effective method for training linear classifiers 
and regressors under convex loss functions is stochastic 
gradient descent (SGD). SGD has been present in the machine 
learning field for a while, but in the context of large-scale 
learning, it has just lately attracted a lot of interest. Because 
the update to the coefficients is done for each training instance 
rather than at the end of examples, it has been successfully 
used for large-scale datasets. The Stochastic Gradient Descent 
(SGD) classifier essentially implements a straightforward 
SGD learning method that supports multiple classification loss 
functions and penalties. 

In 1996, Freund and Schapire proposed AdaBoost. By 
transforming a number of weak learners into strong learners, 
these methods increase prediction ability. It creates a classifier 
by combining a number of subpar classifiers. Each iteration 
involves training the data and setting the classifier weights. 

The combination of gradient descent and boost is known 
as Gradient Boosting. Each new model in gradient boosting 
employs the gradient descent method to reduce the loss 
function from its forerunner. This process is repeated until the 
target variable's estimation becomes even better. In contrast to 
previous ensemble approaches, gradient boosting builds a 
succession of trees, each one attempting to fix the flaws of the 
one before it. 

For supervised classification issues, a dimensionality 
reduction method called Linear Discriminant Analysis is 
frequently employed. It is used to represent group distinctions, 
i.e. to distinguish between two or more classes [54]. In a lower 

dimension space, it is used to project the characteristics from a 
higher-dimension space. In order to save money and 
dimensions, this can be used to project characteristics from 
higher dimensional space into lower dimensional space. 

F. Implementation Procedure 

The aims of this work are to perform the safety level 
prediction and to analyze the important factors behind 
choosing a particular safety level for an individual. Many 
significant parameters are considered here to ensure an 
effective prediction. 

The work primarily focuses on a binary classification 
problem. A questionnaire form containing 8 questions was 
created and data was collected from different professions of 
people and many random people through this questionnaire. 
Preprocessing techniques were used to feed this data into the 
classifier. To label the answer to the particular question, 
numbers (e.g. 0, 1) were used. The dataset had a 
variable/attribute named ―Safety_Level‖ with two possible 
outcomes High (0) and Low (1). After preprocessing, the 
prepared data was partitioned into the training and testing set. 
73% of the data from the total dataset was used for training 
purposes and the rest 27% of the whole dataset was used for 
testing purposes. The classifiers were trained with the training 
data and then used to predict the Safety_Level using both the 
test data and train data. Metrics were calculated for the 
performance evaluation and the best classifier was determined 
based on the confusion matrix generated by the classifier. 

G. Result and Discussion 

In this section, the experimental result and the discussion 
of the obtained result of the study are presented. The result of 
the confusion matrix for the test data of twelve classifiers is 
tabulated in Table I. Since it is a two-class problem, so the 
classifiers generate a 2*2 matrix. 

At the time of implementation, 1,437 respondent instances 
are put into the testing set where the actual safety level of 667 
students is high or positive. On the other hand, the actual 
safety level of 760 respondents is low or negative. After 
implementation, it has been found that a confusion matrix for 
each classifier which is stated in Table I. The experimental 
result of the confusion matrix in detail for the most competent 
classifier and the worst classifier has been found from Table I. 
From Table I, it has been found that the decision tree classifier 
is correctly able to predict that 607 respondents will be 
considered their safety level as high among 667 respondents. 
So, the rest of the 70 respondents among the 667 respondents 
are incorrectly classified that they will not be considered their 
safety level as high. On the other hand, this classifier is 
correctly able to predict that 729 respondents will be 
considered their safety level as low among 760 respondents. 
So, the rest of the 31 respondents among the 760 respondents 
are incorrectly classified that they do not be considered their 
safety level as low. From Table I, it has been found that the 
decision tree classifier is correctly able to predict that 530 
respondents will be considered their safety level as high 
among 667 respondents. So, the rest of the 147 respondents 
among the 667 respondents are incorrectly classified that they 
will not be considered their safety level as high. On the other 
hand, this classifier is correctly able to predict that 578 
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respondents will be considered their safety level as low among 
760 respondents. 

So, the rest of the 182 respondents among the 760 
respondents are incorrectly classified that they do not be 
considered their safety level as low. From Table I it has been 
found that the MLP algorithm has the highest specificity 
which is 0.98. On the other hand, the KNN algorithm has the 
lowest specificity which is 0.76. Specificity means the true 
negative rate. In this work, the specificity of a classifier refers 
to how well a classifier identifies respondents who will be 
considered their safety level as low. Decision Tree has 0.96 
specificity means that it can identify 96% of respondents 
consider their safety level as low. From the value of the 

confusion matrix, a classification report, macro average, and 
weighted average of test data for each of the classifiers has 
been computed which are presented in Table II and Table III. 
From Table II it has found that the precision of the MLP 
classifier for the High class is 0.97 and of the Bagging 
classifier for the Low class is 0.93 which are the highest, the 
recall of the MLP classifier for the Low class is 0.98, and of 
the Bagging classifier for High class is 0.92 which are the 
highest, and the f1-score of the Decision tree classifier for 
High and Low class is 0.92, 0.94 which are the highest. From 
Table III, it has surprisingly found that the Decision Tree 
classifier has the highest precision, recall, and f1-score. On the 
other hand, the KNN classifier has the lowest precision, recall, 
and f1-score. 

TABLE I. CONFUSION MATRIX AND SPECIFICITY RESULT OF THE TWELVE WORKING CLASSIFIER

Classifier Name True Positive False Negative False Positive True Negative Specificity 

Decision Tree 607 70 31 729 0.96 

Random Forest 606 71 54 706 0.93 

Naive Bayes 562 115 84 676 0.89 

Logistic Regression 590 87 89 671 0.88 

KNN 530 147 182 578 0.76 

SVM 594 83 68 692 0.91 

Gradient Boosting 602 75 40 720 0.95 

Stochastic Gradient Descent 574 103 73 687 0.90 

Linear Discriminant Analysis 587 90 89 671 0.88 

MLP 568 109 17 743 0.98 

Ada Boost 601 76 43 717 0.94 

Bagging 628 49 92 668 0.88 

TABLE II. CLASSIFICATION REPORT OF ALL THE TWELVE CLASSIFIERS

Classifier Name Class Name Precision Recall F1-Score Support 

Decision Tree 
Low 0.91 0.96 0.94 760 

High 0.95 0.90 0.92 677 

Random Forest 
Low 0.91 0.93 0.92 760 

High 0.92 0.90 0.91 677 

Naive Bayes 
Low 0.86 0.89 0.87 760 

High 0.87 0.83 0.85 677 

Logistic Regression 
Low 0.89 0.88 0.88 760 

High 0.87 0.87 0.87 677 

KNN 
Low 0.80 0.76 0.78 760 

High 0.74 0.78 0.76 677 

SVM 
Low 0.89 0.91 0.90 760 

High 0.90 0.88 0.89 677 

Gradient Boosting 
Low 0.91 0.95 0.93 760 

High 0.94 0.90 0.91 677 

Stochastic Gradient 

Descent 

Low 0.87 0.90 0.89 760 

High 0.89 0.85 0.87 677 

Linear Discriminant 

Analysis 

Low 0.89 0.88 0.88 760 

High 0.87 0.87 0.87 677 

MLP 
Low 0.87 0.98 0.92 760 

High 0.97 0.84 0.90 677 

Ada Boost 
Low 0.90 0.94 0.92 760 

High 0.93 0.89 0.91 677 

Bagging 
Low 0.93 0.88 0.91 760 

High 0.87 0.92 0.90 677 
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TABLE III. MACRO AVERAGE AND WEIGHTED AVERAGE OF ALL THE TWELVE CLASSIFIERS

Classifier    Name 
Macro Average Weighted Average 

Precision Recall F1- Score Support Precision Recall F1- Score Support 

Decision Tree 0.93 0.93 0.93 1437 0.93 0.93 0.93 1437 

Random Forest 0.91 0.91 0.91 1437 0.91 0.91 0.91 1437 

Naive Bayes 0.86 0.86 0.86 1437 0.86 0.86 0.86 1437 

Logistic Regression 0.77 0.77 0.77 1437 0.77 0.77 0.77 1437 

KNN 0.92 0.92 0.92 1437 0.92 0.92 0.92 1437 

SVM 0.88 0.88 0.88 1437 0.88 0.88 0.88 1437 

Gradient Boosting 0.88 0.88 0.88 1437 0.88 0.88 0.88 1437 

Stochastic Gradient Descent 0.92 0.91 0.91 1437 0.92 0.91 0.91 1437 

Linear Discriminant Analysis 0.88 0.88 0.88 1437 0.88 0.88 0.88 1437 

MLP 0.92 0.91 0.91 1437 0.92 0.91 0.91 1437 

Ada Boost 0.92 0.92 0.92 1437 0.92 0.92 0.92 1437 

Bagging 0.90 0.90 0.90 1437 0.90 0.90 0.90 1437 

TABLE IV. AUROC SCORE OF TWELVE CLASSIFIERS 

Classifier Name AUROC Score 

Decision Tree 0.983 

Random Forest 0.914 

Naive Bayes 0.913 

Logistic Regression 0.950 

KNN 0.846 

SVM 0.949 

Gradient Boosting 0.977 

Stochastic Gradient Descent 0.887 

Linear Discriminant Analysis 0.942 

MLP 0.981 

Ada Boost 0.962 

Bagging 0.940 

TABLE V. USED PARAMETERS AND ACCURACY OF TWELVE CLASSIFIERS 

Classifier Name Parameter Detail Accuracy (For Test Data) Accuracy (For Train Data) 

Decision Tree max_depth=6 0.93 0.93 

Random Forest n_estimators=1 0.91 0.96 

Naive Bayes alpha=1.0, fit_prior=True 0.86 0.86 

Logistic Regression random_state=1 0.88 0.88 

KNN n_neighbors=3 0.77 0.89 

SVM probability=True, kernel='linear' 0.89 0.89 

Gradient Boosting 

n_estimators=88, 

learning_rate=1.0,max_depth=1, 

random_state=0 

0.92 0.93 

Stochastic Gradient Descent loss="modified_huber" 0.88 0.88 

Linear Discriminant       Analysis n_components=1 0.88 0.88 

MLP random_state=1, max_iter=300 0.91 0.88 

Ada Boost n_estimators=105 0.92 0.92 

Bagging n_estimators=2, random_state=0 0.90 0.96 
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Table IV shows us the AUROC score for each classifier. 
AUC means the area under the curve which helps to 
understand the performance of the model [55]. From Table IV 
it has been found that the Decision Tree classifier has the 
highest AUROC score which is 0.983. On the other hand, 
KNN has the lowest AUROC score which is 0.846. 

Table V represents the accuracy of all algorithms for both 
training data and testing data. Also, Table V illustrates the 

parameters and the different things that are used in this work 
to implement the algorithms selected. These parameters have 
been taken for better accuracy. After analyzing Table V in 
other words after comparing the accuracy of test data and train 
data for each classifier it can ensure that there is no overfitting 
and underfitting situation in this model [56]. The highest 
accuracy for test data is 0.93 which is achieved by Decision 
Tree. On the other hand, the lowest accuracy for test data is 
0.77 which is achieved by KNN. 

 
Fig. 15. ROC graph of all the twelve classifiers.

Fig. 15 shows the ROC. ROC means receiver operating 
characteristic which has been helped to evaluate the 
performance of diagnostic tests [57]. The blue line actually 
cuts diagonally across the rectangle here across a call which is 
actually a random classification that is made not based on any 
classifier so it simply splits the data into two so it is based on 
chance [58]. Also, in the blue line, the recall and specificity 
are equal. Fig. 15 has been made from Table IV where it has 
been seen that the Decision Tree classifier gives the highest 
performance than others. It has also been found that the KNN 
classifier gives the lowest performance than any other 
classifier. 

Table VI provides a list of each algorithm’s name, the 
mean accuracy, and the standard deviation accuracy. From the 
above table, it has amazingly found that four algorithms that 
have the highest mean accuracy for train data which are 
Decision Tree, Gradient Boosting, MLP, and Ada Boost. 
These four algorithms’ mean accuracy is 0.92. On the other 
hand, the KNN classifier has the lowest mean accuracy for 
train data which is 0.77. From the above table, it has also been 
found that the Stochastic Gradient Descent is the highest 
standard deviation accuracy for train data which is 0.08. Also, 
it has surprisingly found that Decision Tree, Gradient 
Boosting, MLP, and Ada Boost have the lowest standard 
deviation accuracy for train data which is 0.01. 

Fig. 16 shows the comparison of different algorithms 
which have been used to build the model. From these results, 

it is suggested that Decision Tree, Gradient Boosting, MLP, 
and Ada Boost are perhaps worthy of further study on this 
problem. 

TABLE VI. MEAN ACCURACY AND STANDARD DEVIATION OF TWELVE 

ALGORITHMS 

Algorithm Name 
Mean Accuracy 

(For train data) 

Standard Deviation 

Accuracy 

(For Train Data) 

Decision Tree 0.92 0.01 

Random Forest 0.89 0.02 

Naive Bayes 0.85 0.02 

Logistic Regression 0.87 0.02 

KNN 0.77 0.03 

SVM 0.86 0.02 

Gradient Boosting 0.92 0.01 

Stochastic Gradient 

Descent 
0.81 0.08 

Linear Discriminant       

Analysis 
0.87 0.02 

MLP 0.92 0.01 

Ada Boost 0.92 0.01 

Bagging 0.90 0.02 
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Fig. 16. Comparing all the twelve classifiers by using boxplot.

H. Evaluation 

Comparison of training accuracy and testing accuracy is 
very important to understand the overfitting situation and 
underfitting situation in a machine learning model [59]. 
However, most of the previous research works had not shown 
the comparison of the test accuracy and train accuracy of their 
model which has been the main reason for being unable to 
verify their model’s performance properly. This problem has 
been solved in this amazing piece of work and has been shown 
in Section III (G). The Decision Tree algorithm achieved the 
highest accuracy of 0.93. Also, based on the results analyzed 
in Section III (G), this algorithm was chosen as the final 
algorithm. 

IV. CONCLUSION 

The major goals of this work are to anticipate a person's 
level of online safety feeling and to identify the deciding 
elements that affect that person's decision to select a specific 
level of internet safety feeling. It is concluded from the 
analysis of the collected data that 48.01% of individuals feel 
extremely safe while using the internet, compared to 51.99% 
who don't, which raises serious concerns for the future growth 
of the nation. A variety of data mining approaches are used. A 
total of 73% and 27% of the data are used to train and test the 
classifier, respectively, in order to complete this task. A 
number of performance assessment measures are examined to 
gauge how well the functional classifier performed. The 
decision tree classifier surpasses conventional data mining 
algorithms. 

V. FUTURE WORK 

It is speculated that Decision Tree, Gradient Boosting, 
MLP, and Ada Boost are probably worthy of additional 
investigation on this subject based on Fig. 16 in section III 
(G). 
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