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Abstract—Purpose: Ribonucleic Acid Sequencing (RNA-Seq) 

is a technique that allows an efficient genome-wide analysis of 

gene expressions. Such analysis is a strategy for identifying 

hidden patterns in data, and those related to cancer-specific 

biomarkers. Prior analyses without samples of different cancer 

kinds used RNA-Seq data from the same type of cancer as the 

positive and negative samples. Therefore, different cancer types 

must be evaluated to uncover differentially expressed genes and 

perform multiple cancer classifications. Problem: Since gene 

expression reflects both the genetic make-up of an organism and 

the biochemical activities occurring in tissue and cells, it can be 

crucial in the early identification of cancer. The aim of this study 

is to classify the RNA-Sequence data into five different cancer 

forms, such as LUAD, BRCA, KIRC, LUSC, and UCEC, through 

an ensemble approach of machine learning algorithms. RNA-Seq 

data for five different cancer types from the UCI Machine 

Learning Repository are examined in this research.  Methods: As 

a first step, the relevant features of RNA-Seq are extricated using 

Principal Component Analysis (PCA). Then, the extricated 

features are given to the ensemble of machine learning classifiers 

to classify the type of cancer. The ensemble of classifiers is built 

using Support Vector Machine (SVM), Naive Bayes (NB), and K-

Nearest Neighbor (KNN).  Results: The results demonstrated that 

the proposed ensemble classifier outperformed the existing 

machine-learning approaches with an accuracy of 99.59%. 

Keywords—RNA-Sequence; gene expression; feature 

extraction; voting classifier; ensemble approach 

I. INTRODUCTION 

Cancer is a complex disease characterized by the 
uncontrolled division and growth of abnormal cells in the 
body, often forming tumors and potentially spreading to other 
tissues. When cells behave abnormally and divide abnormally, 
they can damage neighboring cells and form tumors that can be 
lethal depending on the circumstances. Early detection and 
appropriate therapy can reduce the chances of harming other 
cells. Researchers are working to evolve new systems for 
preliminary cancer detection and categorization in response to 
the high cancer mortality rate. However, it is challenging to 
diagnose cancer early due to the disorganized nature of cancer 
cells. As a result, RNA-Seq analysis can be instrumental in this 
case [1].  RNA (Ribonucleic acid) is a molecule that plays a 
critical role in protein synthesis in cells. RNA is made up of a 
sequence of four different nucleotide bases: adenine (A), 
guanine (G), cytosine (C), and uracil (U). RNA sequencing 
(RNA-Seq) is a powerful technique used to study gene 
expression by determining the sequence of RNA molecules in a 
sample. In RNA sequencing, RNA is first isolated from the 
sample and then converted into complementary DNA (cDNA) 

using reverse transcription. Next, the cDNA is sequenced using 
high-throughput sequencing technologies to generate extensive 
RNA sequence data. RNA sequential datasets can be used for 
various purposes, such as studying gene expression, identifying 
genetic mutations, and developing new disease therapies. 
These datasets can be generated through various techniques, 
such as RNA sequencing, microarrays, and hybridization. 
RNA-Seq is a recent and well-liked method for discovering 
new transcripts and isoforms by delivering more normalized 
and less noisy data for prediction and classification purposes. 
The most crucial role of transcriptome profiling is identifying 
the differentially expressed genes in the body or finding gene 
variances at various levels. Using RNA-sequencing, 
identification and quantification may be done all at one spot. 
To categorize diseases like breast invasive carcinoma (BRCA), 
colon adenocarcinoma (COAD), renal chromophobe, etc. 
RNA-Seq data are freely accessible from many databases [2]. 
However, many dimensions, complexity, and duplication of 
features make studying RNA gene expression data particularly 
challenging. Thus, Machine Learning (ML) and deep learning 
algorithms can be used to extract features [3], [4] 
automatically. 

Machine Language is a subset of Artificial Intelligence (AI) 
which is accustomed to identifying underlying patterns in data 
to identify associations between them [5], [6]. In the age of big 
data, ML is becoming crucial since it is becoming increasingly 
difficult for humans to recognize trends and patterns in data to 
make predictions [7], [8]. ML is thus taking over from humans 
when identifying and forecasting unseen data to enable 
informed decision-making. By retrieving features from a 
database without human input, ML generates predictions. 
There is a growing use of ML almost everywhere [9]. Its 
common uses include natural language processing, forecasting, 
aviation management, and biology to identify protein and RNA 
sequences [10], [11]. 

The most crucial aspect of RNA-Seq analyses is differential 
analysis [12]. Traditional differential analysis techniques often 
match tumor samples to standard samples of the same tumor 
kind [13], [14]. However, due to its ignorance of additional 
tumor forms, such a technology could not distinguish between 
distinct tumor types [15]. Therefore, conducting an in-depth 
analysis using RNA-Seq data is necessarily better for 
understanding the causes of different cancers [16]. 
Furthermore, most studies attempt to locate genes with 
differential expression to extract the most pertinent properties. 
Therefore, developing a strategy that incorporates an 
understanding of various tumors kinds in the study is essential. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

799 | P a g e  

www.ijacsa.thesai.org 

Although RNA-Seq data help detect changes at the gene 
level, working with RNA-Seq data can be difficult due to its 
spatial properties [17]. Feature engineering, a technique used to 
address the challenges of high dimensionality and the relatively 
small number of samples in gene expression data, is a crucial 
part of computer approaches for gene expression research. In 
the current study, gene expression features are extracted in 
order to overcome the curse of dimensionality and an ensemble 
of three ML methods for cancer classification using gene 
expression data have been applied with hard voting strategy. 
Five tumors of RNA-Seq data are used in this investigation. 
The current study has applied an ensemble of three ML 
methods for cancer classification using gene expression data. 
Five tumors of RNA-Seq data is used in this investigation. 

The key contributions of this study are following: 

 The proposed framework applies multiple ML models 
to produce a final ensemble model that is rich in 
diversity. 

 Relevant features extricated from the RNA sequence 
dataset for cancer prediction. 

 RNA Sequence data has been analyzed and visualized 
to infer knowledge. 

 Receiver operating characteristics analysis and state-of-
the-art analysis has been done to prove the superiority 
of the proposed approach. 

The remaining paper is organized as follows: The literature 
relating to the current investigation is discussed in Section II. 
In Section III, the proposed method is covered. The 
experimental findings are covered in Section IV, and the article 
is wrapped up in Section V. 

II. LITERATURE REVIEW 

First, to categorise cancer, Sterling Ramroach et al. used 
various machine learning techniques [18]. A dataset for several 
cancer kinds was downloaded for their study from the online 
data portal COSMIC. The machine learning models that were 
used were support vector machine (SVM), neural networks, K 
closest neighbour (KNN), and random forest (RF). For various 
cancer types and primary sites, the authors conducted 
numerous tests. In contrast to other algorithms, RF 
distinguished itself by achieving significant classification 
accuracy and being simple to tune. 

The boosting deep cascade forest (BCDForest) deep 
learning algorithm was presented by Yang Guo et al. as the 
preference for deep neural networks for categorising the cancer 
RNA. This strategy was used to publicly available microarray 
data sets encompassing adenocarcinoma, brain, and colon 
cancer and RNA-Seq data sets containing BRCA, GBM, pan 
cancers, and LUNG. Each deep forest in this ensemble 
methodology worked well in predicting the classification 
outcomes. First, Cascade forests are built using decision tree-
based random forests trained to find relevant characteristics in 
raw data. Next, this result was placed against state-of-the-art 
classifiers like SVM, KNN, LR, RF, and the original gcforest 
[18]. The authors claimed that their suggested approach 
produced more precise results. 

Yawen Xiao et al. suggested that the multimodal ensemble 
technique includes KNN, SVM, DTs, RFs, and Gradient 
Boosting Decision Trees (GBDTs) [19]. Three different 
cancers were treated using their suggested approach: LUAD, 
stomach adenocarcinoma (STAD), and BRCA. This tactic was 
used to train each classifier individually using the supplied data 
to produce predictions, which were then used to inform a 
multimodal ensemble approach using deep learning. This 
technique predicts cancer more accurately than data produced 
by a single classifier. 

Using Voom, Dincer Goksuluk et al. developed a new 
range of classifiers termed “voomNSC”, “voomNBLDA”, and 
“voomPLDA” to classify and assess RNA-Sequencing data. 
VoomNSC uses the NSC approach in conjunction with voom 
transformation to create classifiers that are more reliable and 
accurate [3]. Because VoomDLDA and voomDQDA are not 
sparse bases, they take advantage of all the model‟s properties. 
The sparse base classifier voomNSC uses only the subset of 
features in the model. The results showed that voomNSC 
produced the best outcomes compared to PLDA, NBLDA, and 
NSC. 

Paul Ryvkin et al. provided a brand-new numerical method 
for CoRAL (classification of RNA by analysis of length) [20]. 
For this reason, the authors sequenced databases of short RNA 
sequences. Three trimmed adapter sequences were then applied 
to the dataset, and a FASTA file was generated after 
completing numerous pre-processing steps. Next, aligned reads 
were recorded in SAM files by comparing them to a reference 
file. A SAM file was then created based on the mismatch rate 
of the readings. Finally, a BAM file containing the aligned and 
matched genes was created and delivered to CoRAL. CoRAL 
categorises various RNA sequence types and draws out salient 
traits from them. This technique categorises short RNA 
sequences and gives the user a more significant direction. 

Hamid Reza Hassanzadeh et al. suggested a cutting-edge 
pipeline technique to predict the prognosis of cancer patients 
[21]. The proposed method used Laplacian Support Vector 
Machines for semi-supervised learning. This technique 
predicted the survival of patients with neuroblastoma (NB) and 
kidney cancer (KIRC). It involved four steps where pre-
processing is the first step which includes feature metric 
storage and data analysis. The second step is feature extraction 
and then next step removes overfitting problems. Using a 
generalisation strategy as the final step will enable to assess the 
precision of each model and determine the weights 
accordingly. In terms of accuracy, this pipeline method 
performed better than supervised SVM. 

Jiande Wu et al. have suggested using several machine-
learning algorithms to detect triple-negative breast cancers [5]. 
In this study, TCGA data were used to evaluate the gene 
expression levels of 110 breast cancer samples that were triple-
negative with 992 non-triple-negative samples. SVM, KNN, 
Naive Bayes (NB), and DT were the machine learning 
classification models that were employed. Due to the enormous 
dimensions of the data, a further step known as feature 
selection was carried out before classification to obtain the 
essential features. The categorisation job had accuracy rates of 
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90%, 87%, 85%, and 87%, respectively. The results 
demonstrate that SVM outperformed the other techniques. 

GeneQC (gene expression quality control), a machine 
learning-based technique, was proposed by Adam McDermaid 
et al. to determine the reliability of expression levels precisely 
from RNA sequencing datasets [15]. The authors used data 
from seven plant and animal taxa‟s RNA sequencing. Three 
different types of information were entered into GeneQC. A 
SAM file is read by the first mapping, a reference genome 
FASTA file by the second, and a species-specific annotation 
file by the third. GeneQC uses two processes: a Perl script to 
extract features and an R programme to model the 
mathematical relationships between those features. GeneQC 
then categorises the reading alignment category for each 
Genome. 

Yawen Xiao et al. presented a stacked sparse auto-encoder, 
utilising a semi-supervised deep learning methodology [19]. 
LUAD, STAD, and BRCA were just a few of the cancer types 
that this approach predicted. This model integrated supervised 
classification methods with semi-supervised feature extraction 
techniques to handle labelled and unlabelled data and extract 
more precise information for cancer prediction. The results 
demonstrated that the suggested method gave more accurate 
prediction results when compared to several cutting-edge 
machine learning classifiers, including SVM, RF, NN, and 
auto-encoders. In addition, several studies have considered 
using technologies, including wireless sensor networks, 
networks, software-defined networking, and the Internet of 
Things (IoT) [22]. 

To find biomarkers in high throughput sequencing, Brian 
Aevermann et al. suggested combining feature selection and 
the binary manifestation method of a random forest [23]. The 
authors‟ analysis supports this by using the NS-Forest version 
2.0. Identifying active cell types and under investigation are 
two goals for which the most recent iteration of NS-Forest is 
effective. Their study sent a cell with a clustered gene 
expression assignment to the RF, from which significant 
features were gleaned using the Gini index. To overcome 
unfavourable indicators, genes were further prioritised. The 
top-ranked genes were then determined using a binary 
expression score. To adjudicate the least number of features, a 
criterion based on a decision tree and F-Beta score was 
employed to investigate various combinations of biomarkers. 
Finally, the human middle temporal gyrus (MTG) was used in 
tests to gauge the technique's efficiency [24]. 

Barbara Pes used the homogenous ensemble approach and 
applied the selection algorithm to several diversified datasets 
derived from the original set of records. The author worked on 
high-dimensional benchmarks from various domains, and this 
ensemble approach led to a significant gain without any 
degradation of the predictive performance [25]. 

Table I tabulates the existing literature on cancer 
classification with advantages and disadvantages, which pave 
the way to propose a novel ensemble machine learning 
technique in this study. Compared to the current cancer 

classification approaches, the proposed method is different in 
the way that the RNA features are extricated using PCA and 
the type of cancer is classified using the proposed ensemble 
classifier that reduces the computation complexity as the model 
is constructed using the extricated features alone. 

III. PROPOSED APPROACH 

Most traditional cancer classification systems use a single 
classification method, relying heavily on a specific 
classification algorithm for accuracy. The performance of a 
particular classifier may differ depending on the dataset. 
Therefore, to increase prediction accuracy, a framework must 
be developed for combining complementary information from 
different classifiers. The proposed approach is the 
hybridization of feature extraction and an ensemble of machine 
learning classifiers that classify cancer using RNA sequence 
data. Fig. 1 illustrates the block diagram of the proposed 
approach. This approach consists of the following modules: 
feature extraction, data splitting, model selection, and voting 
ensemble classification. 

A. Feature Extraction 

Feature extraction is an essential step in machine learning. 
It involves selecting and transforming the most relevant 
information from the input data to create a set of new, more 
informative features. This can help improve machine learning 
algorithms' performance by reducing the data's dimensionality 
and removing noise or irrelevant information. There are many 
techniques for feature extraction, including Principal 
Component Analysis (PCA), Linear Discriminant Analysis 
(LDA), and Independent Component Analysis (ICA). PCA 
identifies the directions of maximum variance in the data and 
projects the data onto a new coordinate system defined by 
these directions, called principal components. The first 
principal component is the direction of maximum variance in 
the data. Each subsequent principal component is orthogonal to 
the previous components and captures the maximum remaining 
variance. The data is first standardised by performing PCA to 
have zero mean and unit variance. Then, the covariance matrix 
is computed, and its eigenvectors and eigenvalues are 
calculated. The eigenvectors represent the directions of the 
principal components, and the eigenvalues represent the 
amount of variance explained by each component. The data 
can then be projected onto the principal components by 
multiplying the original data matrix by eigenvectors [34], [35]. 

Let the dataset be D consisting of x+1 dimensions. Ignore 
the labels such that new dataset become x dimensional. 

The mean for every dimension of the whole dataset is 
computed as follows: 

   
 

     
    (1) 

The covariance matrix of the whole dataset is computed as 
follows: 

Covmat(DA,DB) 
 

n
∑ (A-A̅)(B-B̅)n

i   (2) 
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TABLE I. REVIEW OF EXISTING CANCER CLASSIFICATION SYSTEMS 

Ref. Methodology Used Dataset Metrics Advantages Disadvantages 

Goksuluk et al., 2019 [3] 
Microarray-based 

classifiers 
Synthetic dataset 

Accuracy, sparsity, sensitivity, 

specificity 
User-friendly and simple 

Prior knowledge of 

packages is required 

 Khalifa et al., 2020 [4] 
Optimised deep 

learning 

Tumour gene 

expression dataset 

Precision, recall, 

F1-score, accuracy 

Less complex and requires 

less time to train 
Performance is low 

Wu et al.,  
2021 [5] 

SVM, KNN, NB, and 
DT 

Cancer Genome Atlas 
dataset 

Accuracy, recall, specificity, 
precision, F1-score 

Efficient Complexity is high 

Ramroach et al., 2020 [9] 
RF and Gradient 

boosting machine 

Cancer Genome Atlas 

dataset 
Accuracy High performance Complexity is high 

Arowolo et al., 2020 [26] Ensemble classifier 
RNA sequence 

dataset 

Accuracy, sensitivity, 

specificity, precision, recall, F1-
score 

Less complex Low accuracy 

Yu et al.,  

2020 [27] 
NB, RF, SVM 

RNA sequence 

dataset 

Sensitivity, specificity, 

accuracy, 
F1-score, AUC 

Complexity is low Interpretation is low 

Garcıa-Dıaz et al., 2020 

[28] 

Grouping genetic 

algorithm 

RNA sequence 

dataset 
Standard deviation, accuracy Computation speed is fast 

Incomplete exploration of 

solution space 

Mohammed et al., 2023 

[29] 
 

Reinforcement 

learning 
Omics dataset Accuracy High processing speed 

The optimisation is done 

partially 

Arowolo et al.,  2021 

[30]  

KNN and Decision 

tree 

Western Kenya RNA 

sequence dataset 

Accuracy, sensitivity, 
specificity, precision, recall, F-

score 

Less complex Low accuracy 

Arowolo et al., 2021 [31] 

 

Genetic algorithm 
and Ensemble 

classification 

Anopheles Gambiae 

dataset 

Accuracy, sensitivity, 
specificity, precision, recall, F-

score 

High specificity 
Works for only small 

datasets 

Ramamurthy et al., 2020 

[32] 
Deep learning Synthetic dataset 

Recall Jaccard index, dice index, 
correlation coefficient, 

specificity, F1-score, 
computational time 

High accuracy More complex 

Mohammed et al., 2021 

[33] 
Stacking ensemble 

Cancer Genome Atlas 

dataset 

Accuracy, F1-score, precision, 

sensitivity, AUC 
High accuracy Less inference 

The eigenvectors and the corresponding eigenvalues are 
computed as follows: 

det(D-  ) 0  (3) 

A d × k dimensional matrix is created by selecting the k 
eigenvectors with the most significant eigenvalues after the 
eigenvectors are sorted in decreasing order. Next, the samples 
are transformed into the new subspace using the eigenvector 
matrix, yielding the principal components. 

B. Data Splitting 

Training and test sets are created from the primary 
component data. The test set assesses how well each 
classification model performed, and the training set is used to 
create classification models. The total sample size determines 
the ratio for dividing the data into two portions. For example, 
70% of the training set is typically used in research, and the 
remaining 30% is used as the test set. However, the split ratio 
can be lowered to 50% when there are fewer samples [36] [37]. 
Like the last example, this ratio might be raised to 80% or 90% 
if the total number of samples is high enough. The fundamental 
idea behind determining the ideal splitting ratio is to select a 
splitting ratio with a sufficient number of samples in both the 
training and test sets to generate a trustworthy fitted model and 
test predictions. The test accuracy is sensitive to unit 

misclassifications even though the fitted model is ultimately 
reliable. In our proposed approach, data has been split on the 
ratio of 70:30. 

C. Model Selection 

Selecting the right classifier for a particular machine-
learning task is essential to the modelling process. There are a 
variety of classifiers to choose from, each with its strengths and 
weaknesses. The factors to consider when selecting a classifier 
include the type of problem, dataset size, data complexity, and 
interpretability and performance metrics. Some commonly 
used classifiers in machine learning are Logistic Regression, 
K-Nearest Neighbors, Support Vector Machines, Decision 
Trees, Random Forests, and Naive-Bayes. It is often a good 
idea to try multiple classifiers and compare their performance 
on the given task to determine the best option. The ensembles 
of multiple classifiers can often perform better than a single 
classifier. After building these machine learning models, only 
the top-performing models are considered for proposed 
ensemble model building. 

D. Ensemble of Classifiers 

The ensemble of classifiers is built by combining the 
advantages of three classifiers such as SVM, NB, and KNN. 

 Support Vector Machine 
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The SVM is mainly used for categorisation due to its 
excellent accuracy and capacity for managing enormous 
amounts of data. It is a supervised ML algorithm. The goal of 
the SVM method is to find a hyper-plane that divides the data 
set into distinct groups in a suitable way for training sets [38]. 
Linearly separable data can be divided into two groups by a 
straight line. A line can separate data that are linearly separable 
in two dimensions. The function of the line can be represented 
as follows: 

y ax b   (4) 

The above equation can be re-written as follows by 
replacing x with x1 and y with x2: 

ax -x2 b 0  (5) 

If x and w are defined as x = (x1, x2) and w = (a, −1), then 
(4) is defined as follows: 

wx b 0   (6) 

It is the equation of the hyperplane, which is derived from 
two-dimensional vectors. This hyperplane is used to make 
predictions. For example, cancer is defined as having a point 
above or on the hyperplane and not having a threshold below 
the hyperplane. 

 Naive Bayes 

Naive Bayes (NB) classifiers are scalable because the 
number of parameters required is linear in the learning 
process's number of variables (features/predictors). A closed-
form expression, which takes linear time, can be evaluated to 
perform maximum-likelihood training [39]. The classifier is a 
function that is computed as follows: 

NBcl argmax
k * , , +

P(Ck i  
n p(xi Ck)) (7) 

 K Nearest Neighbor 

K-Nearest Neighbor (KNN) is a supervised algorithm 
based on the distance function. The distance function, which 
assesses the degree of similarity or difference between two 

samples, is the basis of this classifier. The Minkowski distance 
metric is computed as follows: 

 D(x,z) (∑  xr-zr 
pd

r  )
 

p  (8) 

With KNN, the function is locally approximated, and all 
computation is delayed until the function is assessed. 
Normalising the training data can significantly improve 
accuracy if the features represent different physical units or 
sizes because this technique relies on distance for 
classification. In addition, applying weights to neighbour 
contributions can help classification and regression because it 
encourages neighbours closer to one another to contribute more 
to the average than neighbours farther away. When utilising 
KNN classification or KNN regression, the neighbours are 
selected from a group of objects for which the class or object 
property value is known [40]. 

IV. RESULTS AND DISCUSSION 

The experiments were evaluated on an Intel(R) Core(TM) 
i7-6700 processor with 8 GB of RAM under Windows 10. The 
proposed approach was implemented in Python using the 
available machine learning packages.The UCI Machine 
Learning Repository hosts an RNA sequencing dataset 
containing gene expression data obtained from RNA 
sequencing of cancer cells and healthy cells. The gene 
expression levels are measured for over 20,000 genes, and 
more than 5,000 samples are in the dataset. The dataset used 
for experimentation is the RNA sequence dataset. This dataset 
is from the UCI Machine Learning Repository. The dataset 
contains information on the gene expression levels of five 
different cancer forms [41]. They are listed as follows: 

a) LUng ADenocarcinoma (LUAD) 

b) BReast invasive CArcinoma (BRCA) 

c) KIdney Renal Clear cell Carcinoma (KIRC) 

d) LUng Squamous Cell Carcinoma (LUSC) 

e) Uterine Corpus Endometrial Carcinoma (UCEC) 

 

Fig. 1. Block schematic of proposed cancer classification approach. 
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Algorithm I: Cancer RNA Sequence Classification Algorithm 

Input: RNA Sequence Dataset, RD 

 

Output: RNA Cancer type, BRCA/COAD/KIRC/LUAD/PRAD 

 

Process: 

1: for all records in RD 

2:    Compute mean of RNA sequence data,    

3:    Construct covariance matrix,        
4:    Calculate Eigen vectors/Eigen values of        
5:    Return top   principal components 

6: end for 

7: Traindata,Testdata=split(CancerRNASequencefeatures,label)  

8: Return Traindata, Testdata  

9: voting ”hard”  

10: M1=SVM(Traindata, Trainlabel, Testdata)  

11: M2=NB(Traindata, Trainlabel, Testdata)  

12: M3=KNN(Traindata, Trainlabel, Testdata)  

13: VotingEnsembleModel(Traindata, Trainlabel, Testdata)  

14: hardvotingclassifier=concatenate(M1, M2, M3)  

15: hardvotingclassifier.fit(Traindata, Trainlabel)  

16: classification=hardvotingclassifier.predict(Testdata) 

17: Return RNAcancerclass 

There are 20531 attributes over 801 occurrences. The most 
dangerous type of cancer for women is BRCA. The most 
common type of kidney carcinoma, known as KIRC, accounts 
for 70–80% of instances of the disease and has a high mortality 
rate globally. LUAD is a common type of cancer. Around 40% 
of all lung cancer diagnoses are due to it. It primarily attacks 
non-smokers. LUAD is typically discovered by accident and 
spreads more slowly than other forms of lung cancer. Smokers 
are likelier to get LUSC, the second most prevalent lung 
cancer. Airborne smoke particles often reside in the middle of 
the lung and transmit LUSC cancer. Undiagnosed in its early 
stages, UCEC is a recurrent prenatal malignancy. It affects 
more women than any other type of cancer. Due to the lack of 
information on its biomarkers for early detection and treatment, 
it has a high mortality rate. Fig. 2 depicts the distribution of 
cancer classes. 

E. Principal Component Analysis 

Fig. 3 depicts the scatter plot of principal components. The 
dimension of the RNA sequence data is high and in order to 
improve the performance of the classification task, the 
dimension of the dataset has been reduced and features are 
extricated using PCA. Experimentation has been done with 
with varying number of principal components and using trial 
and error approach the number of principal components used in 
the proposed approach is five. The reason behind the 
achievement of significant results using five principal 
components is that the dataset consists of five cancer classes. It 
is observed from the scatter plot that there are similarities in 
LUAD, BRCA, and COAD cancer classes. The KIRC and 
PRAD are scattered separately as there are dissimilarities exist 
in these classes compared to LUAD, BRCA, and COAD. 

 

Fig. 2. Distribution of cancer classes. 

 

Fig. 3. Scatter plot of principal components. 
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F. Performance Evaluation 

Performance evaluation in machine learning is assessing 
the accuracy and effectiveness of a trained model. It is essential 
to evaluate the performance of a machine learning model to 
determine its effectiveness in solving a specific problem [42]. 
The model‟s performance can be improved by tuning the 
hyper-parameters. Various metrics for evaluating a model's 
performance include Accuracy, Confusion Matrix, Precision, 
Recall, F1-Score, AUC (Area- Under-the-Curve)-ROC. 

Fig. 4 depicts the confusion matrix for the classification of 
cancer RNA sequences. There are n columns and n rows in a 
confusion matrix, where each column represents a predicted 
classification, and each row represents the true classification 
[43]. To determine the model‟s accuracy, it is possible to 
examine the values along the diagonal - a good model will 
have a high diagonal value and low values off it. Furthermore, 
one can determine where the model is having difficulty by 
examining the highest values, not on the diagonal. These 
analyses help identify cases where the model‟s accuracy is high 
but consistently misclassifies the same data. 

A classification report is a technique used to evaluate the 
performance of machine learning models in multiclass 
classification problems. It comprehensively summarises the 
model's performance on various evaluation metrics such as 
precision, recall, F1-score, and support. Fig. 5 depicts the 
classification report with the considered performance metrics. 
The precision, recall, f1-score, and support are computed for all 
the cancer classes. Furthermore, the macro average and 
weighted average are also computed to know the performance 
of the studied cancer ensemble classifier. The accuracy 
obtained is approximately 100% using the proposed ensemble 
approach for classifying the cancer RNA sequences. 

Table II compares training and testing scores of the existing 
and proposed cancer classifications. It is seen that the proposed 
approach performed significantly well in training, but the 
performance is not significant in terms of testing compared to 
the proposed hybrid ensemble approach. 

TABLE II. TRAINING AND TESTING SCORE ANALYSIS 

Model Training Score (%) Testing Score (%) 

LR 99.46 98.59 

NB 98.75 99.17 

RF 99.46 98.76 

KNN 99.46 98.75 

DT 98.75 97.51 

Proposed 99.64 99.59 

G. ROC Analysis 

The ROC (Receiver Operating Characteristic) curve is a 
graphical representation of the performance of the classifier, 
showing the trade-off between sensitivity (true positive rate) 

and specificity (true negative rate) at different classification 
thresholds [44], [45]. To create a ROC curve, the classifier is 
applied to a dataset with known outcomes (i.e., a labelled 
dataset), and the true positive rate (TPR) and false positive rate 
(FPR) are calculated for different classification thresholds. The 
TPR is the proportion of true positive predictions among all 
positive cases in the dataset, and the FPR is the proportion of 
false positive predictions among all negative cases in the 
dataset. These rates are plotted on the y-axis and x-axis for 
different thresholds, resulting in a curve that starts at the origin 
(TPR=0, FPR=0) and ends at (TPR=1, FPR=1). The area under 
the ROC curve (AUC) is a standard metric summarising the 
classifier's overall performance. For example, an AUC of 0.5 
indicates random performance, while an AUC of 1 indicates 
perfect performance. A higher AUC value indicates better 
classifier performance distinguishing between the positive and 
negative classes. 

The One-vs-Rest (OvR) classifier and the One-vs-One 
(OvO) classifier are two common approaches for multiclass 
classification problems [46]. In the OvR approach, a separate 
binary classifier is trained for each class, which distinguishes 
that class from all the other classes. In contrast, the OvO 
approach trains a binary classifier for each pair of classes. Both 
approaches can be used to generate ROC curves for multiclass 
classification problems. In the case of OvR, the ROC curve is 
generated by computing the false positive rate (FPR) and true 
positive rate (TPR) for each class's binary classifier. The 
overall ROC curve is then obtained by combining the 
individual curves for each class. In the case of OvO, the ROC 
curve is generated by comparing the predicted class 
probabilities for each pair of classes and computing the FPR 
and TPR based on the number of correct and incorrect 
predictions for each pair. 

Finally, the overall ROC curve is obtained by combining 
the FPR and TPR values for all the pairs of classes. When 
applied to gene selection methods, OvR and OvO can help to 
improve the results by reducing the number of false positives 
and false negatives in the classification process. By treating 
each class as a separate binary classification problem or 
training separate models for each pair of classes, OvR and OvO 
can help to better capture the subtle differences between the 
different classes, leading to more accurate classification results. 

Fig. 6 depicts the ROC analysis for One-vs-Rest (OvR) 
classifier. The AUC is high for the proposed approach 
compared to the existing approaches such as LR, NB, RF, and 
KNN. The reason behind the high performance of the proposed 
approach is that the extracted features are used for 
classification. Furthermore, the advantages of the existing 
classifiers are combined to build the ensemble classifier. 

Fig. 7 depicts the ROC analysis for One-vs-One (OvO) 
classifier. All the plots depict high AUC except COAD versus 
LUAD, as these cancer classes have high similarity by which 
classifier cannot differentiate these two classes efficiently. 
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Fig. 4. Confusion matrix (a) Logistic regression (b) Naive Bayes (c) Random forest (d) K nearest neighbor (e) Decision tree (f) Support vector machine 

(g) Proposed approach. 
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Fig. 5. Classification report (a) Logistic regression (b) Naive Bayes (c) Random forest (d) K nearest neighbor (e) Decision tree (f) Support vector machine (g) 

Proposed approach. 
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Fig. 6. Receiver operating characteristics curve – One-vs-rest (OvR) (a) Logistic regression (b) Naive Bayes (c) Random forest (d) K nearest neighbor 

(e) Proposed approach. 
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(j) 

Fig. 7. Receiver Operating Characteristics Curve of Proposed Approach – One-vs-One (OvO)  (a)BRCA vs. COAD (b) BRCA vs. KIRC (c) BRCA vs. LUAD 

(d) BRCA vs. PRAD (e) COAD vs. KIRC (f) COAD vs. LUAD (g) COAD vs. PRAD (h) KIRC vs. LUAD (i) KIRC vs. PRAD (j) LUAD vs. PRAD. 

H. State-of-the-Art Analysis 

The state-of-the-art analysis with respect to the reported 
results of existing cancer RNA classification systems is 
tabulated in Table III. The proposed approach is compared 
with optimized deep learning, ensemble classifier, SVM, 
grouping genetic algorithm, marker gene selection, 

dimensionality reduction with neural network, and 
dimensionality reduction with SVM. It is evident that the 
proposed approach surpasses the existing cancer classification 
systems. The reason behind the significant performance is that 
the curse of dimensionality problem existing in gene sequence 
data has been overcome using the feature extraction process 
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and extracted features are utilized for the ensemble 
classification task. Furthermore, a hard voting classifier has 
been built using the combination of best-performing classifiers 
that are chosen based on the trial-and-error process. Thus, the 
superiority of the proposed approach has been proved. 

TABLE III. STATE-OF-THE-ART ANALYSIS 

Method Year Accuracy (%) 

Optimised deep learning [4] 2020 96.9 

Ensemble classifier [26] 2020 93.3 

Support vector machine [27] 2020 97.37 

Grouping genetic algorithm [28] 2020 98.81 

Marker gene selection [23] 2021 97.0 

PCA-NN [30] 2023 96.6 

PCA-SVM [30] 2023 96.5 

Proposed - 99.59 

V. CONCLUSION 

The study successfully classified the RNA cancer types 
from a huge database using the proposed voting ensemble 
classifier approach. The RNA cancer sequence features were 
extracted using feature extraction process of PCA to reduce the 
dimension of the sequence data. The extracted features were 
used for ensemble classification model building and a hard 
voting ensemble classifier was effectively applied. In this work 
a dataset from the UCI Repository was used that includes 801 
samples and 20,531 attributes representing five forms of cancer 
(Breast, Kidney, Colon, Lung, and Prostate). The proposed 
system used to find an ideal response for the classification of 
cancer RNA sequences. The accuracy percentage for ensemble 
categorization is 99.59%. The ROC analysis had been 
performed with respect to one versus one class and one versus 
rest of the classes. It is evident that the AUC for the proposed 
approach is high. Furthermore, the state-of-the-art analysis 
proved that the proposed ensemble approach outperforms the 
existing RNA cancer classification systems. In future, the work 
can be improved by employing a wider variety of exhaustive 
and thorough techniques, which might be used with other kinds 
of high-dimensional datasets. 
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