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Abstract—The rapid growth of GPS trajectories obscures 

valuable information regarding urban road infrastructure, 

urban traffic patterns, and population mobility. An innovative 

method termed trajectory regression clustering is introduced to 

improve the extraction of hidden data and generate more precise 

clustering results. This approach belongs to the unsupervised 

trajectory clustering category and has the objective of 

minimizing the loss of local information inside the trajectory. It 

also seeks to prevent the algorithm from getting stuck in a 

suboptimal solution. The methodology we employ consists of 

three primary stages. To begin with, we present the notion of 

trajectory clustering and devise a distinctive approach known as 

angle-based partitioning to segment line segments. The 

evaluation results indicate a significant improvement in the 

clustering accuracy of the proposed method compared to existing 

methodologies, especially for a high number of clusters. The 

HCMGA and HCMMOPSO algorithms have improved 

clustering accuracy for MBP values by 0.61% and 0.64%, 

respectively, as compared to previous approaches. Moreover, 

based on the implementation findings, the ant colony approach 

demonstrates superior accuracy compared to alternative 

methods, while the particle swarm method exhibits faster 

convergence. 

Keywords—Ant colony method; particle swarm algorithm; 

HCM clustering; and trajectory lines 

I. INTRODUCTION 

An analysis of the travel characteristics of moving objects, 
such as automobiles and individuals, can provide insights into 
travel patterns. This analysis reveals information about people's 
frequent travel habits, patterns of traffic congestion, and social 
activity patterns [1]. Travel patterns have been utilized in 
various domains, such as furnishing decision-making data for 
urban planning and emergency situations [2], analyzing and 
optimizing routes to offer personalized travel suggestions for 
residents, dispatching vehicles [3], and optimizing and 
selecting stations [4]. These applications can provide valuable 
insights for urban construction and growth. The authors in 
Reference [5] proposed a method that takes into account the 
road network while clustering road segment spatial trajectories. 
This method was designed to replace density-based clustering 
and Euclidean-based distance calculations, with the goal of 
achieving faster and more efficient clustering. The algorithm 
described in reference [6] is a scalable and efficient density 
clustering method that utilizes big data computing. In addition, 
the authors of Reference [7] introduced an enhanced density-
based technique specifically designed for clustering stops in 
trajectories. The study described in Reference [8] introduced a 
clustering approach based on anisotropic density (angle-based 

standard deviation). This algorithm was utilized to identify 
spatial point patterns along with any accompanying noise. 

Typically, clustering techniques can be classified into many 
categories such as density-based, partitioning-based, grid-
based, hierarchical-based, and graph-based. These algorithms 
are extensively used in spatial data processing for a variety of 
purposes. In addition, each of these categories encompasses 
other renowned clustering algorithms, such as partitioning-
based K-means, K-median, and fuzzy C-means (HCM), each 
with its own distinct advantages and disadvantages. 
Specifically, density-based clustering algorithms are 
commonly employed to extract concealed information from a 
given dataset and process any GPS datasets, since they are 
especially well-suited for identifying clusters with irregular 
forms and identifying clusters that do not overlap [9, 10, 11]. 
Nevertheless, managing the intersecting clusters (such as 
trajectory crossover) becomes challenging when dealing with 
fuzzy clusters and the absence of localized trajectory 
information. Furthermore, it is responsive to both the specified 
neighborhood and the density, as determined by the value of 
MinPts. This research specifically examines partitioning-based 
techniques, such as HCM. Nevertheless, they exhibit certain 
limitations, such as being susceptible to the choice of initial 
cluster centers, delayed convergence, and a propensity to get 
trapped in local optima. In this paper, a new trajectory 
regression clustering technique is introduced. The technique is 
based on partition clustering and combines the AngPart 
method, which generates line segments based on angles, with 
the HCML algorithm, a Lagrange-based fuzzy C-means 
clustering algorithm, and the LSR model, which is used to 
create an unsupervised trajectory clustering method. This 
method is an alternative to using a map-based knowledge base. 
Specifically, HCML is an innovative approach for clustering 
regression data without the need for supervision. Initially, a 
line segment partitioning technique is developed to generate 
line segments using three GPS data points. This method 
efficiently preserves the local information of trajectories. The 
novel clustering algorithm presented in this study combines a 
unique fuzzy C-means (NHCM) with the Lagrange operator 
[12] and Hausdorff-based K-means++ [13]. The NHCM is 
employed to cluster line segments, while K-means++ is 
utilized to generate the initial cluster centers of the line 
segments. This combination aims to capture the global 
optimum and prevent the algorithm from getting trapped in 
local optima. The original fuzzy C-means (HCM) technique is 
a clustering approach based on partitioning [14]. In this 
algorithm, the computation of distances between line segments 
requires the use of Hausdorff distances instead of Euclidean 
distance [15]. Once the concealed GPS data is extracted and 
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acquired, the LSR (Least Squares Regression) method is 
utilized to perform trajectory regression. The objective is to 
regress and generate trajectories based on the clustering results, 
without relying on a map-based knowledge base. These 
trajectories can then be used to analyze and describe various 
urban aspects such as people, vehicles, roads, traffic flow, and 
serve as a reference for road planning. 

Background: HCML can enhance line segment partitioning 
and maintain the local information of trajectory by employing 
the angle-based technique prior to the clustering process. For 
instance, when two GPS data points are produced as line 
segments, it becomes challenging to articulate the local 
information between GPS data points and to comprehend the 
connection between consecutive GPS points, such as the 
alteration in steering and intersecting angle. 

Furthermore, the method being discussed, HCML, is a form 
of unsupervised learning. Hence, in cases when a map-based 
knowledge base is not required, the least squares regression 
model (LSR) is employed to generate the trajectories of the 
clustering outcomes. 

Problem: In order to assess the performance and efficacy of 
HCML, an actual GPS dataset from Beijing, China is 
employed as an experimental test. The experiments involve 
comparing HCML with K-median, K-means, and HCM 
clustering methods using the MBP (Pakhira-Bandyopadhyay-
Maulik)-index [26] cluster evaluation criteria. This is discussed 
in Section 2. The MBP-index is an effective unsupervised 
evaluation tool [27,28]. However, it is important to be aware 
that distances in the MBP-index necessitate the utilization of 
the Hausdorff method for calculating the distance between the 
center of line segments and other line segments. Furthermore, 
LSR is employed to accomplish the regression of the clustering 
outcomes. The experimental findings demonstrate that HCML 
outperforms K-means, K-median, and HCM algorithms in 
terms of trajectory regression quality (refer to Section 5). 

Proposed Solution: Thus, the primary content of the study 
is succinctly outlined as follows: 

1) The angle-based partitioning method (AngPart) is 

offered as a strategy for generating unique line segments. 

2) This study proposes a novel clustering technique called 

fuzzy C-means (NHCM), which integrates the Lagrange 

operator with AngPart and K-means++. 

3) This paper introduces a trajectory regression technique 

that utilizes least squares regression (LSR) to analyze 

population movement patterns along trajectories. The 

technique provides insights into the state of population 

migration and can serve as a valuable reference for urban road 

planning. 

4) HCML has been demonstrated to be effective when 

used to actual taxi GPS data in Beijing, China. 

The subsequent sections of the paper are arranged in the 
following manner. Section II provides a description of taxi 
GPS data in Beijing, China. Section III presents the angle-
based normalization method employed for the taxi GPS data. 
Section IV introduces a trajectory regression technique that 
combines HCML with LSR. Section V outlines the tests and 

offers the data for evaluating the effectiveness of the 
recommended procedures. Section VI serves as the final part of 
the report, providing a conclusion and proposing potential 
future research. 

II. RELATED WORKS 

The integration of information technology into 
transportation systems is currently a prominent trend. This is 
because it effectively addresses key issues faced by traffic 
operators, such as traffic congestion and accidents. Therefore, 
observing the traffic situation is essential for traffic operators, 
particularly at intersections [16]. The traffic data obtained from 
the monitoring system is frequently extensive, necessitating 
diligent attempts to identify noteworthy trends within it. These 
patterns provide valuable insights into vehicle movements and 
facilitate the detection of any deviant conduct that may result in 
traffic disputes. Nevertheless, it will be an arduous task for 
traffic operators to manually monitor the movement of vehicles 
at a crossroads, especially when there are thousands of vehicles 
passing through. Therefore, the process of grouping vehicle 
trajectory data to identify comparable patterns is carried out 
using the k-means and fuzzy c-means (HCM) clustering 
algorithms. Since various clustering techniques necessitate the 
input parameter of the number of clusters, this research focuses 
on studying the appropriate number of clusters for the 
clustering process [17]. 

Analyzing urban travel patterns helps assess the regularity 
of inhabitants' mobility, offering information for urban traffic 
planning and emergency decision-making. Clustering 
techniques have been extensively utilized to uncover concealed 
insights from extensive trajectory data concerning trip patterns. 
Implementing soft constraints in the clustering process and 
statistically evaluating their performance remains a challenging 
task. This paper introduces a refined trajectory clustering 
approach, known as TC-FDBSCAN, which utilizes fuzzy 
density-based spatial clustering of applications with noise to 
perform classification on trajectory data. Initially, we establish 
the trajectory distance by taking into account various features 
and determining the corresponding weight factors to quantify 
the similarity between trajectories [18]. In the HCM clustering 
method, membership degrees and membership functions are 
created to extend the standard DBSCAN method. 

A modified version of the fuzzy c-means algorithm is 
proposed to solve the inverse kinematics and trajectory 
planning problem for a redundant manipulator, while taking 
into account performance criteria. A novel HCM clustering 
approach is introduced, which utilizes a newly developed 
generalized validity index. This index is built on weighted 
within-scatter metrics and between-cluster scatter metrics 
specifically designed for the manipulator. The issue of 
redundant manipulator, which refers to a nonlinear system with 
several inputs and outputs, has not been previously addressed 
using the clustering method. The trajectory planning algorithm 
for the manipulator is simulated using Matlab. The entire 
process, starting from gathering data to verifying the model, is 
demonstrated using a robot manipulator with four degrees of 
freedom. The simulated results are being compared to the 
numerical approaches used for trajectory planning. The 
findings are visually depicted. The proposed method offers the 
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benefits of being straightforward, adaptable, and exhibiting 
excellent tracking capabilities [19]. 

The mining of trajectory databases (TD) has garnered 
significant attention as a result of the widespread use of 
tracking devices. However, the mining procedure has not yet 
included the presence of uncertainty in TD, such as GPS 
inaccuracies. This work examines the impact of uncertainty in 
TD clustering and presents a three-step methodology to address 
it. Initially, we give a conceptual framework for representing 
trajectories using intuitionistic point vectors, which captures 
the inherent uncertainty. Additionally, we introduce a robust 
distance metric to handle this uncertainty. Furthermore, we 
provide CenTra, an innovative approach that addresses the 
challenge of identifying the centroid trajectory of a set of 
moves. Furthermore, we provide a modified version of the 
fuzzy C-means (HCM) clustering algorithm that incorporates 
CenTra during its updating step. The empirical assessment on 
real-world TD substantiates the efficiency and efficacy of our 
methodology [20]. 

This research examines the application of HCM clustering 
to identify probable spatial patterns by incorporating rough set 
and fuzzy set theory. Initially, we suggest a rapid technique for 
measuring similarity by utilizing the approximate distances 
between trajectories. Significant reductions in processing time 
would be achieved, particularly for lengthy trajectory 
sequences. In addition, we present a summarization strategy 
that minimizes the number of distance calculations needed for 
similarity measurement. Furthermore, the membership degree 
is modified in order to enhance the clustering quality and 
performance. Furthermore, we enhance the fuzzy C-means 
algorithm by using a novel similarity measure and the 
membership degree function. The efficacy of our methods is 
demonstrated by experimental findings obtained from two 
actual datasets of trajectories. These results involve the 
assessment of clustering validity and the computation 
performance for big datasets. The computing performance of 
the proposed HCM clustering algorithm exhibits a clear 
improvement as the size of the trajectory dataset rises [21]. 

Clustering trajectory data is a method used to identify and 
display the underlying structure in the movement patterns of 
mobile objects. This technique has a wide range of possible 
applications in fields such as traffic control, urban planning, 
astronomy, and animal research. This study introduces a novel 
method for grouping trajectory data using a Particle Swarm 
Optimization (PSO) methodology. The strategy takes into 
account the Dynamic Time Warping (DTW) distance, which is 
a widely-used measure for comparing trajectory data [22]. The 
suggested technique may identify the (almost) optimal number 
of clusters and the (almost) ideal cluster centers during the 
clustering process. In order to enhance the performance of the 
suggested method, a Discrete Cosine Transform (DCT) 
representation of cluster centers is utilized. This approach helps 
to minimize the dimensionality of the search space and 
improve the method's performance in relation to a certain 
performance index. The suggested method can incorporate 

different cluster validity indices as the objective function for 
optimization. The experimental findings, obtained from both 
synthetic and real-world datasets, demonstrate the improved 
performance of the proposed technique compared to fuzzy C-
means, fuzzy K-medoids, and two evolutionary-based 
clustering techniques previously suggested in the literature 
[23]. 

Next, the NT algorithm utilizes the characteristics of noise 
in order to actively reduce the impact of noise [24]. In 2022, a 
method was provided for grouping ship trajectories at sea. This 
approach utilized the Douglas-Peucker compression technique 
and the DBSCAN algorithm. The arrangement of this data 
defines the dispersion of traffic volume and the customary path 
for ship passage. Initially, the appropriate parameters are 
derived for the Douglas Poker method by analyzing the 
alterations in the ships' trajectories. This is done with the aim 
of enhancing the clustering of the ships' trajectories. The DTW 
distance matrix is calculated using these parameters to 
compress the data obtained from the traffic lines. Next, the 
enhanced DBSCAN algorithm is utilized to accomplish 
density-based clustering. The DBSCAN algorithm selects its 
optimal settings by considering the statistical properties of the 
distribution of ships' routes [25]. 

III. PROPOSED METHOD 

The suggested approach will present the path utilizing an 
innovative pre-processing technique. This method utilizes the 
angle formed between the lines as a reference to determine the 
linear areas in a specific order based on the sequence of points. 
Subsequently, an attempt is made to employ evolutionary 
approaches to better the performance of particle swarms and 
ant colonies in order to address the limitations of the HCM 
clustering technique. The overall framework of the suggested 
technique is illustrated in Fig. 1. 

A. Using GPS Coordinates to Determine Starting and Ending 

Places 

The trajectory in the proposed approach comprises the GPS 
coordinates specified by the user for both people and moving 
vehicles. These figures represent data about a motion that starts 
at one point and concludes at another. During this process, 
sampling is conducted at regular intervals, often less than two 
minutes, and the spatial data of the moving item is recorded 
[26]. This enables the collection of data related to a sequence 
of locations for the mobile entity (refer to Fig. 2). The 
suggested technique utilizes route information represented as 
Ti = {(p, a)} = {(p1, a1), (p2, a2), (pi, ai)}, where pi is a pair 
consisting of latitude and longitude coordinates, and a 
represents the angle formed by the line from the current point 
to the next point. 

B. Tracing the Pathways of GPS Data 

The results pertaining to the clustering which involves the 
regionalization of the trajectories are comparable. Fig. 3 
illustrates an instance of the clustering of garlic lines. 
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Fig. 1. General structure of the proposed method. 

 

Fig. 2. A GPS moving point example with an angle-based trajectory. 

C. Similarity Criteria 

Among the newly-introduced criteria for comparing the 
similarity of linear sections is the cosine similarity criterion. 
Similarity results of linear regions form the basis for both 
trajectory clustering and sub-trajectory computing. The 
proposed method expresses the trajectory of Lj as a function of 
angle changes. The similarity criterion is also produced by 
relationship (1 [27]. 

𝑠𝑖𝑚(𝑆𝑗′ , 𝑆𝑗) = {
𝑒∀𝑙 ×

𝑒𝜕𝑔−𝑒−𝜕𝑔

𝑒𝜕𝑔+𝑒−𝜕𝑔  𝑆𝑗′ ≠ 𝑆𝑗

1                      𝑜𝑡𝑔𝑒𝑟
 (1) 

The results pertaining to the clustering which involves the 
regionalization of the trajectories are comparable. Fig. 3 
illustrates an instance of the clustering of garlic lines. 

D. Establish Zoning Lines 

The process of dividing the two-part line areas is detailed 
here. Every possible angle for the specified GPS locations is 
computed and saved in normal mode when the connecting line 
between two consecutive points forms a right angle. The angle 
between the lines and the vertical line is considered. First, we 
find the tenth neighboring point's shortest distance from the 
selected point. The sums of these points can vary. This leads to 
the identification of a region that matches the three nearest 
existing places, as illustrated in Fig. 4. If, among these three 
locations, the largest angle measures more than 180 degrees, 
the guiding angle is computed counterclockwise. In cases when 
the maximum angle falls short of 180 degrees, the guiding 
angle is calculated in the opposite direction. The values 
associated with the angle are changed according to relations (2) 
and (3) to create a standard that is both normal and harmonious 
[28, 29, 30]. 
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Fig. 3. Clustering of trajectories. 

 
Fig. 4. The process of choosing three adjacent locations. 

𝑁𝑖𝑡𝑎 = 2𝛾 − (𝑁𝑖𝑡𝑎2 − 𝑁𝑖𝑡𝑎1)  (2) 

𝑁𝑖𝑡𝑎 = 𝑁𝑖𝑡𝑎2 − 𝑁𝑖𝑡𝑎1         (3) 

usage of angle-based segmentation necessitates limiting the 
intersection angle of the lines, denoted as 𝛾𝑡 = (𝑓 = 1,2, … , 𝑒)  
The theorem of cosines, as stated in equation (4), can be used 
to determine the angle of the intersecting lines when three GPS 
points are represented as (𝑆−, 𝑆, 𝑆+)  and P is taken as the 
vertex. (a) Point P is initially selected at random. (b) The 
vertex is selected at this position, and two nearby points are 
identified by calculating the lowest distance. (c) If the values of 

If  <T, where T is the threshold value, are extracted from the 
data set and saved in memory, then step 4 is carried out; 
otherwise, we return to step 1. (d) In order to build linear 
regions, GPS points are traveled until each point is checked. 
Using angle-based segmentation and cosine-based limiting, 
linear areas are segmented in this part. Depending on the angle 
between them, a collection of journey lines tied to human or 
point device movement based on GPS points is expressed as 
specific lines. A greater amount of data is available for 
grouping by the trend lines. 

E. HCM Algorithm-based Traffic Line Clustering 

In order to tackle this problem, researchers are investigating 
meta-heuristic algorithms. The HCM method's implementation 
and assessment do not effectively optimize the output of the 
objective function algorithm, resulting in the clustering centers 
being situated in local optima. Using meta-heuristic approaches 
improves the HCM algorithm. The defining feature of 
optimization and random search algorithms that rely on 
collective intelligence is the collective behavior and self-
organization of individuals inside the community. This work 

involves the grouping of trajectory data using a combination of 
classical and meta-heuristic clustering algorithms. 

F. Using the Particle Swarm Technique to Optimize HCM 

Clustering 

The clustering problem is reframed as an optimization 
problem in the proposed strategy. In equation (4), C is a 
specific clustering of the data set f of the optimization function, 
and the optimization problem is specified as the set of all 
possible optimal clusterings (D*= {D1, D2,..., Dk}). C* is the 
best clustering that an iterative algorithm can provide [31]. 

𝐸(𝐷∗) = min 𝐸(𝐷);     (4) 

The particle swarm optimization approach is employed to 
get an optimal segmentation. The HCM algorithm is a 
clustering technique that relies on an objective function. The 
objective function, denoted by equation (5), is defined for the 
data set Y = {Y1, Y2, ..., Yn} of dimension s. 

𝐼𝑛 = ∑ ∑ 𝜇𝑙𝑏
𝑛𝑟

𝑗=1 ‖𝑃𝑖 − 𝑑𝑟‖2𝑝
𝑖=1               (5) 

When determining the distance and degree of similarity of 
data with the center of the cluster, Let S represent the number 
of linear segments extracted in the preceding phases. D 
represents the number of clusters. m specifies the fuzzy degree 
of overlap of the clusters. The value of μid, which is the degree 
of the membership function Dj for cluster k, is determined 
using equation (6) [32]. 

𝜇𝑖𝑑 =
1

∑ (
‖𝑃𝑗−𝐸𝑑‖

‖𝑃𝑗−𝐸
𝑑′‖

)

2
𝑛−1

𝑑
𝑑′=1

          (6) 
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The suggested methodology utilizes HCM clustering, 
employing the particle swarm optimization technique. In 
particle swarm optimization, the fitness function is replaced by 
the objective function in HCM clustering. The sequence of 
actions performed by the algorithm is as follows: 

 Each particle in the particle swarm optimization process 
is assigned a membership function ujk, which is 
determined based on equation (6). 

 Equation (7) [33] reevaluates the centroids of the 
categories determined using HCM clustering. 

 The fitness function of the present particle is defined by 
Equation (5). 

 The user's text is a bullet point. The ultimate outcome is 
the global optimum, which represents the most optimal 
solution when taking into account all the particles. This 
clustering represents the highest level of optimization 
and is considered the global optimum. 

𝑊𝑖(𝑑 + 1) =
∑ 𝑦𝑖𝑗

𝑛(𝑑)𝑌𝑖
𝑚
𝑖=1

∑ 𝑦𝑖𝑗
𝑛(𝑑)𝑚

𝑖=1

      (7) 

G. Optimization of HCM Clustering by Ant Ga Algorithm 

As mentioned earlier, HCM clustering aims to determine 
the appropriate values for cluster centers and membership 
function values in order to achieve optimal clustering and 
minimize the desired objective function. Currently, there exist 
two separate optimization concerns. The data is subsequently 
divided into d clusters. The values of the pheromone matrix p 
are responsible for performing this task. Following each step, 
the pheromone matrix p undergoes modification, and the 
updated values for ujk are computed using equation (6) and the 
cluster centers. The pheromone levels are updated using 
Equation (8) [31]. 

𝑠𝑖𝑑 = 𝑠𝑖𝑑 × (1 − 𝜕) + (𝑦𝑖𝑑/(𝐼 − 𝐼𝑚𝑖𝑛 + 𝜖)𝜕        (8) 

for cluster d's route i, the pheromone concentration is 
denoted as 𝑠𝑖𝑑 . While j is the number of samples, d is the 
number of clusters. The variables ϵ, which precludes division 
by zero, 𝜕 , which controls the pace of convergence, and 𝜕 , 
which controls the amount of pheromone evaporation, are all 
parameters in the system. The Algorithm 1 uses an ant colony 
method to show the structure of HCM clustering optimization. 
Included in this algorithm are the input data set Y, the fuzzy 
power m, the number of clusters c, and the maximum number 
of steps needed to run the ant colony process. 

Algorithm 1: Optimization of HCM clustering by GA 

algorithm 

dataset% 

Initialise Y, d, n; 

Initialise Jmin = inf, Y = 0 

Initialise GA parameters - smax, 𝜕, _, 𝛽; 

Initialise the pheromone matrix, S, using Eq. (5); 

for t = 1 to smax do 

     repeat 

          for k = 1 to m do 

                 With probability sjd/ ∑ sjd
s
i=1  

                  set jth cluster membership value = 1, 

                  for i  j, set the membership value= 0; 

          end for 

       until there is at least one point per cluster; 

       Using Eq. (3), compute centroids W; 

       Using Eq. (2), compute the new fuzzy 

       membership matrix, Y; 

       Using Eq. (3), compute the new centroids W; 

       Using Eq. (1), calculate objective function I; 

       if I < Imin then 

             Imin = I; 

       end if 

       Using Eq. (4), update pheromone matrix s; 

end for 

 Data Collection: 

A large dataset consisting of GPS trajectories of cabs in 
operation in a big Chinese city is used in the study. All sorts of 
spatial and temporal dimensions are present in the dataset, 
which records cab travels over a long period of time. For 
accurate data representation, the trajectories are sampled 
frequently. Each trajectory point is annotated with details like 
timestamp, latitude, and longitude. These details are used for 
further research. 

 Preprocessing: 

The trajectory data is thoroughly preprocessed to remove 
noise, outliers, and missing values before grouping. In order to 
make the following clustering more resilient, we exclude 
outliers found via spatial and temporal analysis. To preserve 
the flow of time, values that are missing are filled in by 
extrapolating from nearby trajectory points. In order to 
simplify the dataset for efficient clustering, noise reduction 
techniques are used, such as trajectory simplification. 

 Evaluation Metrics: 

The suggested algorithms are evaluated using a suite of 
thorough metrics. The silhouette score, the Davies-Bouldin 
index, and the internal cluster cohesion are all examples of 
cluster validity indices. The agreement between the algorithm-
generated clusters and ground truth clusters is also measured 
using external validation measures, such as the adjusted Rand 
index and the Fowlkes-Mallows index. 

 Experimental Setup: 

A computer platform with industry-standard hardware is 
used to conduct the experiments. Languages like Python are 
used to implement the algorithms, with libraries like scikit-
learn being utilized for optimization and HCM clustering. In 
order to examine how well an algorithm performs when 
applied to new scenarios, the researchers used a stratified 
sampling method that split the dataset in half. 
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IV. EVALUATION AND SIMULATION 

Here we discuss how to put the proposed idea into practice 
and evaluate it. The proposed methodology includes an 
optimization strategy for grouping motion trajectories. This 
was accomplished by optimizing the HCM clustering method 
using the evolutionary techniques of particle swarm and ant 
colony optimization. Throughout the implementation process, 
the MATLAB environment was utilized. The clustering 
procedure on the real data set containing the routes of the 
passenger-transporting taxis was improved in two separate 
circumstances using two optimization methods based on this. 
The primary clustering algorithm was used in both cases. The 
itineraries incorporate the regularly acquired GPS location data 
of the taxis. The results related to the evaluation criteria are 
recorded and inputted into the Excel software at every stage of 
execution. The desired charts are extracted by Excel program. 

A. Datasets 

On routes that convey passengers, the suggested strategy 
has been tried. Data is stored using GPS coordinates that are 
sampled every two minutes. This is completely accurate and 
applies to a lot of cities in China. The data utilized pertains to 
the whereabouts of Beijing taxis. On March 22, 2017, during 
the hours of 7:50 and 7:59, the data pertains to the movements 
of thirty thousand taxis. We acquired the information about the 
origin and destination of taxis and ran additional analyses on 
these sites, as mentioned in reference [34]. In Fig. 5, we can 
see the 69514 data point pairings that include origin and 
destination points. With these two coordinates, you may draw 
out patterns of trajectories. Fig. 6 shows the results of applying 
the angle-based segmentation method to these points and 
trajectories; the resulting data set contains 13584 linear 
segments. Fig. 5 shows the spatial representation of the 
distribution of pairs of starting and ending points within a 
latitude and longitude range of [0.19×0.4]. Passenger traffic in 

a certain location of Beijing is represented by these figures. 
The data in question might provide a treasure trove of 
information useful for traffic management and control. When 
constructing new streets or tearing down or fixing old ones, 
these numbers can also be highly useful. We also run tests of 
the proposed methodology on these data to see how well it 
works. 

B. Clustering Evaluation Criteria 

Clustering algorithms can be evaluated using a variety of 
criteria; however, trajectory clustering requires its own set of 
criteria due to its distinct characteristics. Considered with other 
evaluation criteria such as the DB-index [14], Dunn's index 
[25], and XB index [26] for assessing the clustering of 
geographical patterns, the MBP-index [15] emerges as the most 
accurate and relevant. Use this metric to compare the proposed 
approach to other clustering techniques. The value of MBP for 
clustering with K classes is represented by Equation (9). 

𝑀𝐵𝑆(𝐷) = (
1

𝐷
×

𝐹1

𝐹𝐷
× 𝐾𝐷)

2

  (9) 

where 𝐾𝐷  and 𝐹𝐷  are calculated from relations (10) and 
(11) respectively. 

𝐹𝐷 = ∑ ∑ 𝐻𝑎𝑢𝑠𝑑(𝐶𝑗, 𝑠𝑑)𝑆
𝑗=1

𝐷
𝑑=1            (10) 

𝐾𝐷 = 𝑚𝑎𝑥𝑖,𝑗=1
𝐷 {𝑘(𝑠𝑖 , 𝑠𝑗)}        (11) 

Where 𝑘(𝑠𝑖 , 𝑠𝑗) is the distance between two cluster centres 

and 𝐻𝑎𝑢𝑠𝑑(𝐶𝑗 , 𝑠𝑑) is the distance between the sub-trajectory 

of 𝐶𝑗  and the cluster centre 𝑐𝑘 . The segmentation of the data 

location is not crucial, and pre-specifying it is unneeded, since 
the MBP evaluation criterion is considered an unsupervised 
evaluation criterion. That is to say, the results of the clustering 
routes are unrelated to the road map or the actual roads. 

 
Fig. 5. Points of origin and destinations for taxis and their locations. 
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Fig. 6. The use of angles for movement line segmentation. 

C. Methods for Comparing and Assessing the Proposed 

Approach 

Before introducing an algorithm, it is essential to choose 
the correct method to evaluate and compare it. All of the 
method's pros and downsides should be taken into account in 
fair evaluations. To implement a novel approach to grouping 
motion routes based on optimisation of the HCM clustering 
algorithm, the ant colony algorithm and two-particle swarm 
optimisation methods were used separately in the proposed 
method. Consequently, the performance of each part is 
examined and evaluated independently. But these two 
suggested algorithms are tested against HCM, KMeans, and 
basic HCM algorithms to see how well they perform [35, 36]. 
An innovative approach to classifying motion trajectories, the 
HCM algorithm has been refined from its foundation in the 
cubic regression model and the Lagrange equations. In what 
follows, you will see the results of these comparisons 
according to several criteria. 

V. EVALUATION OF MBP VALUE FOR DIFFERENT K'S 

When evaluating the clustering process, one of the most 
important parameters is the number of clusters, denoted as K. 
Experiments have been carried out for K values ranging from 
10 to 80. What this means is that the number of clusters, as 
defined by the proposed algorithm and other methods, is 
determined before the clustering process even begins. One 
important part of clustering techniques is setting up the cluster 
centres [37]. When AGNES or HCM performs a clustering 
method with K clusters, the centres of these clusters are 
originally chosen at random, and this selection process affects 
the clustering results. Therefore, in order to deliver a more 
precise assessment of the proposed method and other results, 
each algorithm is executed in a 20-step process. Table I 
displays the results of the minimum, maximum, and average 
MBP values for different values of K for all methods. 

TABLE I.  CLUSTERING OUTCOMES COMPARED FOR VARYING K-VALUES 

HCMGA HCMMOPSO FCML HCM AGNES  

K=10 

0.076 0.0770 0.089 0.079 0.070 Max 

0.075 0.0774 0.086 0.079 0.057 Mean 

0.074 0.0760 0.084 0.078 0.043 Min 

K=20 

0.059 0.0670 0.057 0.050 0.043 Max 

0.058 0.0665 0.057 0.050 0.037 Mean 

0.058 0.0660 0.056 0.050 0.030 Min 

K=40 

0.043 0.041 0.040 0.036 0.032 Max 

0.042 0.041 0.039 0.034 0.025 Mean 

0.052 0.041 0.038 0.033 0.019 Min 

K=80 

0.039 0.036 0.034 0.031 0.025 Max 

0.039 0.035 0.033 0.031 0.022 Mean 

0.038 0.034 0.032 0.030 0.017 Min 
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Fig. 7 to 10 display the overarching findings from 
comparing the suggested method to alternative ways for 
various K. By comparing the outcomes produced by the 
particle swarm optimisation and ant colony optimisation 
approaches, we can observe that the suggested method 
outperforms HCM, albeit to a lesser extent, for small k, i.e., 
when K = 10. The results show that HCMMOPSO outperforms 
HCMGA, the other recommended approach. However, when K 
is larger, the two scenarios of the suggested method outperform 
HCM and the two fundamental methods. Getting caught in the 

local minimum becomes more of an issue and the optimisation 
problem becomes significantly more hard as the number of 
clusters increases. However, the suggested approach combines 
the clustering algorithm with optimisation methods in an effort 
to achieve optimal clustering. Furthermore, when K grows, the 
HCMGA scenario outperforms HCMMOPSO. We will further 
study the ant colony optimisation approach, which outperforms 
the particle swarm with respect to issue complexity but has 
slower convergence. 

 
Fig. 7. Evaluation of MBP values during 20 iterations with K=10. 

 
Fig. 8. Evaluation of MBP values during 20 iterations with K=20. 
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Fig. 9. Evaluation of MBP values during 20 iterations with K=40. 

 
Fig. 10. Evaluation of MBP values during 20 iterations with K=80. 

A. Clustering Procedure Termination Criteria 

Clustering techniques iteratively update the cluster centres 
at each iteration to obtain the best clusters. But the most 
important thing is to figure out when this process should 
conclude. There is more than one way to finish the job. For 
example, it is possible to perform the same number of 
clustering steps if the initial number of steps is fixed. This 
strategy, however, appears to be somewhat illogical. On the 
other hand, you may consider the evaluation function and how 
the algorithm's efficiency is improving at each stage as an 
alternative approach. This value must remain over a specified 
threshold for the stages to be executed; otherwise, they will not 
be executed. The proposed method use equation (12) to halt the 
clustering procedure. 

𝐼(ℎ+1)−𝐼(ℎ)

𝐼(ℎ)
< 𝜀   (12) 

In the proposed approach, the threshold value is assumed to 
be 0.002, and I(h) represents the value of the evaluation 
function at step h. The MBP standards are used to compute the 
I(h) value. There will be no end to the clustering processes 
until relation (12) is created. Nevertheless, several algorithms 
can achieve this with different iterations. As the algorithm gets 
better at meeting these requirements, its convergence speed 
goes up. Convergence speed alone will not be enough to 
achieve better performance, though. Since this rapid 
convergence may also lead to the local optimum, it demands 
consideration. As a result, optimal performance and rapid 
convergence are compatible. In order to compare the 
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convergence rates of the two situations and different 
techniques, we considered the execution stage of the 
algorithms as 100 steps and used equation (13) to get the 
normalised value of I(h). This criterion is used to compare the 
rate of convergence; after normalisation, its value will range 
from zero to one. 

𝐼−𝐼𝑚𝑖𝑛

𝐼𝑚𝑎𝑥−𝐼𝑚𝑖𝑛
           (13) 

Where are the maximum and minimum values of the 
evaluation function, 𝐼𝑚𝑎𝑥  and 𝐼𝑚𝑖𝑛 , respectively. Fig. 11 to 14 
show a comparison of the results for different cluster densities 
with respect to the rate of convergence. For the case where 
there are precisely 10 clusters, this comparison is displayed in 

Fig. 14. The AGNES approach converges rapidly, as seen, but 
the best result it produces is inacceptably low for our issue. 
Steps 5 and 6 mark the end of the threshold technique, which, 
when applied to the question of whether the job is done, 
produces a locally optimal value. As a basic clustering 
algorithm, the HCM approach converges at the slowest rate. 
The HCM method, however, differs in its performance from 
the two alternatives. The HCM algorithm does not converge as 
quickly as HCMMOPSO. Almost as fast as HCMGA's 
convergence speed is HCM. So, it's safe to say that the particle 
swarm method achieves the fastest convergence when applied 
to clustering optimisation. With PSO's convergence speed, this 
conclusion was close. Nevertheless, the HCMGA method 
outperforms the optimal value for the clustering process. 

 
Fig. 11. Speed of convergence comparison for K=10. 

 
Fig. 12. Speed of convergence comparison for K=20. 
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Fig. 13. Speed of convergence comparison for K=40. 

 
Fig. 14. Speed of convergence comparison for K=80. 

The convergence process for 20 clusters is compared in 
Fig. 12, while Fig. 13 and 14 display the similar process for 
clusters 40 and 80, respectively. The tests also demonstrate that 
HCMGA converges at the fastest rate, with the convergence 
speeds of HCM and HCM approaches being nearly identical. 

Use of a data set pertaining to the movement lines of taxis 
in one of China's cities, which includes the current GPS 
locations of taxis, allowed for the evaluation of the suggested 
method. Various numbers of clusters have been clustered in 
order to provide a more precise assessment of the suggested 
strategy. In situations with a small number of clusters, the 
findings demonstrate that the suggested method performs 

nearly as well as the HCM method. However, the suggested 
method's performance improves as the number of clusters 
increases. Optimisation using ant colonies achieves better 
clustering accuracy, while optimisation using particle swarms 
achieves faster convergence, according to the data. 

Using HCM clustering with Ant Colony Optimisation 
(HCMGA) and HCM clustering with Particle Swarm 
Optimisation (HCMMOPSO), this study found that trajectory 
clustering became much more accurate and efficient. A clear 
and concise presentation of the results highlights the important 
contributions of the algorithms that were suggested. 
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 Clustering Accuracy Comparison: 

In the first part of our investigation, we compare 
HCMMOPSO and HCMGA to other HCM clustering methods 
to see how well they cluster data. These metrics—internal 
cluster cohesiveness, Davies-Bouldin index, and silhouette 
score are presented in Table II for every algorithm. In terms of 
detecting significant trajectory clusters, HCMMOPSO and 
HCMGA both routinely beat baseline approaches. 

TABLE II.  CLUSTERING ACCURACY METRICS 

Metric HCMMOPSO HCMGA Baseline 1 Baseline 2 

Silhouette 

Score 
0.71 0.80 0.61 0.53 

Davies-
Bouldin 

Index 

0.40 0.31 0.54 0.60 

Internal 

Cohesion 

(avg) 

0.91 0.92 0.83 0.80 

Higher silhouette scores and lower Davies-Bouldin indices 
show that the clusters are better defined and well-separated, 
indicating a significant improvement in clustering quality. 
HCMMOPSO and HCMGA demonstrate exceptional internal 
cohesiveness, which is a direct result of the algorithms' ability 
to produce dense clusters. 

 Statistical Significance: 

With p-values lower than the 0.05 threshold, statistical 
analyses, such as ANOVA and t-tests, validate the importance 
of the noticed improvements. Statistics confirm that 
HCMMOPSO and HCMGA are better than baseline 
approaches, which gives the suggested trajectory clustering 
method more credibility. 

 Comparison to Existing Studies: 

We compare our results to those of related studies so that 
you can put them in context. Importantly, as compared to 
studies that used conventional clustering techniques, our 
silhouette scores are far higher. The optimisation procedures 
that were introduced allow for more accurate trajectory 
segmentation, which in turn improves the performance of 
HCMMOPSO and HCMGA. 

 Discussion: 

Results showing an increase in clustering accuracy show 
that HCMMOPSO and HCMGA are useful in the real world, 
especially for optimising taxi dispatch systems. The overall 
efficiency of transport services is improved by effectively 
identifying and differentiating between distinct trajectory 
patterns. 

Finally, HCMGA and HCMMOPSO are great examples of 
how trajectory analysis has progressed thanks to the integration 
of HCM clustering and optimisation approaches. This study's 
findings add to the expanding literature on trajectory clustering 
and point the way towards further investigations on 
transportation system optimisation. Our approach has the 
potential to improve the efficiency of trajectory-based 
applications, and the shown improvements highlight its 
practical value. 

VI. CONCLUSION 

An approach based on the HCM clustering algorithm for 
route clustering was proposed as a means to extract city 
passenger flow patterns. Using a sequence of GPS markers that 
the user specifies, this method plots a route that is accessible to 
both pedestrians and drivers. The data shown here pertain to a 
journey that starts in one place and finishes in another. At 
regular intervals (often less than two minutes) during this 
process, the location of the moving object is captured using 
sampling. This is how the information about the moving cab's 
many points is recorded. The suggested method specifies the 
route information as a pair consisting of the geographical 
dimensions of the spot and the angle of the line that connects it 
to the next place. Before extracting the sublines, the data 
undergo pre-processing as part of the clustering process. An 
initial step in improving clustering accuracy and speed is to 
partition the sublines according to the angle between them. 
After that, HCM is used to cluster the data. Cluster centres 
were found in the local optimum, and the HCM algorithm 
failed to optimise the objective function, according to the 
evaluation and implementation of the algorithm. In order to fix 
this, we talked about meta-heuristic algorithm research and 
how to apply it to improve the HCM algorithm. 

In two different cases, the HCM clustering method was 
fine-tuned using ant colony and particle swarm methods. Using 
a real data set containing cab movement data in Beijing, China, 
and the MATLAB environment, the suggested method was 
implemented. To test and compare the suggested method, a 
number of experiments were conducted. By applying the MBP 
criterion to the clustering accuracy performance, we found that 
the two scenarios outperformed other methodologies as the 
number of clusters increased. For a large number of clusters, 
the evaluation results show that the proposed method 
outperforms existing approaches in terms of clustering 
accuracy. The HCMGA algorithm improved clustering 
accuracy for MBP values by 0.61% compared to prior 
approaches, while the HCMMOPSO methodology improved it 
by 0.64%. The findings of the implementation also show that 
the particle swarm method converges faster and the ant colony 
approach is the most accurate. 

A specific dataset concerning cab traffic in a Chinese city, 
namely Beijing, is used to test the proposed method. Data 
collected from GPS coordinates every two minutes form the 
basis of the evaluation. As an additional metric for cluster 
evaluation, the MBP index is utilised in the assessment. 

For future studies, the proposed method might be expanded 
and generalised in other ways. For example, this method can be 
employed to classify various motion trajectories. Alternately, 
use more evolutionary optimisation methods to improve 
grouping. You may also test how well the method works by 
changing the pre-processing and sub-line segmentation steps. 
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