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Abstract—In the wake of disasters, timely access to accurate 

information about on-the-ground situation is crucial for effective 

disaster response. In this regard, social media (SM) like Twitter 

have emerged as an invaluable source of real-time user-generated 

data during such events. However, accurately detecting 

informative content from large amounts of unstructured user-

generated data under such time-sensitive circumstances remains 

a challenging task. Existing methods predominantly rely on non-

contextual language models, which fail to accurately capture the 

intricate context and linguistic nuances within the disaster-

related tweets. While some recent studies have explored context-

aware methods, they are based on computationally demanding 

transformer architectures. To strike a balance between 

effectiveness and computational efficiency, this study introduces 

a new context-aware transfer learning approach based on 

DistilBERT for the accurate detection of disaster related 

informative content on SM. Our novel approach integrates 

DistilBERT with a Feed Forward Neural Network (FFNN) and 

involves multistage finetuning of the model on balanced 

benchmark real-world disaster datasets. The integration of 

DistilBERT with an FFNN provides a simple and 

computationally efficient architecture, while the multistage 

finetuning facilitates a deeper adaptation of the model to the 

disaster domain, resulting in improved performance. Our 

proposed model delivers significant improvements compared to 

the state-of-the-art (SOTA) methods. This suggests that our 

model not only addresses the computational challenges but also 

enhances the contextual understanding, making it a promising 

advancement for accurate and efficient disaster-related 

informative content detection on SM platforms. 

Keywords—Disaster management; twitter; distilBERT; deep 
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I. INTRODUCTION 

According to the “Human cost of disasters 2000-2019” 
report by the “United Nations Office for Disaster Risk 
Reduction” (UNDRR)

1
, disasters have significantly surged 

over recent decades. As a result, approximately 1.23 million 
lives have been lost globally, along with an additional 
economic loss of 2.97 trillion dollars. To effectively respond 
and manage such significant ecological disruptions, disaster 
response organizations increasingly rely on swift and precise 
human-centric information [1]. In recent years, social media 
(SM) particularly Twitter, have emerged as invaluable tools for 

                                                                                                     
1UNDRR: Human cost of disasters: An overview of the last 20 years 

2000-2019. https://www.undrr.org/publication/human-cost-disasters-2000-
2019. 

disseminating and obtaining real-time user-generated data 
during such events [2]. 

Numerous research works [3-5] have demonstrated that 
tweets shared on Twitter during disasters often contain 
informative content, including details about affected people, 
infrastructure damage, resource needs and availability etc. 
Such content can be useful for disaster responders in 
coordinating response efforts, if processed effectively. 
However, identifying informative content from a substantial 
volume of irrelevant and noisy tweets during time-critical 
disaster situations is a challenging task [6]. Moreover, the 
character limit, uncommon abbreviations, and grammatical 
mistakes make the detection of informative content even more 
challenging [7]. 

Prior research works have explored classical machine 
learning-based techniques for the automated analysis of SM 
texts in the context of disasters [8, 9]. However, in recent 
years, there has been a notable shift towards the application of 
deep learning (DL) in the analysis of SM text for disaster 
response [7]. DL has evinced great performance across diverse 
domains [10-12]. Different DL techniques, including CNN [13, 
14], LSTM [15], and Bi-LSTM [16] have been explored for 
disaster-related tweet classification. 

While significant work has been done to analyze SM data 
related to disasters, the majority of the existing studies rely on 
traditional non-contextual models within natural language 
processing (NLP), such as GloVe, Word2Vec (W2V), Bag-of-
words (BoW), etc. These models process text sequences in a 
unidirectional manner, which limits their ability to accurately 
capture the nuanced context of a tweet sequence. This 
limitation can lead to inaccurate classification, especially in 
disaster situations where words like "fire," "flood," and 
"earthquake" may be used metaphorically. This underscores the 
need for advanced models capable of understanding the context 
of disaster-related tweets for the accurate detection of 
informative content. 

In the most recent advancements within NLP, researchers 
have introduced a spectrum of transfer learning methods and 
models, notably BERT [17], RoBERTa [18], and DistilBERT 
[19], among others. These models have demonstrated 
substantial enhancements across various NLP tasks [20]. They 
are based on the approach of bidirectional training of 
transformer-based neural networks to learn the contextual 
numeric representation of text sequences. This enables them to 
capture the complete context of a given text sequence, resulting 
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in superior performance compared to conventional non-
contextual models [21]. However, they often require significant 
computational resources due to their large size and complexity. 

In the context of disaster response, where speed and 
efficiency are paramount, the DistilBERT transformer emerges 
as a promising choice among others. It offers significant 
advantages in terms of computational efficiency due to its 
smaller size and faster processing. Despite its demonstrated 
performance and computational efficiency in various real-time 
applications like fraud detection [22] and network traffic 
classification [23], the application of DistilBERT to time-
critical disaster management applications remain largely 
unexplored. 

This study aims to fill this research gap by harnessing the 
capabilities of DistilBERT to offer an effective and 
computationally efficient solution for the specific task of 
detecting disaster-related informative content on SM. Our 
novel approach integrates DistilBERT with a Feed Forward 
Neural Network (FFNN) and employs multistage finetuning of 
the model on balanced benchmark datasets of real-world 
disaster data. The integration of DistilBERT with FFNN 
provides a simple and computationally efficient architecture, 
while the multistage finetuning enables a deeper adaptation of 
the model to the disaster domain, leading to demonstrably 
improved performance. The contributions of this study are 
outlined below: 

 A new context-aware transfer learning approach is 
proposed that integrates DistilBERT with a FFNN and 
involves multistage finetuning of the model to adapt it 
to the disaster domain for enhanced detection of 
disaster-related informative content. 

 Different model variants are designed using DistilBERT 
and several DL models like CNN, LSTM, and Bi-
LSTM to evaluate the proposed model. 

 This study addresses the issue of data imbalance, by 
employing random down sampling technique to balance 
the distribution of classes. This ensures that the model 
is not biased towards the majority class, thus providing 
unbiased results. 

 Through comprehensive ablation studies, this study 
systematically investigates the impact of multistage 
finetuning, context-aware representation of tweets, and 
data balancing on the proposed model's performance. 

 The proposed model is compared with various state-of-
the-art (SOTA) baseline methods including non-
contextual and context-aware transformer-based 
methods. 

 The remaining sections of this paper are arranged as 
follows: The related works are covered in Section II. 
Section III covers the methodology. Section IV includes 
the experimental set up. Section V reports the 
experimental results. Section VI provides a discussion 
of the results. Lastly, Section VII concludes this study 
with the future work. 

II. RELATED WORK 

Over the years, extensive research has been carried out and 

numerous methods have been proposed to extract disaster-

related information useful for humanitarian organizations from 

SM. We group the existing studies into two categories: non-

contextual methods and context-aware methods. 

A. Non-contextual Methods 

Preliminary studies in this field have mostly employed 
traditional NLP techniques like BoW along with classical ML 
algorithms to classify disaster-related SM content. In study [9], 
the authors presented a system called Tweedr to identify tweets 
mentioning damage or human fatalities information using a 
Logistic Regression classifier with BoW features. The authors 
in [24] extracted situational awareness information from both 
Hindi and English tweets using lexical and syntactic features 
with an SVM classifier. In another work [25], the authors 
employed an SVM classifier along with BoW features to detect 
tweets related to floods during Manila flooding. 

Researchers have also focused on the detection of various 
information categories present in disaster tweets. In study [26], 
the authors trained a Naïve Bayes classifier on unigram, 
bigram, POS, and binary features using the Joplin 2011 tornado 
disaster dataset to classify tweets into “Caution and advice”, 
“Fatality”, “Injury”, “Offers of Help”, “Missing” and “General 
Population Information”. In another work, a system called 
AIDR [8] has been developed for identifying informative 
tweets during disasters. This system extracts features based on 
BoW model from the tweets and then classifies them into user 
defined categories such as „donations,‟ „damage‟ etc. 

Additionally, deep neural networks with different word 
embedding models have been utilized in disaster domain 
utilizing SM datasets. The authors in study [13, 14] presented 
CNN-based systems for identifying disaster related SM posts 
during disasters. They utilized general and domain specific 
word embedding models for generating features. [15] designed 
a two-layer LSTM model combined with pretrained GloVe 
word embeddings for classifying tweet texts of seven different 
disaster events into informative and not-informative binary 
categories. In another work [16], the authors employed a Bi-
LSTM with pre-trained GloVe embeddings for classifying 
disaster-related SM textual content. 

B. Context-Aware Methods 

With advancements in NLP, researchers have begun to 
employ pretrained transformer-based architectures in disaster 
domain to enhance the detection of useful disaster-related 
information from SM. The authors in study [27] finetuned the 
BERT model for adapting it to the task of identifying 
informative tweet texts during disasters. In another work [28], 
the authors provided a RoBERTa based method, an extension 
of BERT, for identifying disaster related informative tweet 
texts. They fine-tuned the architecture to adapt the model to the 
disaster-specific task. 

From the aforementioned studies, it is evident that 
prevailing methods have majorly relied on traditional non-
contextual language models for processing disaster-related SM 
texts. While a limited number of recent studies have explored 
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context-aware transformer-based approaches, they typically 
employ resource-intensive models. Besides imbalanced 
datasets have been used, which may result in biased outcomes. 

III. METHODOLOGY 

Detecting disaster-related informative content on SM 
effectively and efficiently is crucial for effective disaster 
response. The problem is framed as a binary classification task: 
given a tweet, detect whether it is an informative or 
not_informative tweet. An informative tweet offers valuable 
details such as information about affected individuals, the 
extent of infrastructure damage, and resource requirements. 
Conversely, a non-informative tweet lacks crucial information 
related to humanitarian organizations or victims. We propose a 
new context-aware transfer learning approach leveraging the 
computational efficiency of the DistilBERT language model. 
Our methodology integrates DistilBERT with a FFNN and 
employes a multistage finetuning process for improved 
detection performance. We first provide an overview of the 
DistilBERT language model and subsequently present our 
proposed model (DistilBERT+FFNN), followed by multistage 
finetuning process in detail. 

A. DistilBERT 

DistilBERT is a distilled variant of BERT, an advanced 
bidirectional pretrained language model based on transformer 
encoded architecture. It is pretrained on a sizable dataset made 
up of the Wikipedia and Toronto Book Corpus. The reason for 
choosing DistilBERT is that it is lightweight than the BERT 
model in terms of parameters and runs 60% faster than BERT. 
The description of DistilBERT parameters is shown in Table I. 

TABLE I.  DISTILBERT PARAMETERS 

Parameter Name Value 

Number of Layers 6 

Hidden States Size 768 

Attention Heads 12 

Number of Parameters 66 million 

DistilBERT comprises six stacked encoders, enabling it to 
encode the semantic and syntactic information in the tweet 
sequences as, shown in Fig. 1. The DistilBERT implements a 
multi-headed self-attention mechanism that captures 
information from each attention head. This enables the model 
to look at all the surrounding words in the input tweet 
sequence, allowing for a better understanding of a word in a 
particular context. 

 
Fig. 1. DistilBERT architecture. 

This stands in contrast to other text processing models like 

W2V and GloVe, which generates context-independent 

embeddings by processing the text sequence in a 

unidirectional manner. Thus, it can represent each word with a 

single vector regardless of contextual variations. 

B. Proposed Model 

The proposed model is an amalgamation of DistilBERT 
and an FFNN, leveraging their complementary capabilities to 
enhance the performance of disaster-related informative 
content detection task. The DistilBERT is utilized to extract 
contextual numeric representation of disaster tweet sequences, 
and the FFNN refines these representations into high-level 
abstract features for the final prediction. Importantly, FFNN 
introduces a layer of simplicity to the architecture, ensuring 
that the model retains its computational efficiency, while 
maintaining high performance. Fig. 2 illustrates the complete 
model architecture, showcasing the flow from DistilBERT to 
FFNN. 

To obtain context-aware vector representation of the 
preprocessed tweets from DistilBERT model, tweets must be 
transformed into a format understandable by DistilBERT. For 
this, the tweets are passed to the batch_encode_plus method of 
DistilBertTokenizer class from the transformers package. It 
performs the following operations to transform the textual data 
into an appropriate format: 

 Tokenization: Splitting the tweet text sequence into a 
list of words or sub-words called tokens. 

 Padding: Making the length of the tweet sequences 
equal in case of the unequal sequence lengths. 

 Adding special tokens: Adding special tokens such as 
[CLS], which stand for classification, and [SEP], which 
stands for separation, to indicate the beginning and the 
end of each sentence, respectively. 

 Encoding: Substituting tokens with their corresponding 
IDS. 

 Adding attention mask: Including an attention mask, a 
binary array guiding the model on which tokens to 
focus on it and which to ignore. 

For each tweet, the batch_encode_plus method returns two 
sequences (input IDs along with attention mask), which are 
then input to the DistilBERT. The DistilBERT model outputs 
hidden states of shape (batch_size, sequence_length,  
hidden_size), representing the word-level/token-level 
embedding output of DistilBERT‟s layers. In this study, the 
output of the last hidden state is considered as it typically leads 
to the best empirical results [29]. Moreover, instead of using 
the word-level/token-level representation, the sentence-level 
representation of the sequence is used by taking the output for 
the [CLS] token, denoted as R[CLS]. The sentence-level 
embedding R[CLS] provides the overall context of the entire 
sequence of tweet text. R[CLS] is a 2D tensor of shape 
(batch_size, hidden_size), which is passed to the next 
component of our model i.e., FFNN for predicting whether a 
tweet is informative or not-informative. 
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Fig. 2. Proposed model (DistilBERT+FFNN) for the detection of disaster-related informative tweets. 

The FFNN is comprised of two dense layers: a hidden layer 
and an output layer. The hidden layer uses a popular Rectified 
Linear Unit (ReLU) activation function. The ReLU function is 
computed as shown in Eq. (1) and Eq. (2): 

(𝑥) = max(0, 𝑥)   (1) 

 (𝑥)  {
  𝑥   
𝑥 𝑥   

    (2) 

It outputs 0 for every value of x < 0 and x itself for all 
values of x>0. The output of the FFNN is computed as shown 
in the formula in Eq. (3) and Eq. (4): 

  ∑   
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where, f is an activation function (i.e., sigmoid for the 
output layer), X is the previous layer output, W is the weight 
matrix, n is the number of inputs from the incoming layer, and 
B is the bias. 

The output of the sigmoid function is always between 0 and 
1. The sigmoid activation function is computed in Eq. (5). 

   
 

        (5) 

where, y' is the model‟s predicted value, z is the output 
generated by the last layer of FFNN as computed in (3). Since, 
the number of classes is two in our case, Binary Cross Entropy 
(BCE) loss function is employed which computes how far the 
model deviates from the correct prediction i.e., error as 
illustrated in Eq. (6). 
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where N is the training set size, yi and yi' is the actual class 
label and predicted value for the i

th
 sample in the dataset. BCE 

outputs a loss value that tells how wrong the models‟ 
predictions are. The lower the loss value, the higher the 
model‟s performance in making accurate predictions. 

C. Multistage Finetuning Procedure 

This study employs a multistage finetuning approach to 
finetune the proposed model. In this approach, the proposed 
model undergoes finetuning in a series of two stages. In the 
first stage (stage-1), the DistilBERT model is frozen and only 
the FFNN undergoes finetuning. This allows the FFNN to learn 
the task-specific knowledge without altering the general 
knowledge acquired by DistilBERT during pretraining. The 
model is trained for six epochs using Adam optimizer with a 
learning rate of 5e-5 and batch-size of 64. During the error 
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back-propagation, the pretrained weights of DistilBERT will 
remain unchanged; only the FFNN will learn. Once, the 
weights of FFNN are learned in the subsequent stages (stage-
2), the DistilBERT layers are unfrozen, and the entire 
architecture undergoes further finetuning for six additional 
epochs. The pretrained DistilBERT weights also get updated 
during finetuning, implying that the error gets back-propagated 
through the entire architecture. A lower learning rate is set to 
prevent significant updates to the gradient. A callback 
mechanism is used to stop the training process when the model 
has stopped improving. The DistilBERT attention dropout and 
DistilBERT dropout are also slightly increased from their 
default values. This two stage finetuning process allows the 
model to further adapt to our task and improve overall 
performance. 

IV. EXPERIMENTAL SETUP 

This section presents the setup for experiments, including 
datasets used, evaluation metrics, model variants, baseline 
methods, and training details. 

A. Dataset Description and Pre-Processing 

The current study evaluates the proposed model on a real-
world disaster tweet dataset called CrisisMMD [30]. This 
dataset encompasses tweets from seven disaster events broadly 
annotated into informative and not_informative classes. A few 
examples of informative and not_informative tweets from the 
CrisisMMD dataset are shown in Fig. 3. An overview of the 
number of tweets present in each disaster dataset is provided in 
Table II and the class distribution of each disaster dataset can 
be seen in Fig. 4. 

Before conducting any experiments, the datasets are 
cleaned by eliminating duplicate tweets, hashtags, URLs, user 
mentions and various symbols such as “@,” “!”,“#”, “&,” and 
“%”. As can be observed from Fig. 4, the dataset is 
imbalanced, to address the class imbalance and ensure equal 
representation of informative and not_informative tweets, a 
balanced sample is obtained using random down-sampling. 
This simple and effective technique reduces the majority class 
to match the size of the minority class. Finally, a total count of 
about 8.6k tweet samples from the CrisisMMD dataset are used 
for subsequent processing. From each event dataset 70% tweet 
samples are used for training, 10% are used for validation, and 
the remaining 20% are used for testing the model‟s 
performance. 

TABLE II.  CRISISMMD DATASET DETAILS 

Disaster event #Tweets 

Hurricane Harvey 4434 

Hurricane Maria 4556 

Hurricane Irma 4504 

Sri Lanka Floods 1022 

Iraq-Iran Earthquake 597 

Mexico Earthquake 1380 

California Wildfires 1588 

 
Fig. 3. Examples of informative and not_informative tweets from the 

CrisisMMD dataset. 

 
Fig. 4. CrisisMMD class distribution. 

B. Evaluation Metrics 

To assess our proposed model‟s performance, several 
metrics are used: 

1) Precision (P): shows the proportion of correctly 

predicted informative tweets to the total predicted informative 

tweets and is equal to: 

  
  

     
   (7) 

2) Recall (R): shows the proportion of correctly predicted 

informative tweets to the total actual informative tweets and is 

equal to: 

  
  

     
   (8) 

3) F1-Score (F1): merges the precision and recall by 

computing their harmonic mean, as: 

     
   

   
   (9) 
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where, TP indicates “True Positive”, which means an 
informative tweet is correctly predicted as informative. TN 
indicates “True Negative”, which means a not_informative 
tweet is correctly predicted as not_informative. FP indicates 
“False Positive”, which means a not_informative tweet is 
incorrectly predicted as informative, and FN indicates “False 
Negative”, which means an informative tweet is incorrectly 
predicted as not_informative. 

C. Model Variants 

To evaluate the effectiveness of the proposed model 
(DistilBERT+FFNN), we design three different model variants. 
These variants are formed by integrating DistilBERT with 
various popular DL architectures specifically CNN, LSTM, 
and Bi-LSTM. The description of each model variant is 
provided below. 

1) DistilBERT+CNN: CNN is combined on top of 

DistilBERT as a classification component and the input to 

CNN is a 2-dimensional tensor   obtained from DistilBERT. 

This tensor undergoes a convolution operation with a filter 

matrix, generating a new feature map through element-wise 

multiplication. The resulting feature map is then subjected to a 

pooling layer, extracting maximum values to form a pooled 

output. This output is subsequently fed into the output layer, to 

determine the tweet's class as shown in Eq. (4). 

2) DistilBERT+LSTM: An LSTM is used on top of 

DistilBERT and the input to the LSTM is DistilBERT output. 

An LSTM comprises recurrently connected memory units. 

Each unit comprises of a cell state, an input gate, an output 

gate and a forget gate. The cell state keeps information over 

arbitrary periods, and the information flow into and out of the 

cell state is governed by the gates. This allows the model to 

retain important information. The output from the LSTM layer 

is fed to an output layer for classification as shown in Eq. (4). 

3) DistilBERT+Bi-LSTM: Another variant is designed by 

using a Bi-LSTM on top of DistilBERT. A Bi-LSTM layer 

trains two separate LSTM layers of opposite directions 

(forward and backward) simultaneously on the input generated 

from DistilBERT and then concatenates the outputs from both 

layers. This output is fed to a final output dense layer for 

classifying tweets into informative and not-informative classes 

as shown in Eq. (4). 

D. Baseline Methods 

The proposed model is further evaluated by comparing it 

against the SOTA baseline methods for disaster-related 

informative content detection. These methods are grouped into 

two categories: non-contextual methods and context-aware 

methods. A brief description of each baseline method is 

provided below: 

1) Non-contextual methods: 

a) W2V-CNN [13]: The authors in [13] employed a CNN 

model with filters of different sizes for identifying disaster 

related SM posts. They used general pretrained W2V 

embeddings with the CNN model. 

b) CW2V-CNN [14]: The authors in [14] used a 

pretrained crisis embedding model (CW2V) [31] and trained a 

custom CNN with different filters to identify disaster related 

SM posts during a disaster. 

c) GloVe-LSTM [15]: The authors in [15] used a 

pretrained GloVe word embeddings of 100 dimension with a 

2-layer LSTM model for identifying informative textual 

content from SM during disasters. 

d) GloVe-Bi-LSTM [16]: The authors in [16] used a 

pretrained GloVe word embeddings of 300 dimension along 

with a Bi-LSTM neural network for detecting informative 

textual content from SM during disasters. 

2) Context-aware methods: 

a) Finetuned-BERT [27]: The authors in [27] finetuned 

BERT for classifying SM textual posts into informative and 

not_informative classes during disasters. 

b) Finetuned-RoBERTa [28]: The authors in [28] used a 

variant of BERT called RoBERTa and finetuned it for 

identifying informative SM textual posts during disasters. 

All of these baseline methods have used the CrisisMMD 
dataset, with the exception of W2V-CNN [13], CW2V-CNN 
[14]. For these specific methods, we rely on results computed 
in [32] on the same CrisisMMD dataset, to facilitate a 
comprehensive and consistent comparison in this study. 

E. Training Details 

All the experiments are executed using TensorFlow 
framework and Google Colab cloud platform with Python 
programming language. The optimal hyperparameters for the 
stage-1 and stage-2 of our model finetuning approach are listed 
in Table III and IV, respectively. 

TABLE III.  PARAMETERS FOR STAGE-1 OF FINETUNING 

Hyperparameter Value 

Learning rate 5e-5 

Number of epochs 6 

Batch Size 64 

Dropout 0.2 

TABLE IV.  PARAMETERS FOR STAGE-2 OF FINETUNING 

Hyperparameter Value 

Learning rate 2e-5 

Number of epochs 6 

Batch Size 64 

DistilBERT Dropout 0.2 

DistilBERT Attention Dropout 0.2 

V. EXPERIMENTAL RESULTS 

In this section, we present a comprehensive evaluation of 
the performance of the proposed model and its various variants 
employed in this study. Additionally, a thorough comparison is 
conducted between the proposed model and SOTA baseline 
methods. Finally, this section covers detailed ablation studies. 
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A. Proposed Model vs. Different Model Variants 

To demonstrate that the proposed model 
(DistilBERT+FFNN) is an effective model for the 
informativeness classification task, it is compared against 
different model variants, as discussed in Section C. The P, R, 
and F1 of the proposed model and the model variants on 
CrisisMMD dataset are reported in Table V, with bold values 
indicating the best results. As per the table, all the model 
variants exhibit good performance across seven disasters. The 
proposed model exhibits the highest P ranging from 73.12 to 
96.20, R in the range of 73.11 to 96.04, and F1 in the range of 
72.20 to 96.04. These results render the proposed model an 
effective choice for detecting disaster related informative 
content. 

B. Proposed Model vs. SOTA Baseline Methods 

In this subsection, we first present a performance 
comparison of the proposed model against non-contextual 
baseline methods. Next, we analyze the comparative 
performance of the proposed model with respect to context-
aware baseline methods. 

1) Proposed model vs. non-contextual baseline methods: 

The comparison of results in terms of F1 of the proposed 

model against non-contextual methods: W2V-CNN [13], 

CW2V-CNN [14], GloVe-LSTM [15] and GloVe-Bi-LSTM 

[16] are reported in Table VI. As per the results, the proposed 

model consistently outperforms the non-contextual methods 

across all disasters, with the exception of Hurricane Irma, 

where GloVe-LSTM [15] outperforms in terms of F1. On 

average, the proposed model significantly enhances F1, with 

an improvement ranging from 2.75% to 19.86%. 

2) Proposed model vs context-aware baseline methods: 

The efficacy of the proposed model is further validated 

through comparisons with recent transformer-based context-

aware methods: Finetuned-BERT [27] and Finetuned-

RoBERTa [28]. The corresponding results, expressed in terms 

of F1, are detailed in Table VII. A comprehensive 

examination of the table reveals that the proposed model 

outperforms Finetuned-BERT [27] across six out of seven 

disasters and surpasses Finetuned-RoBERTa [28] on five out 

of seven disasters from the CrisisMMD dataset. The proposed 

model exhibits an average F1 improvement of 5.47% over 

Finetuned-BERT [27] and 1.6% over Finetuned-RoBERTa 

[28]. 

C. Ablation Studies 

In this subsection, we conduct ablation experiments to 
investigate the effect of multistage finetuning, context-aware 
representation of tweets, and data balancing on the proposed 
model performance. 

1) Effect of multistage finetuning: To understand the effect 

of multistage finetuning on the model performance, we 

conduct a comparative analysis with a single stage (stage-1) 

finetuned model, where only the FFNN is finetuned while 

keeping DistilBERT parameters frozen. The results depicted 

in Fig. 5 report the F1 achieved with and without multistage 

finetuning on CrisisMMD dataset. From the results, consistent 

improvement is observed with multistage finetuning, where 

the model undergoes a series of two finetuning stages. 

Specifically, multistage finetuning boosts the performance by 

3.89% to 6.85% in terms of F1. This emphasizes the efficacy 

of multistage finetuning in enhancing the model's ability to 

capture and adapt to the nuances present in disaster-related 

tweets, resulting in improved performance. 

2) Effect of DistilBERT context-aware tweet 

representation: To evaluate the impact of context-aware tweet 

representation derived from DistilBERT on the 

informativeness classification task, additional experiments are 

performed, comparing DistilBERT against two non-contextual 

word embedding models. Experiments are designed where the 

FFNN classifier uses CW2V [33] and GloVe [34] embedding 

models. 

TABLE V.  COMPARISON OF THE PROPOSED MODEL VS. DIFFERENT VARIANTS 

Disasters 

Models 

DistilBERT+CNN DistilBERT+LSTM DistilBERT+Bi-LSTM Proposed Model 

P R F1 P R F1 P R F1 P R F1 

Hurricane Harvey 81.23  81.23 81.23 81.10 81.10 81.10 83.24 83.21 83.00 84.57 84.56 84.56 

Hurricane Maria 83.03 83.03 83.02 82.21  82.20 82.20 81.31 81.30 81.25 84.03 84.01 83.11 

Hurricane Irma 82.00 81.22 81.19 80.05 80.05 80.04 82.04 82.04 82.01 83.12 83.07 82.12 

Sri Lanka Floods 94.09 94.09 94.08 93.01 93.00 93.00 94.09 94.04 94.00 96.20 96.04 96.04 

Mexico Earthquake 71.10 71.09 71.09 73.06 72.31 71.40 73.19 73.01 72.24 73.19 73.17 73.17 

Iraq-Iran Earthquake 81.04 81.03 81.03 80.12 80.10 80.10 81.11 81.10 81.09 82.09 82.05 82.02 

California Wildfires 72.09 71.30 71.30 72.03  72.01 72.01 72.06 72.06 72.03 73.12 73.11 72.20 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

687 | P a g e  

www.ijacsa.thesai.org 

TABLE VI.  COMPARISON OF THE PROPOSED MODEL VS. NON-CONTEXTUAL BASELINE METHODS IN TERMS OF F1 

Disasters 
Methods 

W2V-CNN [13] CW2V-CNN [14] GloVE-LSTM [15] GloVe -Bi-LSTM [16] Proposed Model 

Hurricane Harvey 74.20 75.00 81.00 70.93 84.56 

Hurricane Maria 69.10 70.00 82.00 69.51 83.11 

Hurricane Irma 69.60 70.00 83.00 57.17 82.12 

Sri Lanka Floods 90.02 91.00 92.00 72.57 96.04 

Mexico Earthquake 64.20 64.00 71.00 51.83 73.17 

Iraq-Iran Earthquake 59.10 60.00 81.00 63.43 82.02 

California Wildfires 57.40 58.00 64.00 48.81 72.20 

Average F1 69.09 69.71 79.14 62.03 81.89 

TABLE VII.  COMPARISON OF THE PROPOSED MODEL VS. CONTEXT-AWARE BASELINE METHODS IN TERMS OF F1 

Disasters 
Methods 

Finetuned-BERT [27] Finetuned-RoBERTa [28] Proposed Model 

Hurricane Harvey 83.00 84.50 84.56 

Hurricane Maria 79.00 88.00 83.11 

Hurricane Irma 73.00 82.00 82.12 

Sri Lanka Floods 96.00 95.50 96.04 

Mexico Earthquake 78.00 74.00 73.17 

Iraq-Iran Earthquake 63.00 72.50 82.02 

California Wildfires 63.00 65.50 72.20 

Average F1 76.42 80.29 81.89 
 

 

Fig. 5. F1 of the proposed model with and without multistage finetuning. 

The CW2V is a 300-dimensional embedding, pretrained 
using W2V model on disaster related Twitter corpus. GloVe is 
a pretrained 100-dimensional embedding trained on Wikipedia 
and web text words. Fig. 6 depicts the F1 of the proposed 
model and non-contextual models. Our investigation reveals 
that the context-aware representation generated by DistilBERT 
model improves the results across all disasters compared to the 
non-contextual models. Overall, with DistilBERT, a significant 
improvement in the range of 8.11% to 19.56% compared to 

GloVe and 9.75% to 21.2% compared to CW2V in F1 is 
achieved across seven disasters. These results clearly highlight 
that DistilBERT model captures better contextual information 
from tweet sequences leading to better detection performance 
than GloVe and CW2V models. 

 

Fig. 6. F1 of the proposed model and non-contextual models. 

3) Effect of data balancing: As mentioned earlier, the 

datasets are imbalanced, and random down sampling is 

employed to ensure a balanced representation. Table VIII 

presents a comparative analysis of the proposed model's 
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performance in terms of F1 when trained on imbalanced and 

balanced dataset. From the table, it can be concluded that the 

model‟s performance is notably enhanced, showcasing 

improved and unbiased results when trained on balanced 

datasets. On the other hand, training on imbalanced datasets 

leads the model to disproportionately learn from the majority 

class, thereby introducing bias towards that class. 

TABLE VIII.  F1 ANALYSIS OF THE PROPOSED MODEL ON IMBALANCED VS. 
BALANCED DATASET 

Disasters 

Class 

0 (not_informative) 

1 (informative) 

Imbalanced Balanced 

Hurricane 

Harvey 

0 61.51 84.69 

1 86.24 84.43 

Hurricane 
Maria 

0 73.89 82.92 

1 89.33 83.30 

Hurricane 

Irma 

0 61.45 82.03 

1 80.24 82.21 

Sri Lanka 
Floods 

0 94.42 95.59 

1 71.09 96.49 

Mexico 

Earthquake 

0 48.80 73.10 

1 79.02 73.24 

Iraq-Iran 
Earthquake 

0 42.87 82.00 

1 79.86 82.04 

California 

Wildfires 

0 36.58 72.10 

1 87.45 72.30 

VI. DISCUSSION 

Upon a thorough evaluation of our proposed model on 
seven real-world disasters from a benchmark CrisisMMD 
dataset, it stands out as both effective and computationally 
efficient for the informativeness classification task. In the 
performance comparison between the proposed model and its 
variants, it is noteworthy that the integration of CNN, LSTM, 
and Bi-LSTM DL models with DistilBERT does not enhance 
the classification performance. Conversely, a simple FFNN 
proves sufficient for extracting high-level abstract features 
from the contextualized representations generated from 
DistilBERT. The results confirm the effectiveness of the 
proposed model for the informativeness classification task. The 
outperformance of the proposed model against non-contextual 
methods based on W2V, CW2V and GloVe models 
underscores the importance of context-aware representation of 
tweets in the effective detection of disaster-related informative 
content. The comparison of the proposed model with SOTA 
context-aware methods based on BERT and RoBERTa, 
demonstrates clear advantages of the proposed model in the 
detection performance. While BERT and RoBERTa are 
powerful transformer architectures renowned for their 
contextual understanding, require significant computational 
resources due to their large size and complexity. The proposed 
model built on DistilBERT known for its enhanced 
computational efficiency capitalizes on the efficiency gains 
through the multi-stage fine-tuning process. The ablation 
experimental results provide deeper insights, emphasizing the 

advantages of our multistage finetuning approach for 
significantly enhancing overall model performance. 
Additionally, the combination of DistilBERT with an FFNN, 
and data balancing collectively contributes to the effective and 
computationally efficient detection of disaster-related 
informative content on SM. This positions the model as well-
suited for time-critical disaster response applications. 
Nevertheless, one of the limitations of this study is that it 
considers only English language tweets, while people often 
communicate in their native language during disasters. So, 
multilingual transformer-based models are worth investigating 
to tackle multi-linguality issues. 

VII. CONCLUSION AND FUTURE WORK 

In the realm of disaster management, this study introduces 
a novel context-aware transfer learning approach harnessing 
the computational efficiency of DistilBERT for the detection of 
disaster-related informative content on SM. Our methodology 
integrates DistilBERT with an FFNN, providing a simple yet 
effective architecture. A key feature of our approach involves 
multistage finetuning of the model on seven real-world 
disasters, resulting in improved detection performance. 

This work contributes to the broader goal of improving the 
effectiveness and efficiency of disaster response systems using 
NLP and AI technologies. By developing a specialized model 
for disaster-related informative content detection, we aim to 
provide a valuable tool for disaster response organizations to 
better identify critical information during disasters and provide 
situational awareness to decision-makers. The model can be 
implemented in any system for filtering actionable informative 
content during disasters from irrelevant content, enabling 
disaster responders to improve their ability to deliver help and 
make well-informed decisions. Furthermore, the proposed 
model holds promise for diverse domains such as epidemics 
and civil unrest monitoring on SM. With domain-specific 
finetuning, it can be readily adapted to identify informative 
content during outbreaks, protests, or other volatile situations 
enabling real-time interventions. 

In the future, we plan to extend this work for identifying 
and categorizing multimodal informative content into distinct 
humanitarian information categories, including "affected 
individuals", "infrastructural damage", “help and rescue”, 
“resource needs” etc. to enable a more targeted and efficient 
disaster response. Moreover, we recognize the need to explore 
cross-domain informative content detection, particularly in 
situations where labeled data for the ongoing disaster might be 
scarce or unavailable. 
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