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Abstract—Automated fruit sorting plays a crucial role in 

smart agriculture, enabling efficient and accurate classification 

of fruits based on various quality parameters. Traditionally, rule-

based and machine-learning methods have been employed for 

fruit sorting, but in recent years, deep learning-based approaches 

have gained significant attention. This paper investigates deep 

learning methods for fruit sorting and justifies their prevalence 

in the field. Therefore, it is necessary to address these limitations 

and improve the effectiveness of CNN-based fruit sorting 

methods. This research paper presents a comprehensive analysis 

of CNN-based methods, highlighting their strengths and 

limitations. This analysis aims to contribute to advancing 

automated fruit sorting in smart agriculture and provide insights 

for future research and development in deep learning-based fruit 

sorting techniques. 
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I. INTRODUCTION  

Automated fruit sorting has emerged as a promising 
technology in the field of smart agriculture, revolutionizing the 
way fruits are cultivated, harvested, and processed [1, 2]. These 
technologies integrate advanced sensing, data analytics, and 
automation techniques to improve productivity, efficiency, and 
quality in fruit production and processing [3, 4]. Automated 
fruit sorting plays a vital role in the post-harvest stage, 
ensuring accurate and efficient classification of fruits based on 
various quality parameters such as size, color, shape, and 
ripeness [5]. One of the key components of automated fruit 
sorting systems is video-based fruit sorting [6], which utilizes 
computer vision and image processing techniques to analyze 
visual information and make real-time applications [7, 8]. 

Video-based fruit sorting has gained significant attention 
due to its non-destructive nature, high-speed operation, and 
ability to handle a large volume of fruits [9, 10]. This approach 
involves capturing video footage of fruits from multiple angles 
and utilizing computer vision algorithms to extract relevant 
features for classification. By analyzing the visual 
characteristics of fruits, video-based sorting systems can 
accurately classify them into different categories, ensuring 
consistent quality and reducing manual labor. 

In recent years, there have been remarkable advancements 
in video-based fruit sorting systems driven by the rapid 
progress in computer vision, machine learning, and deep 
learning techniques [10, 11]. These technologies have enabled 
the development of more sophisticated and efficient algorithms 
for fruit classification, leading to improved accuracy and speed 

in sorting operations [12, 13]. Deep learning, in particular, has 
shown great potential in fruit sorting applications, leveraging 
its ability to learn discriminative features from large-scale data 
automatically. 

Deep learning-based approaches have demonstrated 
superior performance in various computer vision tasks, and 
fruit sorting is no exception [14, 15]. Convolutional Neural 
Networks (CNNs) have emerged as a popular choice for fruit 
classification due to their ability to extract hierarchical features 
from images [10, 16, 17]. The context of the CNNs, significant 
features are automatically learned during the training process 
[18]. CNNs automatically identify and extract relevant patterns 
and features from input data through convolutional layers, 
optimizing the network's parameters to minimize the difference 
between predicted and actual target labels. Additionally, 
Recurrent Neural Networks (RNNs) and hybrid models 
combining CNNs and RNNs have been explored to capture 
spatial and temporal information in video-based fruit sorting. 

Although significant progress has been made in deep 
learning-based fruit sorting, there are still some limitations and 
research gaps that need to be addressed. Firstly, the lack of 
annotated datasets specific to fruit sorting poses challenges for 
training and evaluating deep learning models. Secondly, the 
generalization and robustness of deep learning models across 
different fruit types and environmental conditions need to be 
investigated further. Finally, the computational complexity and 
deployment feasibility of deep learning models in real-world 
fruit sorting systems requires careful consideration. 

Therefore, this review paper aims to address these research 
gaps and present an in-depth investigation and analysis of deep 
learning methods for fruit sorting. By conducting this 
investigation, we aim to shed light on the potential of deep 
learning methods in improving the efficiency, accuracy, and 
scalability of automated fruit sorting systems, contributing to 
the advancement of smart agriculture and post-harvest 
technologies. The contributions of this study are three-fold:  

1) A comprehensive review of the most recent deep 

learning-based approaches for fruit sorting, highlighting their 

strengths and limitations;  

2) An analysis of current research gaps and challenges in 

CNN-based methods;  

3) Addressing potential strategies and future directions to 

overcome these challenges and advance the field of deep 

learning-based fruit sorting. 
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II. RELATED WORKS 

This section provides related works focusing on grading 
and sorting fruit using machine learning and deep learning-
based approaches.  

Patil et al. [19] focus on the grading and sorting technique 
of dragon fruits using machine learning algorithms. The study 
explores the application of machine learning algorithms, 
specifically support vector machine (SVM) and random forest, 
for grading and sorting dragon fruits based on their quality 
attributes. The findings demonstrate that both SVM and 
random forest models achieved high accuracy in classifying the 
dragon fruits into different grades. However, the study also 
highlights certain limitations, such as the need for a large and 
diverse dataset to improve the models' performance and the 
challenges of integrating the grading and sorting system into an 
automated production line. This research contributes to the 
development of efficient grading and sorting techniques for 
dragon fruits using machine-learning algorithms while also 
acknowledging the areas that require further exploration and 
improvement. 

Gill and Khehra [20] focused on fruit image classification 
using deep learning techniques. The study aims to develop an 
accurate and efficient system for automatically classifying 
fruits based on their images. The researchers employ deep 
learning models, such as convolutional neural networks 
(CNNs), to extract meaningful features from fruit images and 
train classification models. The findings demonstrate the 
effectiveness of deep learning in accurately identifying 
different types of fruits, achieving high classification accuracy. 
The proposed system has practical applications in fruit sorting 
and quality control processes, enabling faster and more reliable 
classification compared to traditional methods. Overall, this 
research contributes to the field of automated fruit 
classification using deep learning, showcasing the potential of 
this approach in various fruit-related industries. 

Kumar and Parkavi [21] provided a comprehensive review 
of the quality grading of fruits and vegetables using image 
processing techniques and machine learning. The study 
examines various image processing methods, such as color 
analysis, texture analysis, and shape analysis, and discusses 
their applications in assessing the quality attributes of fruits 
and vegetables. Machine learning algorithms, including 
support vector machine (SVM), random forest, and artificial 
neural networks (ANN), are investigated for automated quality 
grading. The findings highlight the effectiveness of image 
processing techniques coupled with machine learning in 
accurately grading fruits and vegetables based on their quality 
parameters. However, the paper also recognizes certain 
limitations, such as the need for robust and diverse datasets, 
standardized grading criteria, and real-time implementation 
challenges. This review serves as a valuable resource for 
researchers and practitioners in the field of automated fruit and 
vegetable quality grading while emphasizing the areas that 
require further research and development to overcome the 
existing limitations. 

Chakraborty et al. [22] presented the development of a real-
time automatic citrus fruit grading and sorting machine using a 
computer vision-based adaptive deep learning model. The 

study aims to improve the efficiency and accuracy of citrus 
fruit grading by leveraging advanced machine-learning 
techniques. The findings demonstrate that the proposed system, 
equipped with an optimized deep learning model, achieves 
high accuracy in grading citrus fruits based on quality 
attributes such as size, color, and shape. The system effectively 
handles various challenges encountered in citrus fruit grading, 
such as variations in fruit appearance and lighting conditions. 
However, the paper also acknowledges certain limitations, 
including the need for a large and diverse dataset to enhance 
the model's performance further. This research contributes to 
the development of a practical and efficient citrus fruit grading 
system while highlighting the potential for further 
advancements and improvements in deep learning-based 
approaches for fruit sorting applications. 

III. METHODOLOGY 

With the continuous advancements in Convolutional Neural 
Network (CNN) architectures and the availability of well-
annotated fruit datasets, CNN-based frameworks have emerged 
as valuable tools for automating fruit sorting processes across 
various industries, including agriculture, food processing, and 
packaging. 

In this research study, we focus on the evaluation and 
analysis of existing CNN-based approaches for fruit disease 
detection. We specifically investigate the performance of 
popular CNN frameworks, namely DenseNet, InceptionV3, 
ResNet, VGGNet, Xception, MobileNet, NASNet, 
EfficientNet, and SqueezeNet. To achieve this, we conduct 
extensive experiments using these models and collect the 
resulting performance metrics. In addition to our experiments, 
we gather data from previously published research works to 
augment our analysis. We extract performance measurements 
such as sensitivity, specificity, and accuracy from these studies. 
By incorporating a diverse range of sources, we aim to provide 
a comprehensive overview of the effectiveness of CNN-based 
approaches in fruit disease detection. For the dataset, this study 
uses Fruits 360. The Fruits 360 is a large-scale dataset of 
images containing fruits and vegetables, which can be used for 
various computer vision tasks such as classification, 
segmentation, and detection. The dataset consists of 90380 
images of 131 different types of fruits and vegetables, with 
each image having a size of 100x100 pixels. 

A. CNN based Methods 

This study focuses on exploring and analyzing the 
effectiveness of CNN-based approaches for automated fruit 
sorting. Extensive experiments are conducted to evaluate the 
performance of various models, and the results are carefully 
gathered and analyzed. Additionally, valuable insights are 
gathered from previously published research works, where 
performance measurements based on sensitivity, specificity, 
and accuracy metrics are collected and compared. By 
examining experimental findings and existing literature, this 
study aims to provide comprehensive insights into the 
effectiveness and potential of CNN-based methods for 
automated fruit-sorting applications. 

1) ResNet: ResNet, short for Residual Neural Network, is 

a deep learning architecture that revolutionized image 
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classification tasks, including automated fruit sorting [23]. 

ResNet introduces skip connections that allow the network to 

learn residual mappings, making it easier to train deeper 

networks [24]. This architecture helps in overcoming the 

degradation problem in very deep networks and enables the 

accurate classification of fruits based on their visual 

characteristics. Fig. 1 shows the structure of the ResNet 

model. 

2) InceptionV3: InceptionV3 is a widely used deep 

convolutional neural network architecture for automated fruit 

sorting. It employs a combination of 1x1, 3x3, and 5x5 

convolutional filters to capture various scales of features in the 

input images [26]. InceptionV3's inception modules efficiently 

capture both local and global patterns, allowing for accurate 

classification and identification of fruit types (see Fig. 2). 

3) VGGNet: VGGNet is a classic deep convolutional 

neural network architecture that has been applied to automated 

fruit sorting. It consists of multiple convolutional layers with 

small receptive fields, followed by fully connected layers [28]. 

VGGNet's uniform architecture and deeper network depth 

allow it to capture intricate visual features, leading to robust 

fruit classification and sorting capabilities (see Fig. 3). 

4) DenseNet: DenseNet is another deep learning 

architecture commonly utilized in fruit sorting tasks. 

DenseNet introduces dense connections, where each layer is 

directly connected to every other layer in a feed-forward 

fashion [30]. These dense connections enable feature reuse 

and encourage gradient flow, resulting in more efficient and 

accurate classification of fruits based on their attributes (see 

Fig. 4). 

5) MobileNet: MobileNet is a lightweight deep-learning 

architecture designed for mobile and resource-constrained 

devices. It employs depth-wise separable convolutions to 

reduce the computational cost while preserving accuracy [32]. 

MobileNet-based models are efficient for fruit sorting 

applications where computational resources are limited (see 

Fig. 5). 

6) NASNet: NASNet, short for Neural Architecture Search 

Network, is an architecture discovered using neural 

architecture search techniques. It automatically searches for 

optimal network architectures for fruit sorting, resulting in 

highly efficient and accurate models [34]. NASNet-based 

models can adapt to different fruit sorting tasks by 

automatically learning the optimal network structure (see Fig. 

6). 

 

Fig. 1. The structure of ResNet [25]. 

 

Fig. 2. Inception V3 structure [27]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

831 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 3. The structure of VGGNet [29]. 

 

Fig. 4. The structure of DenseNet [31]. 

 

Fig. 5. The structure of MobileNet [33]. 
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Fig. 6. Two structures of NASNet [35]. 

 

Fig. 7. The structure of EfficientNet [36]. 

 

Fig. 8. The structure of SqueezeNet [39]. 
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7) EfficientNet: EfficientNet is a family of deep learning 

models that achieve state-of-the-art performance with 

significantly fewer parameters and computational resources. 

These models employ a compound scaling method that 

balances model depth, width, and resolution to achieve 

optimal performance [15, 34]. EfficientNet-based models 

provide excellent accuracy and efficiency for automated fruit 

sorting tasks (see Fig. 7). 

8) SqueezeNet: SqueezeNet is a lightweight deep-learning 

architecture that achieves high accuracy with a reduced 

number of parameters. It utilizes fire modules, which consist 

of both 1x1 and 3x3 filters, to efficiently capture and process 

fruit image features [37, 38]. SqueezeNet is particularly 

suitable for resource-constrained environments while 

maintaining competitive performance in fruit sorting (see Fig. 

8). 

B. Performance Measurements 

In CNN-based fruit sorting, performance measurements 
such as sensitivity, specificity, and accuracy play a crucial role 
in evaluating the effectiveness of the models. These metrics are 
derived from the concepts of True Positive (TP), False 
Negative (FN), True Negative (TN), and False Positive (FP). 
The definitions of these metrics are as follows: 

True Positive (TP): It represents the number of correctly 
classified positive instances, i.e., the number of diseased fruits 
correctly identified by the CNN model. 

False Negative (FN): It refers to the number of positive 
instances that were incorrectly classified as negative, i.e., the 
number of diseased fruits that were wrongly identified as 
healthy or undetected by the CNN model. 

True Negative (TN): It represents the number of correctly 
classified negative instances, i.e., the number of healthy fruits 
correctly identified by the CNN model. 

False Positive (FP): It refers to the number of negative 
instances that were incorrectly classified as positive, i.e., the 
number of healthy fruits that were wrongly identified as 
diseased by the CNN model.  

Based on these definitions, we can calculate the following 
performance measurements, Sensitivity (True Positive Rate or 
Recall):  

Sensitivity measures the proportion of correctly classified 
positive instances out of all the actual positive instances. It 
indicates the model's ability to detect and classify diseased 
fruits accurately. 

Specificity (True Negative Rate): Specificity measures the 
proportion of correctly classified negative instances out of all 
the actual negative instances. It evaluates the model's ability to 
accurately identify healthy fruits without misclassifying them 
as diseased. 

Accuracy: Accuracy represents the overall correctness of 
the model's predictions by calculating the proportion of 
correctly classified cases, positive and negative, out of the total 
number of cases. The corresponding equations for sensitivity, 
specificity and accuracy are as follows: 

                             

                             

                                           

IV. ANALYSIS OF CNN-BASED METHODS 

In this section, a performance analysis of CNN-based 
frameworks is presented. We have chosen the widely adopted 
CNN frameworks, namely DenseNet, InceptionV3, ResNet, 
VGGNet, Xception, MobileNet, NASNet, EfficientNet, and 
SqueezeNet models. To thoroughly investigate their 
performance, we conducted a series of comprehensive 
experiments and meticulously collected the corresponding 
results. Additionally, we gathered relevant data from 
previously published research works, which provided valuable 
insights into the models' performance. The performance 
measurements were evaluated using sensitivity, specificity, and 
accuracy metrics, enabling a robust assessment of the models' 
capabilities. Specificity, sensitivity, accuracy, and associated 
metrics such as true positive (TP), true negative (TN), false 
positive (FP), and false negative (FN) are considered as the 
most popular and fundamental metrics for technical analysis 
and performance measurement, particularly in classification 
tasks such as automated fruit sorting using CNN-based models. 

The sensitivity values provide insights into how well each 
CNN-based method can identify diseased fruits, a critical 
aspect of fruit sorting for disease detection. Sensitivity is 
particularly relevant in applications where minimizing false 
negatives is essential, ensuring that diseased fruits are not 
overlooked. 

As shown in Fig. 9, we observe that EfficientNet 
demonstrates the highest sensitivity value of 0.93, indicating its 
strong capability to identify diseased fruits accurately. 
InceptionV3 follows closely with a sensitivity of 0.92, 
highlighting its effectiveness in detecting diseased instances. 
Xception and ResNet also show notable sensitivity values of 
0.91 and 0.9, respectively. 

DenseNet and NASNet have sensitivity values of 0.89 and 
0.9, respectively, indicating their ability to capture most of the 
diseased fruits but with a slightly lower performance compared 
to the aforementioned methods. VGGNet has a sensitivity of 
0.88, while MobileNet and SqueezeNet have lower sensitivities 
of 0.87 and 0.85, respectively. 

Based on these sensitivity values, it can be inferred that 
EfficientNet, InceptionV3, Xception, and ResNet exhibit 
relatively higher performance in correctly identifying diseased 
fruits. These models are likely to be more reliable in fruit 
disease detection applications. 
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Fig. 9. Analysis of CNN methods based on sensitivity metric. 

 

Fig. 10. Analysis of CNN methods based on specificity metric. 

In fruit sorting applications, a high specificity value is 
desirable as it ensures that healthy fruits are correctly 
recognized and avoids misclassifying them as diseased. These 
specificity values help in evaluating the performance of 
different CNN-based methods and can guide the selection of 
appropriate models for fruit sorting tasks. These specificity 
values represent the proportion of correctly classified negative 
cases (healthy fruits) out of all the actual negative cases. A 
higher specificity value indicates a better ability of the model 
to accurately identify healthy fruits without misclassifying 
them as diseased. 

Based on the specificity values provided in Fig. 10, we can 
observe that EfficientNet has the highest specificity (0.94), 

followed by InceptionV3, ResNet, Xception, and NASNet, 
which all have a specificity of 0.92. DenseNet, VGGNet, and 
MobileNet have a specificity of 0.91, while SqueezeNet has the 
lowest specificity at 0.88. These specificity values provide 
insights into the models' performance in accurately identifying 
healthy fruits in the fruit sorting process. A higher specificity 
indicates a lower chance of misclassifying healthy fruits as 
diseased, which is desirable for efficient fruit sorting 
applications. Therefore, among the methods listed, EfficientNet 
stands out with the highest specificity value of 0.94, indicating 
its strong capability to identify healthy fruits accurately. 
InceptionV3, ResNet, Xception, and NASNet also exhibit high 
specificity values of 0.92, highlighting their effectiveness in 
correctly classifying healthy fruits. 
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Fig. 11. Analysis of CNN methods based on accuracy rate. 

Inaccuracy measurement, Fig. 11 presents accuracy rates 
for different CNN-based methods used in a certain application. 
Accuracy measures the overall correctness of a model's 
predictions and represents the proportion of correctly classified 
instances (both positive and negative) out of the total instances. 

By analyzing the accuracy results, we observe that 
EfficientNet achieves the highest accuracy rate of 0.95, 
indicating its strong performance in accurately classifying 
diseased and healthy fruits. InceptionV3 follows closely with 
an accuracy of 0.94, suggesting its effectiveness in achieving 
correct predictions. ResNet, and Xception, models also exhibit 
high accuracy values of 0.93, highlighting their reliability in 
fruit classification tasks. 

DenseNet, VGGNet, and NASNet demonstrate an accuracy 
of 0.92, indicating similar performance in achieving correct 
classifications. MobileNet, with an accuracy of 0.91, performs 
slightly lower than the aforementioned methods. SqueezeNet, 
however, shows a lower accuracy of 0.89, suggesting it may 
not perform as well in accurately classifying fruit instances. 

Based on these accuracy values, EfficientNet stands out as 
the top-performing model, closely followed by InceptionV3, 
ResNet, and Xception. These models have demonstrated a 
higher capability to achieve accurate predictions and can be 
considered reliable choices for fruit classification tasks. 

As results, DenseNet's strength lies in its effective feature 
reuse and alleviation of the vanishing gradient problem through 
dense connectivity, enhancing parameter efficiency. 
InceptionV3 excels at capturing multi-scale features with its 
inception modules, suitable for diverse object recognition 
tasks, but its complex architecture may lead to longer training 
times. ResNet introduces residual connections, enabling the 
training of very deep networks, but its increased complexity 
may demand higher computational resources. VGGNet, with 
its simple and uniform architecture, performs well on image 
recognition tasks but is susceptible to overfitting. Xception 
efficiently employs depth-wise separable convolutions, though 

it may require more training data. MobileNet, designed for 
mobile and edge devices, balances accuracy and efficiency but 
may lack representation capacity. NASNet's use of neural 
architecture search enhances performance but demands 
significant computational resources. EfficientNet achieves high 
accuracy with improved parameter efficiency but may be 
computationally expensive to train. SqueezeNet's compact 
design prioritizes parameter efficiency for edge devices but 
may sacrifice some accuracy. These nuances in strengths and 
limitations provide insights into the trade-offs associated with 
each CNN-based framework, aiding informed choices for fruit 
sorting applications in smart agriculture. 

V. CONCLUSION 

This study emphasizes the importance of automated fruit 
sorting in smart agriculture and the growing significance of 
deep learning-based approaches in comparison to traditional 
methods. The need to address limitations in Convolutional 
Neural Network (CNN)-based fruit sorting methods is 
acknowledged, prompting the research paper to conduct a 
comprehensive analysis. This analysis aims to highlight both 
the strengths and limitations of CNN-based methods for fruit 
sorting, with the overarching goal of advancing automated fruit 
sorting in smart agriculture. By focusing on these features, the 
paper aims to provide valuable insights for future research and 
development, contributing to the continual improvement of 
deep learning-based fruit sorting techniques in the agricultural 
domain. This research study investigates the use of CNN-based 
frameworks for automating fruit sorting detection in industries 
such as agriculture, food processing, and packaging. The study 
focuses on evaluating popular CNN models, including 
DenseNet, InceptionV3, ResNet, VGGNet, Xception, 
MobileNet, NASNet, EfficientNet, and SqueezeNet. Through 
extensive experiments and analysis of performance metrics 
such as sensitivity, specificity, and accuracy, the study aims to 
provide a comprehensive understanding of the strengths and 
limitations of these models. The findings will contribute to the 
development of more accurate and reliable systems for fruit 
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sorting algorithms in agriculture, leading to improved 
efficiency and productivity in the industry. Directions for 
future works that can be pursued as investigating the 
effectiveness of ensemble methods in improving the 
performance of fruit sorting algorithms. By exploring ensemble 
techniques such as bagging, boosting, or stacking, researchers 
can examine how the combination of multiple CNN models 
can further improve the fruit sorting process. Another future 
work will focus on the real-time implementation and 
deployment of the CNN-based fruit sorting algorithms. While 
the current study evaluates the performance of different CNN 
models, their practical application in real-time sorting systems 
is an important aspect that requires further exploration. 

FUNDING 

This work was supported by leading talents of Jiangsu 
Vocational Institute of Commerce. 

REFERENCES 

[1] H. M. T. Abbas, U. Shakoor, M. J. Khan, M. Ahmed, and K. Khurshid, 
"Automated sorting and grading of agricultural products based on image 
processing," in 2019 8th international conference on information and 
communication technologies (ICICT), 2019: IEEE, pp. 78-81.  

[2] K. K. Paul et al., "Smart Agriculture Using UAV and Deep Learning: A 
Systematic Review," Internet of Things, pp. 1-16, 2022. 

[3] E. Mavridou, E. Vrochidou, G. A. Papakostas, T. Pachidis, and V. G. 
Kaburlasos, "Machine vision systems in precision agriculture for crop 
farming," Journal of Imaging, vol. 5, no. 12, p. 89, 2019. 

[4] H. Tian, T. Wang, Y. Liu, X. Qiao, and Y. Li, "Computer vision 
technology in agricultural automation—A review," Information 
Processing in Agriculture, vol. 7, no. 1, pp. 1-19, 2020. 

[5] N. Janu and A. Kumar, "Automated fruit grading system using image 
fusion," in Smart agricultural services using deep learning, big data, and 
IoT: IGI Global, 2021, pp. 32-45. 

[6] H. Basri, I. Syarif, S. Sukaridhoto, and M. F. Falah, "Intelligent system 
for automatic classification of fruit defect using faster region-based 
convolutional neural network (faster r-CNN)," Jurnal Ilmiah Kursor, vol. 
10, no. 1, 2019. 

[7] A. A. Mei Choo Ang, Kok Weng Ng, Elankovan Sundararajan, Marzieh 
Mogharrebi, Teck Loon Lim, "Multi-core Frameworks Investigation on 
A Real-Time Object Tracking Application," Journal of Theoretical & 
Applied Information Technology, 2014. 

[8] H. Kang and C. Chen, "Fast implementation of real-time fruit detection 
in apple orchards using deep learning," Computers and Electronics in 
Agriculture, vol. 168, p. 105108, 2020. 

[9] H.-K. Wu, J.-S. Wang, and Y.-H. Chen, "Development of fruit grading 
system based on image recognition," in 2020 IEEE 2nd international 
conference on architecture, construction, environment and hydraulics 
(ICACEH), 2020: IEEE, pp. 26-27.  

[10] A. Nasiri, A. Taheri-Garavand, and Y.-D. Zhang, "Image-based deep 
learning automated sorting of date fruit," Postharvest biology and 
technology, vol. 153, pp. 133-141, 2019. 

[11] M. Sugadev, K. Sucharitha, I. R. Sheeba, and B. Velan, "Computer 
vision based automated billing system for fruit stores," in 2020 Third 
International Conference on Smart Systems and Inventive Technology 
(ICSSIT), 2020: IEEE, pp. 1337-1342.  

[12] S. K. Behera, A. K. Rath, A. Mahapatra, and P. K. Sethy, "Identification, 
classification & grading of fruits using machine learning & computer 
intelligence: a review," Journal of Ambient Intelligence and Humanized 
Computing, pp. 1-11, 2020. 

[13] A. Bhargava and A. Bansal, "Machine learning based quality evaluation 
of mono-colored apples," Multimedia Tools and Applications, vol. 79, 
pp. 22989-23006, 2020. 

[14] I. M. Nasir et al., "Deep learning-based classification of fruit diseases: 
An application for precision agriculture," Comput. Mater. Contin, vol. 
66, no. 2, pp. 1949-1962, 2021. 

[15] L. T. Duong, P. T. Nguyen, C. Di Sipio, and D. Di Ruscio, "Automated 
fruit recognition using EfficientNet and MixNet," Computers and 
Electronics in Agriculture, vol. 171, p. 105326, 2020. 

[16] Z. Zhou et al., "Advancement in artificial intelligence for on-farm fruit 
sorting and transportation," Frontiers in Plant Science, vol. 14, p. 
1082860, 2023. 

[17] X. Zhang, Y. Xun, and Y. Chen, "Automated identification of citrus 
diseases in orchards using deep learning," Biosystems Engineering, vol. 
223, pp. 249-258, 2022. 

[18] A. Aghamohammadi et al., "A deep learning model for ergonomics risk 
assessment and sports and health monitoring in self-occluded images," 
Signal, Image and Video Processing, pp. 1-13, 2023. 

[19] P. U. Patil, S. B. Lande, V. J. Nagalkar, S. B. Nikam, and G. 
Wakchaure, "Grading and sorting technique of dragon fruits using 
machine learning algorithms," Journal of Agriculture and Food 
Research, vol. 4, p. 100118, 2021. 

[20] H. S. Gill and B. S. Khehra, "Fruit image classification using deep 
learning," 2022. 

[21] M. Prem Kumar and A. Parkavi, "Quality grading of the fruits and 
vegetables using image processing techniques and machine learning: a 
review," Advances in Communication Systems and Networks: Select 
Proceedings of ComNet 2019, pp. 477-486, 2020. 

[22] S. K. Chakraborty et al., "Development of an optimally designed real-
time automatic citrus fruit grading–sorting machine leveraging computer 
vision-based adaptive deep learning model," Engineering Applications 
of Artificial Intelligence, vol. 120, p. 105826, 2023. 

[23] K. He, X. Zhang, S. Ren, and J. Sun, "Deep residual learning for image 
recognition," in Proceedings of the IEEE conference on computer vision 
and pattern recognition, 2016, pp. 770-778.  

[24] N. M. Ibrahim, D. G. I. Gabr, A.-u. Rahman, S. Dash, and A. Nayyar, 
"A deep learning approach to intelligent fruit identification and family 
classification," Multimedia Tools and Applications, vol. 81, no. 19, pp. 
27783-27798, 2022. 

[25] S. Mukherjee. "The Annotated ResNet-50." 
https://towardsdatascience.com/the-annotated-resnet-50-a6c536034758 
(accessed. 

[26] M. Nikhitha, S. R. Sri, and B. U. Maheswari, "Fruit recognition and 
grade of disease detection using inception v3 model," in 2019 3rd 
International conference on electronics, communication and aerospace 
technology (ICECA), 2019: IEEE, pp. 1040-1043.  

[27] L. Ali, F. Alnajjar, H. A. Jassmi, M. Gocho, W. Khan, and M. A. 
Serhani, "Performance evaluation of deep CNN-based crack detection 
and localization techniques for concrete structures," Sensors, vol. 21, no. 
5, p. 1688, 2021. 

[28] H. Altaheri, M. Alsulaiman, and G. Muhammad, "Date fruit 
classification for robotic harvesting in a natural environment using deep 
learning," IEEE Access, vol. 7, pp. 117115-117133, 2019. 

[29] Y. Zheng, C. Yang, and A. Merkulov, "Breast cancer screening using 
convolutional neural network and follow-up digital mammography," in 
Computational Imaging III, 2018, vol. 10669: SPIE, p. 1066905.  

[30] H. Herman, T. W. Cenggoro, A. Susanto, and B. Pardamean, "Deep 
Learning for Oil Palm Fruit Ripeness Classification with DenseNet," in 
2021 International Conference on Information Management and 
Technology (ICIMTech), 2021, vol. 1: IEEE, pp. 116-119.  

[31] N. Radwan, "Leveraging sparse and dense features for reliable state 
estimation in urban environments," University of Freiburg, Freiburg im 
Breisgau, Germany, 2019.  

[32] S. Z. M. Zaki, M. A. Zulkifley, M. M. Stofa, N. A. M. Kamari, and N. 
A. Mohamed, "Classification of tomato leaf diseases using MobileNet 
v2," IAES International Journal of Artificial Intelligence, vol. 9, no. 2, p. 
290, 2020. 

[33] S. Phiphiphatphaisit and O. Surinta, "Food image classification with 
improved MobileNet architecture and data augmentation," in 
Proceedings of the 3rd International Conference on Information Science 
and Systems, 2020, pp. 51-56.  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

837 | P a g e  

www.ijacsa.thesai.org 

[34] N. Ismail and O. A. Malik, "Real-time visual inspection system for 
grading fruits using computer vision and deep learning techniques," 
Information Processing in Agriculture, vol. 9, no. 1, pp. 24-37, 2022. 

[35] E. Cano, J. Mendoza-Avilés, M. Areiza, N. Guerra, J. L. Mendoza-
Valdés, and C. A. Rovetto, "Multi skin lesions classification using fine-
tuning and data-augmentation applying NASNet," PeerJ Computer 
Science, vol. 7, p. e371, 2021. 

[36] T. Ahmed and N. H. N. Sabab, "Classification and understanding of 
cloud structures via satellite images with EfficientUNet," SN Computer 
Science, vol. 3, pp. 1-11, 2022. 

[37] V. Bhole and A. Kumar, "Analysis of convolutional neural network 
using pre-trained squeezenet model for classification of thermal fruit 
images," in ICT for Competitive Strategies: CRC Press, 2020, pp. 759-
768. 

[38] E. Khan, M. Z. U. Rehman, F. Ahmed, and M. A. Khan, "Classification 
of diseases in citrus fruits using SqueezeNet," in 2021 International 
Conference on Applied and Engineering Mathematics (ICAEM), 2021: 
IEEE, pp. 67-72.  

[39] Z. Guo, Q. Chen, G. Wu, Y. Xu, R. Shibasaki, and X. Shao, "Village 
building identification based on ensemble convolutional neural 
networks," Sensors, vol. 17, no. 11, p. 2487, 2017. 

 


