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Abstract—The rapid demand for cloud services has provoked 

cloud providers to efficiently resolve the problem of Virtual 

Machines Placement in the cloud. This paper presents a VM 

Placement using Reinforcement Learning that aims to provide 

optimal resource and energy management for cloud data centers. 

Reinforcement Learning provides better decision-making as it 

solves the complexity of VM Placement problem caused due to 

tradeoff among the objectives and hence is useful for mapping 

requested VM on the minimum number of Physical Machines. 

An enhanced Tournament-based selection strategy along with 

Roulette Wheel sampling has been applied to ensure that the 

optimization goes through balanced exploration and exploitation, 

thereby giving better solution quality. Two heuristics have been 

used for the ordering of VM, considering the impact of CPU and 

memory utilizations over the VM placement. Moreover, the 

concept of the Pareto approximate set has been considered to 

ensure that both objectives are prioritized according to the 

perspective of the users. The proposed technique has been 

implemented on MATLAB 2020b. Simulation analysis showed 

that the VMRL performed preferably well and has shown 

improvement of 17%, 20% and 18% in terms of energy 

consumption, resource utilization and fragmentation respectively 

in comparison to other multi-objective algorithms. 

Keywords—Virtual machines placement; cloud computing; 

reinforcement learning; energy consumption; resource utilization 

I. INTRODUCTION 

In the world of digitalization, Cloud Computing has 
become one of the popular platforms to render an immense 
pool of services to its customers [1]. Cloud providers such as 
Amazon EC2, Google app engine, Azure, etc. provide users 
with different applications and platforms to run their 
businesses efficiently and promote Quality of Service (QoS) 
simultaneously [2]. 

Virtualization forms an essential technology of the cloud, 
based on which it creates Virtual Machines (VM) over the 
active servers to perform tasks as requested by different 
clients [3, 4]. The number of cloud clients has been rapidly 
growing to avail the wide range of day-to-day cloud services 
due to which there has been a drastic need for more VM to 
fulfill the demands of its customers. This caused the activation 
of more Physical Machines (PM) and spiked up the power 
consumption of the cloud data center. As a result, it has 
become a challenge for cloud providers as it causes additional 
operational costs that hinder the overall progress and profit of 
the system. 

Proper placement of VM plays an important role in 
curbing the effect of power consumption. If VM are allocated 

strategically and resources of PM are optimally used, it leads 
to turning up less PM and minimizes overall energy 
consumption and carbon emissions simultaneously [5]. 

An efficient VM placement approach is a powerful tool for 
maintaining cost reduction, performance upgradation and 
consistent reliability of cloud data centers. However, 
designing an effective VM placement solution is not trivial 
due to large-scale cloud data centers, PM heterogeneity and 
use of multidimensional resources [6]. 

Hence, to solve the problem of VM Placement, many 
heuristics and meta-heuristics algorithms have been proposed 
to build an optimal solution for VM Placement. Differential 
Evolution (DE) [7], Simulated Annealing (SA) [8], Genetic 
Algorithms (GA) [9], Ant Colony Optimization (ACO) [10] 
and Particle Swarm Optimization (PSO) [11] have been 
continuously used to design and develop efficient solutions for 
placing VM on the cloud. Many hybrid algorithms have also 
been designed to bring an effective version placement 
considering different objectives. 

Researchers are now focusing on multi-objective problems 
where different parameters such as energy usage, system 
performance, operational cost, completion time and QoS 
standards are being considered simultaneously to examine the 
effectiveness of VM placement solutions. 

In [12], a multi-objective Mayfly Strategy has been 
designed for large-scale cloud data centers. It involves the 
collection of five dependent objective functions and 
converting them into minimum matrix reduction with the help 
of principal component analysis. This matrix serves as input to 
the Mayfly optimization metaheuristic and finds the optimal 
solution for VM placement. The comparative analysis showed 
that the above approach has a faster and higher convergence 
rate. It minimizes the power consumption, resource wastage, 
traffic and Service Level Agreement (SLA) violation of 
different configurations but involves greater computation time 
and cost. 

Furthermore, a framework involving Deep Reinforcement 
Learning (RL) to solve VM placement, has been proposed by 
Luca et al in [13]. It works on three main objectives- 
minimization of software/hardware outages, co-location 
interference and power consumption. Six different VM 
placement heuristics have been used. Three of them were 
novel and the rest of the three were the enhancement of 
existing algorithms. However, the proposal required to take 
traffic and SLA violations into account. Similarly, Yao et al. 
[14] used Chebyshev scalarization in multi-objective RL to 
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solve the problem of VM placement. The concept of the 
Pareto set has been used to lower energy consumption and 
resource wastage simultaneously. It solves the weight 
selection problem. However, it required enhancement in 
scalability and completion time. 

In study [15], a multi-objective RL algorithm has been 
designed to minimize power consumption and SLA violations. 
In the proposed technique, a single objective function was 
used by summing up the two objectives without considering 
the weights. As a result, only one solution was obtained at a 
time by the above algorithm. 

It has been observed that energy consumption has been 
one of the main factors that has affected the progress of the 
cloud as it not only increases the operational costs of the data 
centers but also causes high carbon emissions in the 
environment [16]. Similarly, many other factors such as SLA 
violations, resource wastage, QoS, network traffic, etc. have 
shown notable impact on the performance of cloud data 
centers and hence, became a prime focus for many researchers 
to work on and come up with reliable and efficient solutions 
[17]. 

Thus, to deal with the significant issue of energy 
consumption, this paper presents a VM Placement that 
minimizes the number of active servers and promotes optimal 
resource utilization. 

The main contributions of this paper include: 

• An RL-based VM placement has been proposed that 
deals with the minimization of the number of active 
servers to host the requested VM and maintain optimal 
resource utilization. 

• An enhanced selection policy has been applied that 
selects actions of choosing an appropriate PM for a 
respective VM. It ensures that the algorithm goes 
through proper exploration and exploitation. 

• Two heuristics have been used for the ordering of VM. 
The sequence of the VM in which it is processed has 
been manipulated to bring a desirable and efficient VM 
solution. 

• Pareto approximate set has been used to obtain 
solutions according to the objectives and have 
weightage as per the perspective of the users. 

The rest of the paper is organized as follows: Section II 
demonstrates the system model and problem formulation of 
VM placement. It also covers a detailed description of VMRL. 
Section III depicts the simulation analysis of the proposed 
work and its comparison with other existing techniques. The 
conclusion of the paper has been presented in Section IV. 

II. METHODOLOGY 

A. Reinforcement Learning 

 Reinforcement learning is a decision-making approach 
that explores the environment and takes suitable action to gain 
maximum reward for a specific situation. It is a self-teaching 
process that uses a trial-and-error method to discover the best 

solution for a non-deterministic problem. It has been 
implemented in many automated systems that perform a lot of 
small decisions without human guidance. It consists of an 
agent that perceives the unknown environment and performs 
actions to reach its goal. The agent starts from the initial state 
and by applying actions, it moves towards its final goal by 
traversing through different states [18]. Based on applied 
action, a reward is given to the agent for that state. The reward 
expresses the goodness of the state and is stored in the form of 
a Q value along with the next state, in a Q-table. The Q - table 
gets updated iteratively. The Q-values of the current state can 
be updated using Eq. (1). 

𝑄(𝑠, 𝑎) = 𝑄(𝑠, 𝑎) +  𝛼 ∗ (𝑟 +  𝛾 ∗ 𝑀𝑎𝑥 𝑄(𝑠′, 𝑎′) − 𝑄(𝑠, 𝑎) 

(1) 

Q (s, a) denotes action-value estimates of the current state, 
Q (s’, a’) denotes action-value estimates of the next state, r 
refers to the achieved reward, alpha is the learning rate and 
gamma is the discount factor. After traversing all the states, 
the path that accommodates maximum reward is the optimal 
solution. 

B. Pareto Approximate Set 

Most of the researchers have followed the concept of 
Pareto dominance [19] to solve the problem of multi-
objective. By using the Pareto set, multi-objective algorithms 
solve large-scale complex problems and rather than giving a 
single best solution, it provides a set of same quality solutions 
based on different objectives. 

C. Energy Consumption 

Energy consumption has become a critical issue for cloud 
providers as they need to invest the maximum in curbing its 
overall effect on cloud data centers. It has been observed that 
PM consume the maximum amount of power and causes high 
carbon emissions. Past studies have shown that energy 
consumption has a linear relationship with the CPU utilization 
of PM [20]. Moreover, it has been proven that idle PM are 
primarily responsible for wasting energy and are required to 
be shut down when not in use. The energy model has been 
formulated as per Eq. (2). 

𝐸𝑖 = (𝐸𝑚𝑎𝑥 − 𝐸𝑖𝑑𝑙𝑒) ∗ 𝑈𝑖𝐶𝑃𝑈 + 𝐸𝑖𝑑𝑙𝑒           (2) 

Emax denotes energy consumption when PM is fully 
utilized and Eidle denotes energy consumption of an idle PM. 
UiCPU represents the CPU utilization of the particular PM. In 
the proposed work, the energy consumption of fully loaded 
PM is fixed at 185 w and for idle PM, it is 120 w. 

D. Resource Utilization 

 Proper Resource utilization brings a positive outcome for 
a better VM placement approach. Optimal use of resources 
leads to less resource wastage and activation of servers. If the 
resources are not used wisely, it may cause resource 
fragmentation and degradation in system performance [21]. In 
this paper, we have considered only two resources: CPU and 
memory. Resource wastage of PM can be evaluated using the 
following Eq. (3). 

𝑅𝑤𝑎𝑠𝑡𝑎𝑔𝑒 =
|𝐿𝑐𝑝𝑢−𝐿𝑟𝑎𝑚|+𝑒

𝑈𝑐𝑝𝑢+𝑈𝑟𝑎𝑚
                      (3) 
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Lcpu and Lram denote normalized residual resources of 
CPU and memory. Ucpu and Uram denote normalized 
utilization of CPU and memory.  

E. Problem Statement 

Cloud computing consists of different configured data 
centers that hold numerous PM, having different attributes and 
configurations [22]. It involves memory, processor, and 
network bandwidth. To perform the execution of tasks 
requested by the customers, VM are created and deployed on 
these PM under specific constraints as mentioned below [23].  

 

𝑖 ∑𝑚𝑖 (𝑉𝑖𝑑)  <=  𝑃𝑖𝑑                           (4) 

𝑖∑𝑚(𝑉𝑚) <  𝑃𝑚  (5) 𝑖 ∑𝑚𝑖 (𝑉𝑐𝑝𝑢)  <=  𝑃𝑐𝑝𝑢        (6) 

𝑖 ∑𝑚𝑖 (𝑉𝑏𝑤)  <=  𝑃𝑏𝑤                             (7) 

Constraint in Eq. (4) denotes that each VM should be 
deployed on only a single PM. Constraints in Eq. (5), (6) and 
(7) verify that the required resources of a VM should not 
exceed the resource capacities of the PM. Like PM, VM also 
have specific configurations and attributes, concerning 
memory, bandwidth, and processing power. 

1) VM Ordering: The proposed approach selects the best 

method to map the requested VM to the available PM. The 

order in which VM are processed has been changed to achieve 

better solutions for VM placement problems. We have 

considered two simple heuristics for the deployment of VM. 

a) Heuristic I-VMRL I: In this approach, the dot product 

of requested resources of VM and the sum of utilizations of 

PM are evaluated using Eq. (8) and based on results, VM are 

arranged in non-ascending order. RL is applied to the new 

ordering of VM. 

(𝑉𝑀𝑐𝑝𝑢 . 𝑁𝑗 𝑃𝑀𝑐𝑝𝑢) + (𝑉𝑀𝑚𝑒𝑚. 𝑁𝑗 𝑃𝑀𝑚𝑒𝑚)    (8) 

Here, VMcpu and VMmem are the requested resources of 

the VM. 𝑁𝑗  𝑃𝑀𝑐𝑝𝑢 is the sum of CPU utilization and 𝑁𝑗

 𝑃𝑀𝑚𝑒𝑚 is the sum of memory utilization of all available 
PM. 

b) Heuristic II- VMRL II: This approach obtains the 

difference between the resource utilization of all PM and the 

resources required by the current VM as mentioned in Eq. (9) 

based on the results, VM are sorted in non-descending order. 

(𝑉𝑀𝑐𝑝𝑢 –  𝑁𝑗 𝑃𝑀𝑐𝑝𝑢)2 +  (𝑉𝑀𝑚𝑒𝑚 –  𝑁𝑗 𝑃𝑀𝑚𝑒𝑚)2  (9) 

2) VM placement based on Reinforcement Learning 

(VMRL): A VM placement based on Reinforcement Learning 

(VMRL) has been presented in this paper. RL provides better 

decision-making and hence is adopted to design an effective 

VM Placement solution [24]. A learning agent is established 

to perceive the resource requirements and capacities of the 

VM and PM and take suitable actions to accomplish the goal 

of reducing the number of active PM by properly conserving 

the resources. 

The agent works in the state space St = {s1, s2……….sn} 
where n is equal to the number of requested VM. St represents 

the set of normalized resource utilization in two – dimensions 
i.e., for CPU and memory utilization. A graphical 
representation of VMRL is depicted in Fig. 1. 

 
Fig. 1. Graphical representation of working of VMRL algorithm. 

a) Selection: The agent performs actions to select a 

particular PM for the corresponding VM and ensures that the 

PM satisfies all the constraints defined in the VM policy [25]. 

The action space denotes all the PM that can accommodate a 

particular VM at time step t. The period between two 

iterations is considered as time step t. The selection of action 

is to be performed in two phases. In phase I, selection 

probabilities are assigned to the favorable PM by applying an 

enhanced Tournament-based selection method. All the 

feasible PM are divided into sub-groups and are provided with 

respective selection probabilities based on their Q-value by 

using Eq. (10). 

𝑃𝑖 =
2(𝑖−1)

𝐾(𝐾−1)
 𝑞 + 

2(𝑘−𝑖)

𝐾(𝐾−1)
(1 − 𝑞); i ϵ {1,2,3…. K}   (10) 

Here Pi is the selection probability of a favorable PM that 
can host a specific VM and K is the population size. The PM 
with a higher Q-value is assigned a higher selection 
probability whereas the PM with a low Q-value is assigned a 
smaller selection probability. 

b) Sampling: In Phase II, a sampling algorithm called 

the Roulette Wheel is applied to generate the fittest PM. In 

this approach, each possible action is appointed a portion on 

roulette according to selection probabilities assigned in phase I 

and the roulette wheel is spun K times to select suitable PM 

successively. This procedure helps to maintain a balance 

between exploration and exploitation processes and ensures 

that past experiences lead to fast convergence toward optimal 

VM placement solutions. 

c) Rewards: Rewards are awarded as per the action 

performed by the agent in every state and are stored in the 

form of Q- value in the Q- table. They are calculated based on 

the two objectives. Let r = {r1, r2} where r1 denotes the 

reward for the first objective and r2 denotes the reward for the 
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second objective as defined in Eq. (10) and Eq. (11). Better 

rewards are given for the actions that give favorable outcomes 

as per the defined objectives. 

𝑟1 =
𝐸

𝐸′𝑡+1+ 𝜂
                                (11) 

Et depicts the total energy consumed by all PM at time 
step t, and E t+1 depicts the total energy consumed by all PM 
after the current VM gets allocated to PM. 

𝑟2 =
𝑅

𝑅′𝑡+1+ 𝜂
                                (12) 

Rt depicts the resources wasted by all PM at time step t, 
and Rt+1 depicts the resource wasted by all PM after the 
current VM gets allocated to PM. By traversing from one state 
to another and by collecting the rewards, the agent achieves its 
goal in the form of an optimal VM solution. The path that 
obtains maximum cumulative rewards is the best VM solution. 

The algorithm begins with the initialization of parameters 
and Q-table. Let us assume that there are three PM as {PM1, 
PM2, PM3} and six VM as {VM1, VM2, VM3, VM4, VM5, 
VM6}. Hence, there will be a Q-table of 3x6 columns as 
depicted in Fig. 2. Initially, all the values of the Q-table are 
initialized with zero. 

Now, the VM will be arranged as per the heuristic I and II 
respectively. After the VM ordering, for state S1, the VM will 
be selected from the VM list and the PM that can 
accommodate the current VM will be searched. Action will be 
performed using an enhanced Tournament based selection 
policy. The respective reward will be calculated using Eq. (11) 
and Eq. (12). After the evaluation of the reward, the Q-table 
will be updated based on the reward and next state using Eq. 
(1) as depicted in Fig. 3. 

Similarly, all the states will be accessed and their Q-values 
will be updated. After several iterations, the Q-table will get 
populated with the values. Let us assume that the Q-table has 
been updated with the values as depicted in Fig. 4. 

 

Fig. 2. Q-Table for storing Q values of states for different actions. 

 

Fig. 3. Updated Q-Table. 

 
Fig. 4. Updated Q-Table after few iterations.
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In this time step, exploitation is performed and the state-
action pair having the highest q-value is selected. This 
procedure continues to execute till the algorithm reaches 
maximum iteration and provides optimal VM placement 
solution. 

The flowchart and the pseudocode for the proposed 
algorithm have been shown below in Fig. 5 and Algorithm 1. 

 
Fig. 5. Flowchart of proposed framework: VMRL. 

 

Algorithm I: VM Placement using Reinforcement Learning 

(VMRL) 

1. Create a set S and initialize it to null. 

2. Create a Q-table and initialize all its values with zero  

3.  For i = 1 to M (no. of VM) 

4.  Initialize the current state. 

5.  Generate the ordering of VM. Select a VM from the VM set V 

6.  Select the action based on the selection policy. The action 

provides the mapping of the selected VM to an available PM that 

satisfies all the constraints. 

7.  Generate the reward for the action. 

8.  Update the q-value and the next state in the Q-table. 

9. Check for the Pareto dominance. If the solution is not dominated 

by the solutions in set S then add it to set S otherwise discard the 

solution. 

10. Discard all the solutions inside set S that are dominated by the 

current solution. 

11. Repeat steps 3 to 8 till maximum iteration. Return the optimal 

solution in set S. 
 

III. RESULTS AND DISCUSSION 

The performance metrics and experiment setup have been 
described to evaluate the verification and validation of 
VMRL. The experiments have been performed on MATLAB 
2020b. The hardware configuration used for implementing the 
proposed work has a 3.2GHz CPU, 1 TB HDD and 8GB 
RAM. To find the effectiveness of VMRL, our proposed 
framework has been compared with three different multi-
objective algorithms i.e., MOPSO (Multi-Objective Particle 
Swarm Optimization), MOACO (Multi-Objective Ant Colony 
Optimization) and VMPORL (VM Placement based on multi-
objective RL) respectively, in term of resource utilization, 
number of active PM, energy consumption and resource 
fragmentation. The specifications of the servers used are 
mentioned in Table I. 

TABLE I. SPECIFICATIONS OF PM 

Server 

Type 

MIP

S 

Storag

e 

(GB) 

Memo

ry 

(GB) 

HP 

ProLia

nt G4 

1860 4 1000 

HP 

Prolian

t G5 

2660 4 1000 

A. Quality Indicators 

Quality indicators are required for multi-objective 
algorithms to examine the quality of Pareto approximate set 
[26]. For the proposed VMRL, three quality indicators have 
been used: Overall Non-dominated Vector Generation 
(ONVG), Chi-Square and Hypervolume. The comparison 
results with other three algorithms in terms of these quality 
indicators have been provided in Table II. It is seen that the 
weight selection holds a significant role in multi-objective 
optimization and its quite challenging to find out an 
appropriate weight which will provide good Pareto Front. For 
proposed VMRL, 10 randomly generated weight tuples have 
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been used and an average of 10 trials has been considered. It is 
observed that as per statistical analysis of all three indicator 
values, VMRL has performed well as compared to other 
multi-objective algorithms. 

TABLE II. QUALITY INDICATORS FOR ALGORITHMS 

Algorithm ONVG Chi-square Hypervolume 

MOPSO 23.54 22.87 165.59 

MOACO 25.37 23.54 174.34 

VMPORL 33.01 32.42 315.67 

VMRL(I) 39.23 40.58 345.23 

VMRL(II) 37.45 41.22 355.17 

B. Comparison with other Algorithms 

The comparison among the algorithms has been evaluated 
on the dataset, having VM into a batch of 200, 400, 600 and 
800. The dataset is the real-time workload trace GWA-T-12 
Bitbrains [27] that stores performance metrics of VM from 
distributed data centers of Bitbrains. 

1) Scenario I: Fig. 6 depicts the experimental results of 

VMRL by using heuristic – I. It is observed that the 

performance metrics are strongly affected by the data center 

workload. The dot product provides control over the trade-off 

between the power consumed and Quality of Experience 

(QoE). Fig. 6(a) shows the performance of VMRL for 

activating the number of servers to deal with the requested 

VM. It is seen that the VMRL outperforms the other multi-

objective algorithms i.e., MOACO, MOPSO and VMPORL. 

This indicates that VMRL can host a greater number of VM 

on lesser PM as compared to other algorithms thereby 

contributing to energy and resource savings. This can be seen 

in Fig. 6 (b), Fig. 6 (c) and Fig. 6(d) where VMRL has shown 

a considerable improvement of 17 % in energy consumption, 

20% in resource utilization and 18% in resource fragmentation 

respectively in comparison to other approaches. 

2) Scenario 2: Fig. 7 depicts the simulation analysis of 

VMRL by using heuristic II. Fig. 7(a) depicts that the VMRL 

can give optimal solutions by hosting different batches of VM 

on lesser PM. In Fig. 7(b), it is seen that the proposed 

technique was successful in bringing down the overall energy 

consumption without having outcomes of past experiences. 

Fig. 7(c) and Fig. 7(d) represent the resource utilization and 

fragmentation of VMRL in comparison to other algorithms. It 

is seen that VMRL gives the best results in all instances, 

proving it to be efficient and robust. VMPORL also came up 

with good outcomes on the performance metrics. The 

enhanced selection policy used for the selection of appropriate 

PM has brought a desirable change in the simulation results 

and upgraded the performance of VMRL in comparison to 

other existing techniques. 

  

  
Fig. 6. Comparisons of algorithms using Heuristic I in terms of (a) Number of active servers (b) Resource Utilization of PM (c) Energy Consumption (d) 

Resource Fragmentation of PM. 
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Fig. 7. Comparisons of algorithms using Heuristic II in terms of (a) Number of active servers (b) Resource Utilization of PM (c) Energy Consumption (d) 

Resource Fragmentation of PM. 

IV. CONCLUSION 

VM placement holds a significant role in cloud computing. 
An effective placement of VM on an appropriate PM can lead 
to minimum resource wastage and energy consumption [28]. 
In this paper, a multi-objective VM Placement approach has 
been presented that works on the principle of Reinforcement 
Learning. An enhanced selection strategy has been applied to 
select the actions suitable for mapping VM with PM. Two 
resource-managing heuristics have been used for ordering 
VM, considering the target objectives. Pareto approximate set 
has been built to provide optimal VM solution. The proposed 
technique has been implemented on MATLAB 2020b. It has 
been compared with other multi-objective algorithms. The 
simulation analysis showed that the VMRL has performed 
considerably well in comparison to other existing algorithms. 
In future studies, VM migrations and cost minimization could 
be taken into account to deal with the wider perspective of 
cloud platform. 
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