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Abstract—Major Depressive Disorder (MDD) is common and 

debilitating, requiring accurate prediction and diagnosis. This 

study uses clinical, demographic, and EEG data to test hybrid 

machine learning methods for MDD prediction and diagnosis. 

EEG data reveals brain electrical activity and can identify MDD 

patterns and traits. The study aimed to enhance Major 

Depressive Disorder (MDD) prediction and diagnosis using 

hybrid machine learning methods, focusing on EEG data 

alongside clinical and demographic information. Employing 

various algorithms like CatBoost, Random Forest, XG Boost, 

XGB Random Forest, SVM with a linear kernel, and logistic 

regression with Elasticnet regularization, the study found that 

CatBoost achieved the highest accuracy of 93.1% in MDD 

prediction and diagnosis, surpassing other models. Additionally, 

the ensemble model combining XGBoost and Random Forest 

showed strong performance in ROC analysis, effectively 

discriminating between individuals with and without MDD. 

These findings underscore the potential of EEG data integration 

and hybrid machine learning techniques in accurately identifying 

and classifying MDD patients, paving the way for personalized 

interventions and targeted treatments in depressive disorders. 
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I. INTRODUCTION 

Depression is a widespread mental health problem that has 
serious consequences for sufferers' lives and those around 
them. According to the World Health Organization’s 
projection, depression is expected to become the leading 
mental health condition by 2030. The severity of depression 
can lead to tragic outcomes, including suicide [1]. However, 
the current diagnostic procedures lack reliable and clinically 
useful tools for characterizing depression accurately [2]. This 
limitation introduces biases and challenges in the diagnostic 
process. While the expertise and motivation of clinicians are 
crucial, factors such as patient education, cognitive ability, 
and honesty in symptom reporting also play vital roles [3]. 
Achieving an accurate diagnosis of depression's severity 
necessitates extensive background knowledge and 
comprehensive clinical training. So there is a need to develop 
machine learning algorithms to automatically predict the 
severity of depression using various computational techniques 
[4]. These systems aim to improve the diagnostic process and 

provide valuable insights for effective intervention and 
treatment strategies. 

Millions of people all over the world suffer from Major 
Depressive Disorder (MDD), a serious mental illness with a 
significant negative impact [5]. Depression is characterized by 
an inability to lift one's mood, a loss of hope, and a lack of 
interest in once-pleasurable things. The key to successful 
treatment and management of major depressive disorder is an 
early and precise diagnosis of the condition. However, 
diagnosing MDD solely based on subjective assessments and 
clinical interviews can be challenging due to the complexity 
and heterogeneity of the disorder. 

Recent advancements in the field of mental health research 
have seen the application of machine learning techniques for 
predicting and diagnosing psychiatric disorders, including 
Major Depressive Disorder (MDD). Machine learning 
algorithms can analyze large datasets, uncover hidden 
patterns, and make accurate predictions [5]. However, 
traditional approaches often rely solely on quantitative data or 
clinical assessments, which may overlook crucial aspects of 
MDD's multifaceted nature. To overcome these limitations, 
researchers have started exploring hybrid machine-learning 
approaches that integrate diverse data sources and combine 
multiple algorithms. By leveraging the complementary 
strengths of different techniques and data types, these hybrid 
models aim to improve the accuracy and robustness of MDD 
prediction and diagnosis. This integration of diverse data 
enables a more comprehensive understanding of MDD, 
leading to enhanced clinical decision-making and more 
effective treatment strategies. 

Hybrid machine learning approaches encompass a wide 
range of techniques, including ensemble learning, feature 
selection, and dimensionality reduction. To improve 
classification accuracy, ensemble learning techniques blend 
the outputs of several different base models. Feature selection 
algorithms help identify the most relevant clinical variables, 
while dimensionality reduction techniques enable data 
visualization and interpretation. 

The objective of this research is to investigate the 
application of hybrid machine learning approaches for 
predicting and diagnosing MDD. By leveraging the power of 
diverse data sources and integrating multiple machine-learning 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 3, 2024 

620 | P a g e  

www.ijacsa.thesai.org 

techniques, these approaches aim to enhance the accuracy, 
reliability, and clinical utility of MDD diagnosis. Additionally, 
the research will address challenges such as interpretability, 
data privacy, and generalization of findings to real-world 
clinical settings. 

In this implementation work, we aim to detect Major 
Depressive Disorder (MDD) by conducting a comprehensive 
analysis of a dataset comprising clinical, demographic, and 
electroencephalogram (EEG) data. The first step involves 
preprocessing the collected data, which includes performing 
necessary cleaning, normalization, and handling of missing 
values or outliers to ensure data quality. Next, metrics for 
attribute selection were developed, including "Information 
Gain," "Gain Ratio," "Gini Decrease," and “χ2” are applied to 
identify the most relevant and informative features for MDD 
prediction and diagnosis specifically based on EEG data. Once 
the feature selection process is complete, we proceed to 
implement various machine learning models, including 
CatBoost, Random Forest, XGBoost, XGBRandom Forest, 
SVM with a linear kernel, and logistic regression with 
ElasticNet regularization. To optimize the models' 
performance, grid search is employed to fine-tune their 
hyperparameters. Finally, a vote classifier is constructed to 
combine the predictions from multiple models using ensemble 
learning techniques, thereby improving the overall accuracy in 
predicting and diagnosing MDD. 

Ultimately, the successful implementation of hybrid 
machine learning approaches for MDD prediction and 
diagnosis holds great promise in improving patient outcomes. 
Early identification of individuals at risk for MDD, accurate 
diagnosis, and personalized treatment strategies can 
significantly contribute to reducing the burden of this 
debilitating disorder. This research presents a novel approach 
to the analysis of EEG data for Major Depressive Disorder 
(MDD) diagnosis by integrating a suite of attribute selection 
metrics, including Information Gain, χ2, Gain Ratio, and Gini 
Decrease, which enhances the model's predictive power 
through refined feature selection. The pioneering use of the 
NG Deluxe 3.0.5 system for artefact rejection significantly 
elevates the quality of EEG data preprocessing, a crucial 
factor for accurate analysis. Furthermore, the hybrid machine 
learning model, including CatBoost, excels in managing 
categorical data, providing robust predictions validated 
through k-fold cross-validation. Ensemble techniques, like 
XGBoost and Random Forest, further showcase the potential 
of this innovative approach in computational psychiatry, 
particularly in discriminating MDD with high accuracy. 
Finally, the utilization of ensemble models like XGBoost and 
Random Forest, complemented by ROC performance analysis, 
offers new insights into the capabilities of hybrid models in 
distinguishing MDD, setting a precedent for future research 
and clinical application 

The rest of the paper is organized as the Basic 
preliminaries and associated work are discussed in Section II, 
a hybrid machine learning model is offered in Section III, 
results and discussion are described in Section IV, and the 
conclusion and future work are presented in Section V, which 
is followed by references. 

II. BASIC PRELIMINARIES AND LITERATURE WORKS 

Utilizing machine learning to predict and diagnose Major 
Depressive Disorder (MDD) is discussed in this section. MDD 
is a common mental illness with poor mood and other 
symptoms [33]. Traditional diagnostic methods have limits; 
thus machine learning is used. Machine learning algorithms 
without human code analyze and predict data automatically. 
Hybrid machine learning methods improve prediction 
accuracy and generalization by mixing various algorithms or 
data sources. Hybrid machine learning integrates many models 
and data to enhance MDD prediction and diagnosis. 

A. Major Depressive Disorder (MDD) 

Major depressive disorder (MDD) is characterized by 
long-lasting melancholy, a lack of interest in or enjoyment 
from formerly rewarding activities, and an overpowering 
sense of powerlessness [6]. It affects mood, energy, sleep, 
hunger, and quality of life, as well as mental and physical 
health. A person with this sort of depression may lose focus, 
feel guilty or worthless, and frequently consider suicide. 
Genetics, biology, environment, and psychology all contribute 
to this syndrome. Psychotherapy, medication, and behavioral 
modifications can treat and reverse MDD symptoms. 

B. Types of Major Depressive Disorder 

Major Depressive Disorder (MDD) encompasses a 
spectrum of manifestations with varying symptoms, durations, 
and features [6]. These include Melancholic Depression, 
characterized by severe depressive symptoms such as 
profound loss of pleasure or interest in activities, morning 
mood worsening, weight loss or reduced appetite, excessive 
guilt, and psychomotor disturbances. Psychotic Depression 
presents with coexisting MDD and psychosis, featuring 
hallucinations and delusions, often centered around depressive 
themes like remorse over a perceived disaster. Atypical 
Depression is marked by emotional reactivity, leading to 
transient feelings of pleasure in response to positive events, 
alongside symptoms like increased hunger, weight gain, 
hypersomnia, and social withdrawal due to rejection 
sensitivity. Seasonal Affective Disorder (SAD) is a type of 
MDD that recurs in autumn and winter, characterized by 
sadness, increased sleep, weight gain, and reduced interest in 
activities, with symptoms typically improving in spring and 
summer. Postpartum Depression, affecting women after 
childbirth, involves feelings of sadness, anxiety, and 
exhaustion, hindering the mother's ability to care for herself 
and her child, with onset ranging from days to a year post-
delivery. 

C. Scalp Electrode Positions for Accurate EEG Analysis in 

Major Depressive Disorder 

The specific electrode placements for studying Major 
Depressive Disorder (MDD) using electroencephalography 
(EEG) can vary depending on the research protocol and the 
specific study design. However, there are commonly used 
electrode placements that are relevant to studying MDD. The 
International 10-20 system is a widely adopted standard for 
electrode placement in EEG studies. It involves placing 
electrodes on specific locations of the scalp based on a defined 
grid system [7]. While the 10-20 system does not directly 
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target MDD, it provides a standardized approach for electrode 
placement in EEG research. 

In MDD studies, researchers often focus on specific 
regions of interest related to emotional processing and mood 
regulation. Common electrode placements for MDD studies 
may include specific regions. Fig. 1 will represent the 
Electrode Positions and specific regions for Accurate EEG 
Analysis in Major Depressive Disorder. 

 
Fig. 1. Electrode positions and regions for accurate EEG analysis in major 

depressive disorder. 

1) Frontal region: Electrodes placed over the prefrontal 

cortex (F3, F4, Fz) are of interest, as this area is associated 

with emotional regulation and cognitive processes relevant to 

MDD [7]. 

2) Temporal region: Electrodes placed over the temporal 

lobes (T3, T4, T5, T6) are important for capturing neural 

activity related to emotional processing and perception [7]. 

3) Central region: Electrodes placed over the central 

region (C3, C4, Cz) can provide insights into motor and 

cognitive functions that are implicated in MDD [7]. 

4) Parietal region: Electrodes placed over the parietal 

lobes (P3, P4, Pz) can capture neural activity related to 

attention and sensory processing, which may be relevant to 

MDD [7]. 

D. Literature Review on Major Depressive Disorder (MDD) 

A literature analysis on hybrid machine learning 
approaches for prediction and diagnosis of Major Depressive 

Disorder (MDD) shows an increasing interest in using 
different algorithms and data sources to improve accuracy and 
resilience. Combining SVM, ANN, and other machine 
learning methods has been the focus of much research. 
decision trees and ensemble approaches to develop hybrid 
MDD prediction models. Hybrid models combine algorithm 
strengths to collect more features and increase performance. 
To improve model predictiveness, researchers have used 
clinical assessments, demographic data, genetic data, brain 
imaging data, and electronic health records. Hybrid models 
predict and diagnose MDD with higher sensitivity, specificity, 
and accuracy than traditional methods by merging 
multidimensional data and machine learning algorithms. 
However, more research is needed to standardize hybrid 
model creation and validation, address interpretability 
concerns, and ensure clinical application. Machine learning 
architectures, longitudinal data analysis, and real-time 
monitoring systems may promote hybrid machine learning for 
MDD prediction and diagnosis [34]. 

Many studies have examined utilizing ML to study mental 
illnesses. Depression, imaging, and ML approaches are 
covered in [5], a historical viewpoint. It also summarizes 
imaging and ML depression investigations. Linear, nonlinear, 
and relevance vector regression techniques are being studied. 
Survey examines one mental health aspect. This study did not 
compare algorithms or depression screening scales. An 
MHMS literature review examined machine learning (ML) 
and sensor data [8]. Several types of machine learning were 
applied to research depression, anxiety, bipolar disorder (BD), 
migraine, and stress [31]. These comprised supervised, 
unsupervised, semi-supervised, transfer, and reinforcement 
learning. MHMS examples and usage are solely summarized 
in the study. Comparisons of brain imaging classification and 
prediction research papers [10]. MRI data and MDD/BD 
analysis yielded interesting results [11]. 

1) Depression detection models: Depression detection 

models identify at-risk and depressed individuals using 

machine learning and data analysis. These models analyze 

data from self-reported questionnaires, social media, 

electronic health records, and sensors. Training on huge 

datasets helps these models identify patterns and relationships 

between characteristics and depression outcomes. Common 

methods include text sentiment analysis, language pattern 

analysis, behavioral marker detection, and physiological 

measurements. Early detection, precise diagnosis, and 

individualized interventions for depression improve mental 

health care and promote timely support and treatment. 

Privacy, ethics, and rigorous research and clinical validation 

studies are essential to these approaches. A full literature 

review on depression detection models presented in the 

following sections. 

2) Classification models predicting and diagnosing major 

depressive disorder: Classification models for depression 

detection are shown below. The Mood Assessment Capable 

Framework (Moodable) mobile app [12] analyzes voice 

samples, cellphone and social media data, and the Patient 

Health Questionnaire (PHQ-9) to assess mood, mental health, 
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and depression. The framework correctly diagnosed 

depression 76.6% of the time. Authors of [13] employ KNN, 

Weighted Voting classifier, AdaBoost, Bagging, GB, and 

XGBoost to predict depression. SelectKBest, mRMR, and 

Boruta helped us choose attributes. SMOTE balanced some 

classes. The Burns Depression Checklist (BDC) found clinical 

depression in 65.73 percent of 604 respondents. Combining 

the AdaBoost classifier with SelectKBest yielded the highest 

classification accuracy (92.56%). 

For depression risk assessment in adult Koreans, [14] uses 
an ML model based on RF. SMOTE balanced depression and 
non-depression groups. CES-D-11 depression screening scale 
hyperparameters were fine-tuned using ten-fold cross-
validation. The study used 6588 Koreans and had an AUROC 
score of 0.870 and accuracy of 86.20%. Biomarkers were 
excluded from this study. ML algorithms KNN, RF, and SVM 
were used to identify sad Bangladeshi students in [15]. This 
research sought to detect depression's early warning indicators 
to prevent more devastating repercussions. Based on 577 
student data, the Random Forest algorithm identified 75% of 
depressed students with an f-measure of 60%. 

EEG features and ensemble learning and DL approaches 
have been utilized to diagnose depression [16]. Our feature 
transformation used Deep Forest (DF) and SVM classifiers. 
Convolutional neural networks (CNNs) for feature recognition 
turned EEG spatial data into an image. DL had 84.75% 
classification success, whereas the ensemble model including 
DF and SVM had 89.02%. ML approaches like DT, RF, Naive 
Bayes, SVM, and KNN predicted psychological distress 
([17]). The Depression, Anxiety, and Stress Scale was used on 
348 participants. Naive Bayes predicted depression best 
(85.50%). F1 scores showed that the RF algorithm performed 
better in uneven classes. The author uses ML, sentiment 
analysis, and language processing to find depressed and 
positive social posts in [18]. We used RF, the RELIEFF 
feature extractor, the LIWC text-analysis tool, the Hierarchical 
Hidden Markov Model (HMM), and the ANEW scale to 
analyze 4026 social media posts and found 90% accuracy for 
depressed posts, 92% for depression severity, and 95% for 
depressed communities. In this analysis, we include all 
depression types. Data samples were used to identify mental 
illnesses using the XGBoost algorithm [19]. The dataset was 
sampled several ways. We used skewed class distributions in 
this study. In this study, accuracy, precision, recall, and F1 
were over 0.90. 

Multi-kernel SVM with high-order MST had the highest 
MDD classification accuracy in the analyzed research [21]. 
The multi-kernel SVM model allows brain area functional 
links to change. Multiple kernels improve classification 
accuracy. The model in [13] used AdaBoost and SelectKBest 
feature selection techniques with SMOTE to evenly distribute 
classes and enhanced classification accuracy to 92.56%. 
AdaBoost is DT Ensemble. Comparing [46,54] shows that 
[13]'s dataset had no biomarker, [21]'s was tiny, and no 
depression screening scale was found. SVM is the most used 
depression classifier because it works on organized and high-
dimensional data [12,15,20]. SVM also can't fix overfitting. 

Anonymous and non-normally distributed data can be used 
with SVM. 

Random Forest (RF) is the second most common classifier 
in research because to its computational efficiency 
[12,14,17,18]. The RF model recognized depressive postings 
90%, communities 95%, and severity levels 92% accurately in 
[18]. RF lowers decision tree overfitting, improving 
continuous data classification accuracy. Ensemble learning 
helps RF determine complex and easy functions more 
accurately. 

The authors of [22] searched Facebook for depression 
markers. LIWC studied Facebook data. Data was processed 
using DT, KNN, SVM, and an ensemble model during 
supervised machine learning (ML). The classification 
accuracy improved experimentally with DT. As an example of 
how AI could be used to research mental illness 
biomarkers,[23] summarized the primary categories of AI-
based psychological disorder treatments. The research [24] 
covered AI issues such MRI, EEG, kinesics diagnosis, 
Bayesian model, LR, DT, SVM, and DL. 

3) Ensemble and hybrid models predicting and 

diagnosing major depressive disorder: This section briefly 

summarizes the ensemble models for depression diagnosis in 

the examined studies. In immune-mediated inflammatory 

disease (IMID) patients, ML and statistical models predicted 

clinical depression and MDD. Analyses of 637 IMID patients 

used LR, NN, and RF algorithms. LSTM, radial basis 

function, lasso regularisation, logistic regression, boosted 

decision tree, and support vector machine were used in [25]. 

LSTM's long-term depression prevalence forecast uses several 

risk factors. The Chinese Longitudinal Healthy Longevity 

Study looked at 1538 Chinese seniors. Logistic regression 

using lasso regularisation outperformed other ML approaches 

in AUC. 

An ensemble binary classifier can relate health survey data 
to SF-20 Quality of Life scores [26]. An ensemble model 
using NHANES data (DT, AAN, KNN, and SVM) predicted 
depression with an F1 score of 0.976 and no false positives. 
The lack of a dataset range and the need to use features from 
many social media web sources are shortcomings in this 
research. An algorithm [27] differentiates MDD and BD using 
clinical variables. LR with Elastic Net and XGBoost models 
were used to analyze data from 103 MDD and 52 BD patients, 
respectively. The former led to higher accuracy (78%). This 
paper's limited evaluation criteria, poorly allocated classes, 
tiny and unequal sample size, and lack of external sample 
validation are all working against it. 

ML algorithms were utilized to assess Chinese conscript 
depression in [28]. NN, SVM, and DT had 86, 86, and 73% 
accuracy on 1000 persons. BD-II ratings were used. This 
study needs a more detailed model due to socio-demographic 
and occupational complexity. ML algorithms were used to 
construct a BDCC for bipolar disorder detection in China [29]. 
SVR, RF, LASSO, LR, and LDA were used to assess 255 
MDD, 360 BPD, and 228 healthy cases. MDD and BPD were 
recognized with 92% sensitivity in the investigations. 
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However, this model needs more data and cross-sectional 
improvements. 

Ensemble models [26] had the highest accuracy (95.4%) in 
the studies. This study evaluates the NHANES dataset and 
finds that the projected model is only 4% off. The ensemble 
model achieved 97% on F1, 95% on accuracy, and 95% on 
precision across the dataset. It also shows that the ensemble 
technique to sorrow diagnosis works with a small dataset. 
Combining classification with binary ground truth may 
improve prediction outcomes, according to theory and 
experiment. Ensembles, like bagging and major voting 
ensembles, are easy. The ensemble model in [29] used five 
machine-learning methods and data from a Chinese 
multicenter cohort to achieve the second-highest classification 
accuracy (92%). This study's higher AUC than others shows 
the BDCC's Chinese translation's reliability and validity. 
BDCC cuts clinical data collection time in half. The ADE 
takes around 30 minutes, whereas the BDCC takes 10–15. 
Current results show that the BDCC is as reliable as its 
predecessor but easier to implement. According to research 
[25, 29, 31], regression is the most used ML approach for 
detecting depression. Regression model output coefficients are 
simple to calculate. Dimensionality reduction, L1 and L2 
regularisation [37, 40], and cross-validation prevent regression 
overfitting. 

Literature and research findings show that hybrid machine 
learning approaches, specifically boosting algorithms for 
Major Depressive disease detection and classification on EEG 
datasets, can predict and diagnose the disease. Ensemble 
learning, feature selection, and dimensionality reduction have 
improved prediction accuracy, data integration, and MDD 
understanding. However, more research is needed to test these 
approaches in clinical contexts, address interpretability and 
data privacy issues, and investigate hybrid machine-learning 
model-based individualized therapy options. 

III. HYBRID MACHINE LEARNING MODEL PREDICTING AND 

DIAGNOSING MAJOR DEPRESSIVE DISORDER 

Automatic detection and classification of Major depressive 
disorder are essential for prompt diagnosis and care, which 
improves patient survival. Nevertheless, manual demarcation 
takes a lot of effort and is arbitrary, highlighting the need for 
accurate and automatic identification. To address this, a 
combined detection and classification framework using 
Hybrid Machine Learning algorithms is proposed. The 
detailed workflow of the proposed methodology is shown in 
Fig. 2. The remainder of the section will present the stepwise 
description of each phase in detail. 

 

Fig. 2. Hybrid machine learning models predicting and diagnosing MDD. 

A. EEG-Disorder Dataset Description 

An EEG disorder dataset for Major Depressive Disorder 
(MDD) would focus on individuals diagnosed with MDD and 
aim to investigate the specific patterns or characteristics of 
EEG signals associated with this disorder [9]. Although MDD 
is primarily a psychiatric disorder, EEG recordings can 
provide insights into the underlying brain activity and 
potential biomarkers. The EEG disorder dataset for Major 
Depressive Disorder contains: 

1) EEG Recordings: The dataset includes EEG data 

recorded from individuals diagnosed with MDD. EEG signals 

are typically recorded using electrodes placed on the scalp, 

and the dataset may contain recordings from multiple channels 

[7]. The recordings capture the electrical activity of the brain 

over some time, often during a restingstate or specific 

cognitive tasks. 

2) Patient information: The dataset may include relevant 

information about the individuals, such as age, gender, 

medication history, symptom severity, and comorbidities. This 

information helps in understanding the heterogeneity of MDD 

and its relationship with EEG patterns [7]. 

3) Annotations: Annotations or labels may be provided to 

mark specific segments or events within the EEG recordings. 

These annotations could include the presence of certain EEG 

patterns or characteristics associated with MDD, such as 

abnormalities in specific frequency bands or connectivity 

measures. 

4) Preprocessing information: The dataset may include 

preprocessed EEG data, which may involve filtering, artifact 

removal (e.g., eye blinks or muscle activity), and referencing 

techniques to ensure data quality [7]. Details about the 

preprocessing steps applied can be included in the dataset to 

ensure reproducibility. 

5) Metadata: The dataset may provide metadata such as 

the sampling rate of the EEG recordings, the duration of each 

recording, and information about the electrode montage used 

during data acquisition [7]. 

Visual examination and the automatic NG Deluxe 3.0.5 
cleaning system [7] were used to remove artefacts caused by 
eye blinking, movements, and tiredness during EEG 
recording. To get choices free of artefacts, we utilized the 
"Artefact Rejection" and "Generate Edits" buttons. When 
selecting eye movements and drowsiness, Since the 
"Amplitude Multiplier" is also set to its default value of 1.00, 
"High," the most sensible option, and the root-mean-square 
amplitude of the EEG recording are perfectly matched. If the 
amplitude's root-mean-square value is smaller than or equal to 
the template's root-mean-square value, then the amplitude is 
selected. The continuous EEG data were then converted to the 
frequency domain using the Fast Fourier transformation (FFT) 
with the following parameters: epoch = 2 s, sample rate = 128 
samples/s (256 digital time points), frequency range = 0.5-40 
Hz, resolution = 0.5 Hz, and a cosine taper window to 
minimize leakage. It is common knowledge that the frequency 
resolution of the Fast Fourier Transform (FFT) is dependent 
on the epoch length. For instance, the frequency resolution for 
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a one-second epoch is one hertz (Hz), for two seconds it's half 
a hertz (Hz), for four seconds it's a quarter of a hertz (Hz), and 
so on. Since the mathematics of the FFT makes even a single 
epoch of time noisy, we utilized a duration of at least 60 s. In 
the current investigation, absolute power was used to represent 
power spectral density (PSD) at the channel level, 
Nonetheless, coherence value, which is a measure of phase 
consistency between two signals, was used to represent 
functional connectivity (FC). The following frequency ranges 
were used to determine each EEG parameter: delta (1-4 Hz), 
theta (4-8 Hz), alpha (8-12 Hz), beta (12-25 Hz), high beta 
(25-30 Hz), and gamma (30-40 Hz). 

The goal of an EEG disorder dataset for MDD is to enable 
researchers and clinicians to investigate the specific EEG 
characteristics associated with the disorder. By analyzing the 
EEG data, researchers can explore potential biomarkers, 
identify neurophysiological abnormalities, and develop 
machine learning algorithms for the automatic detection or 
prediction of MDD.Functional connectivity (FC) and power 
spectral density (PSD) are two fundamental measures in the 
field of neuroscience that provide crucial insights into brain 
activity. FC quantifies the temporal correlation and 
synchronization between different brain regions, enabling the 
study of coordinated neural networks and their functional 
interactions. It helps unravel the underlying mechanisms of 
cognitive processes and neurological disorders. On the other 
hand, PSD characterizes the power distribution of neural 
oscillations across different frequencies, revealing the spectral 
fingerprints of brain activity. It enables the examination of 
rhythmic patterns associated with various cognitive functions 
and pathologies. Together, FC and PSD provide 
complementary information about brain dynamics, offering a 
comprehensive understanding of brain organization, functional 
states, and their alterations in health and disease. Fig. 3 
represents the distribution of the most important features in 
the EEG dataset and Fig. 4 represents the positions and region 
of coverage of the EEG functional connectivity (FC) and 
power spectral density (PSD) [32]. 

 

Fig. 3. The distribution of the most important features in the EEG dataset. 

 

Fig. 4. The positions and region of coverage of the EEG functional 

connectivity (FC) and power spectral density (PSD) [32]. 

B. Data Split 

When using EEG data for hybrid machine learning, the 
data split typically involves dividing the dataset into training, 
validation, and testing subsets. In the proposed hybrid 
machine learning algorithms 70% is for training and 30% for 
validation and testing. The purpose of this split is to train the 
hybrid model, optimize its parameters, and assess its 
performance on unseen data [30]. 

There are commonly three subgroups used in hybrid 
machine learning with EEG data. The main portion, the 
training set, is utilized to fine-tune the parameters of the 
hybrid model and learn patterns for the intended goal, in this 
case, MDD classification. Overfitting is avoided and optimal 
model settings are chosen using the validation set. It assesses 
performance on unseen data, aiding in parameter tuning and 
feature selection. Lastly, the testing set, an independent subset, 
evaluates the final performance of the trained model, 
providing an unbiased estimate of its accuracy and other 
metrics on real-world data. 

C. Pre-processing and Feature Selection 

Improving the quality of EEG signals and removing 
artefacts requires pre-processing techniques that include 
artefact correction and re-referencing. Artefact correction was 
almost certainly used in this investigation to get rid of 
electrical disturbances and artifacts brought on by muscular 
contractions and eye blinks. Commonly employed for artefact 
correction, independent component analysis (ICA) 
decomposes EEG data into sub-signals that each represent a 
distinct neural or extra-neural source, such as muscular 
activity or eye movement. Artefacts in the EEG signals can be 
efficiently eliminated once their constituent parts have been 
located and isolated. 

Changing the reference electrode can boost the signal-to-
noise ratio and make it easier to detect EEG signals. Whether 
a shared reference electrode was used or a reference-free 
approach was taken in this investigation is unknown. The goal 
of this procedure is to reduce or get rid of any electrical 
activity in the brain that is not directly related to the 
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underlying function being studied. In addition, the power 
spectral distribution spikes were removed by using a bandpass 
filter with a filter size of 50 Hz to remove noise. To analyze 
and extract features from the EEG data, they were first 
transformed into NumPy arrays. 

The NG Deluxe 3.0.5 system was used to perform 
preliminary processing on the EEG data. The following 
procedures are required for importing digital EEG data: The 
first step is to reduce the sampling rate to 128 hertz; the 
second is to filter the EEG at 40 hertz to identify the baseline 
EEG; and finally, the third is to filter the spliced selections of 
EEG again at 40 hertz to identify the resulting EEG. To reduce 
the likelihood of splicing artefacts, Edited EEG selections 
(minimum segment length = 600 ms) and baselines filtered 
with a Butterworth high-pass filter at 1 Hz and a low-pass 
filter at 55 Hz are appended using this splicing method in 
NeuroGuide. We used the international 10-20 method to 
choose 19 of the 64 channels for investigation, all of which 
had been linked to an ear reference: FP1, FP2, F7, F3, Fz, F4, 
F8, T3, C3, Cz, C4, T5, P3, Pz, P4, T6, O1, and O2. 

To differentiate between a healthy person's power 
spectrum and a person with a mental illness's power spectrum, 
the feature engineering stage collected useful features from the 
pre-processed EEG data. Both linear and nonlinear 
characteristics were used for this goal. Alpha, beta, delta, and 
theta power, as well as measurements of amplitude like mean, 
median, and minimum, were all examples of linear 
characteristics. The EEG signals were also analyzed for their 
nonlinear properties, including Singular Value Deposition 
Entropy and Spectral Entropy. Pandas data frames were used 
to organize and store all linear and nonlinear features 
extracted for later analysis.  Additionally, the features data 
frame was exported as a CSV file, centralizing all the gleaned 
data for use in the study's later phases. 

Using different attribute selection measures on the EEG 
depressive disorder dataset, the top feature attributes were 
identified based on Information Gain, Gain Ratio, Gini 
Decrease, and χ2 measures [39]. Information Gain measures 
the reduction in entropy achieved by selecting a particular 
attribute, and the top features selected using this measure 
provide the highest information gain. The gain ratio is a kind 
of Information Gain that accounts for the information already 
present in the qualities being measured, and the top features 
chosen using this measure offer the highest gain ratio. Gini 
Decrease calculates the decrease in impurity achieved by 
selecting a specific attribute, and the top features selected 
based on this measure exhibit the highest decrease in impurity. 
Lastly, the χ2 attribute selection measure employs chi-square 
statistics to assess the dependency between attributes and the 
class variable, and the top features chosen using this measure 
demonstrate the strongest association with the class variable 
[40]. By employing these attribute selection measures, the 
most relevant feature attributes for the EEG depressive 
disorder dataset were identified, aiding in understanding and 
predicting the presence of depressive disorder based on EEG 
data. 

D. Hybrid Machine Learning Algorithms for Major 

Depressive Disorder Prediction andClassification 

Hybrid machine learning combines multiple algorithms or 
models to leverage their strengths and improve overall 
predictive performance. In the context of hybrid machine 
learning, six models were developed to classify each MDD 
using features extracted from EEG data. The models are 
logistic regression using ElasticNet, SVM with a linear kernel, 
Random Forest, XGBoost, LightGBM, and CatBoost. Fig. 2 
shows the detailed implementation of Hybrid Machine 
Learning algorithms for Major Depressive Disorder 
identification and classification. 

 Logistic Regression using Elastic Net 

A hybrid model combining logistic regression with 
ElasticNet regularization shows promise in modeling Major 
Depressive Disorder (MDD). Logistic regression [20] 
provides a linear classification approach while ElasticNet 
regularization combines L1 and L2 penalties [37, 38], offering 
advantages such as feature selection and handling 
multicollinearity. The model optimizes both the prediction 
accuracy and the sparsity of the coefficients, effectively 
identifying relevant features associated with MDD. By 
shrinking irrelevant coefficients towards zero, ElasticNet 
facilitates feature selection, improving the interpretability of 
the model. This hybrid approach enables capturing both linear 
and non-linear relationships in the data, making it suitable for 
analyzing complex interactions in MDD. The resulting model 
provides insights into the significant predictors and offers a 
valuable tool for understanding and predicting MDD. 

The parameters for logistic regression using ElasticNet 
regularization in a hybrid model for Major Depressive 
Disorderare: 

1) Alpha (α): The regularization parameter that controls 

the balance between the L1 (Lasso) and L2 (Ridge) penalties 

in ElasticNet regularization. It determines the strength of the 

regularization and controls the amount of sparsity in the 

model. Higher values of α increase the penalty on the L1 term, 

resulting in more feature selection. 

2) L1 Ratio (ρ): The mixing parameter that determines the 

balance between L1 and L2 penalties in ElasticNet 

regularization. It controls the combination of feature selection 

(L1) and coefficient shrinkage (L2). A value of 1 indicates L1 

regularization only, while a value of 0 corresponds to L2 

regularization only. 

3) Solver: The solver algorithm is used to estimate the 

parameters in logistic regression. Common choices include 

"liblinear," "saga," "lbfgs," or "newton-cg." The dataset size 

and the nature of the problem dictate the optimal solver. 

4) C: Commonly known as the regularisation parameter, 

is the inverse of the regularisation strength. It regulates the 

compromise between maximizing the regularisation term and 

fitting the training data. By decreasing C, regularisation is 

strengthened, and the model becomes sparser. 

5) The standard logistic regressionparameters may apply, 

such as maximum iterations, convergence tolerance, class 

weights, etc. It is common practice to perform hyperparameter 

tuning, such as using cross-validation, to find the optimal 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 3, 2024 

626 | P a g e  

www.ijacsa.thesai.org 

combination of parameters for the logistic regression with the 

ElasticNet hybrid model for Major Depressive Disorder. 

 SVM with Linear Kernel 

Support Supervised learning techniques such as Support 
Vector Machines (SVMs) are quite effective when applied to 
classification problems. Linear kernel SVMs seek to find a 
hyperplane that most effectively divides data points into their 
respective classes [13]. They work well in scenarios where the 
data is linearly separable. SVMs with a linear kernel are 
efficient and robust algorithms that can handle high-
dimensional data and are particularly effective when dealing 
with binary classification problems. 

The hybrid model combining SVM with a linear kernel 
demonstrates promise in modeling Major Depressive Disorder 
(MDD). By utilizing the linear kernel, the model captures 
linear relationships within the data, allowing for the effective 
classification of MDD instances. The SVM algorithm 
optimizes a margin that separates MDD cases from non-MDD 
cases, the regularisation parameter determines the balance 
between margin maximization and error suppression. 
Additionally, the inclusion of class weights addresses the 
imbalance between MDD and non-MDD instances, ensuring 
balanced learning and accurate classification. Overall, this 
hybrid approach provides a valuable tool for understanding 
and predicting MDD based on linear patterns within the data. 

In a hybrid model for Major Depressive Disorder (MDD) 
using SVM with a linear kernel, several parameters are 
commonly employed. The regularisation parameter (C) 
determines how much weight is given to proper classification 
against margin maximization when training examples are 
misclassified. A smaller C allows for a greater margin but 
potentially more misclassifications. Class weights are utilized 
to address imbalanced datasets, assigning higher weights to 
the minority class to improve its classification accuracy. Other 
standard SVM parameters, like maximum iterations and 
convergence tolerance, along with kernel-specific parameters 
(e.g., gamma for RBF kernel), may also be involved. 
Additionally, feature scalings or normalization techniques, 
such as standardization or min-max scaling, are applied to 
ensure uniform feature scales. Optimal parameter values 
depend on the dataset and MDD characteristics, and 
hyperparameter tuning using methods like grid search and 
cross-validation is performed to determine the best settings for 
the SVM linear kernel hybrid model for Major Depressive 
Disorder. 

1) Random Forest: A random forest hybrid model 

demonstrates the promising potential for modeling Major 

Depressive Disorder (MDD) [10]. By combining multiple 

decision trees, the random forest offers robustness and high 

accuracy in analyzing complex relationships within MDD 

data. Fig. 5 represents the generalized framework for Random 

Forest on MDD. The ensemble nature of the model allows it to 

capture a diverse range of patterns and interactions among 

predictors, resulting in improved predictive performance. A 

random forest can handle both categorical and continuous 

features, making it suitable for diverse MDD datasets. 

Additionally, the model provides valuable insights into feature 

importance, aiding in the identification of key predictors 

contributing to MDD. With its ability to handle non-linear 

relationships, handle missing data, and mitigate overfitting, 

random forest hybrid models offer a valuable approach to 

understanding and predicting MDD. 

 

Fig. 5. Overview of randomforest algorithm on MDD [10]. 

2) XGBoost: When dealing with structured data, the 

robust gradient-boosting technique XGBoost (Extreme 

Gradient Boosting) excels [19]. It optimizes a loss function by 

sequentially combining numerous weak prediction models, 

such as decision trees. XGBoost is well-known for its 

quickness, scalability, and high-dimensional data-handling 

abilities. To avoid overfitting, it uses regularisation methods 

and provides feature importance scores. Furthermore, 

XGBoost may be scaled and dispersed, giving it a flexible 

option for a variety of regression, classification, and ranking 

issues. The XGBoost algorithm parameters for MDD are listed 

in Table I. By optimizing features and utilizing the XGBoost 

algorithm, classification accuracy can be significantly 

improved. In the context of EEG brain signals, this approach 

involves extracting features and optimizing them using 

methods such as calculating information gain, recursively 

removing features, and analyzing correlation matrices. Fig. 6 

represents the generalized framework for the XGBoost 

algorithm on MDD. 

TABLE I. PARAMETERS FOR XGBOOST MODEL 

Parameters Values 

Maximum depth of the tree [1, 3, 6, none] 

Sub-sample [0.3, 0.5, 1] 

Learning Rate 0.300 

 

Fig. 6. Overview of XGBoost algorithm [19]. 
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To implement the XGBoost algorithm for Major 
Depressive Disorder (MDD), several steps are involved. First, 
relevant datasets are collected, which may include clinical 
assessments, genetic markers, or neuroimaging data. Next, the 
dataset is preprocessed by taking care of missing values, 
scaling or normalizing features, and encoding categories if 
necessary. Then, the XGBoost model's settings are adjusted to 
preferences like the number of trees, the rate of learning, and 
the depth to which each tree can branch. The model is trained 
on the dataset using gradient boosting, where each tree is built 
to minimize a specific loss function. During training, cross-
validation is often employed to optimize hyperparameters and 
prevent overfitting. After training, the model can be used for 
MDD prediction by inputting new instances and obtaining the 
corresponding predictions. 

3) XGBRandomForest: XGBRandomForest is a hybrid 

machine learning model that combines the strengths of two 

popular algorithms, XGBoost, and Random Forest. XGBoost 

is a powerful gradient-boosting algorithm known for its 

excellent predictive performance and the ability to handle 

complex relationships within the data [5]. On the other hand, 

Random Forest is an ensemble learning method that combines 

many decision trees to increase accuracy and decrease 

overfitting. 

The XGBRandomForest algorithm, which combines the 
concepts of XGBoost and Random Forest, can be 
implemented for MDD tasks. The algorithm follows a similar 
implementation process as a traditional Random Forest. First, 
relevant datasets containing features like clinical assessments, 
genetic markers, or neuroimaging data are collected. Next, the 
XGBRandomForest model is constructed by setting settings 
such as the maximum depth, learning rate, and several trees. It 
is a mixture of gradient boosting and random sampling that is 
used to train the model. During training, cross-validation can 
be applied to optimize hyperparameters and prevent 
overfitting. After training, the model can make predictions on 
new instances by aggregating predictions from multiple trees. 
Model performance can be evaluated using metrics like 
accuracy, precision, recall, or AUC-ROC. 

4) CatBoost: CatBoost is a gradient-boosting algorithm 

that performs well with categorical features. It can handle both 

numerical and categorical data without requiring explicit 

feature preprocessing, making it convenient for real-world 

datasets [35]. CatBoost incorporates techniques like ordered 

boosting, feature combinations, and gradient-based leaf-wise 

splits. It provides robustness against outliers and missing 

values, along with the automatic handling of categorical 

variables. 

To implement the CatBoost algorithm for MDD tasks, 
several steps are involved. First, relevant datasets containing 
features such as clinical assessments, genetic markers, or 
neuroimaging data are collected next, missing values are 
handled, features are scaled, and categorical variables are 
encoded (if necessary) as part of the dataset's preprocessing. 
Then, parameters like tree depth, learning rate, and 
regularisation parameters are used to build the CatBoost 
model. The model is trained using gradient boosting, which 

iteratively adds decision trees to minimize a specific loss 
function. During training, cross-validation can be used to 
optimize hyperparameters and prevent overfitting. After 
training, the model can make predictions on new instances. 
Measures of a model's efficacy the receiver operating 
characteristic area under (AUC-ROC), accuracy, precision, 
and recall. Additionally, feature importance analysis can be 
conducted to understand the relevance of different features in 
MDD prediction. Parameter tuning and feature selection tools 
can be used to enhance the model's accuracy and 
generalizability. By implementing the CatBoost algorithm in 
MDD research, a powerful and efficient predictive model can 
be developed to address various MDD-related tasks. Fig. 7 
represents the generalized framework for CatBoost on MDD 
[35]. 

 

Fig. 7. The generalized framework for CatBoost on MDD [35] 

Hybrid machine learning with these algorithms involves 
combining their predictions or leveraging their strengths to 
enhance overall performance. Techniques such as model 
stacking, ensemble methods, or weighted voting can be 
employed to create the hybrid model. The specific approach 
will depend on the problem at hand and the characteristics of 
the data. The goal is to capitalize on the unique capabilities of 
each algorithm to improve prediction accuracy, handle 
complex relationships, handle different types of data, and 
optimize model performance. 

E. Evaluation Metrics 

The models in this research work will be evaluated using 
pertinent evaluation metrics presented in this section. The 
following evaluation metrics were used to evaluate the 
models. 

1) Accuracy: Accuracy is also an evaluation metric that 

is used for the evaluation of classification models. the 

accuracy value represents the fraction of predictions that the 

model predicts correctly [36]. The formula for accuracy is 

given as: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑁+𝑇𝑃

𝑇𝑁+𝐹𝑃+𝑇𝑃+𝐹𝑁
            (1) 
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2) Precision: Precision indicates the fraction of correct 

positive predictions [36]. The formula of precision is 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
       (2) 

3) Recall: Recall indicates a fraction of actual positives 

that were predicted correctly [36]. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (3) 

4) F1-Score: It shows the balance between recall and 

precision [36]. The formula of the F1-Score is as follows:  

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2∗(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (4) 

5) Regularization 

a) L1 regularization, also known as the goal of the 

machine learning technique known as Lasso regularization is 

to include a penalty term whose magnitude is directly related 

to the absolute values of the model's coefficients [37]. By 

shrinking less important coefficients to zero, L1 regularization 

promotes sparsity and performs feature selection, resulting in 

simpler and more interpretable models. It is particularly useful 

when dealing with high-dimensional datasets or when feature 

interpretability is desired. The regularization strength can be 

controlled through a parameter, and careful tuning is required 

to strike a balance between sparsity and predictive 

performance. 

b) L2 regularization, known as Ridge regularization is 

applied to models to combat overfitting. Overfitting is a term 

used to describe a situation where Validation loss goes up 

while training loss goes down. In other words, the model is 

well fitted on training data but it is not predicting accurately 

for validation data. The model is not able to generalize [38]. 

This is serious because if the model is not generalizing then it 

will not produce accurate results when it will be implemented 

in a real-world scenario. When regularization is added, the 

model not only minimizes the loss but also minimizes the 

complexity of the model. So, the goal of the machine learning 

model after adding regularization is, 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒(𝐿𝑜𝑠𝑠(𝐷𝑎𝑡𝑎|𝑀𝑜𝑑𝑒𝑙) + 𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦(𝑀𝑜𝑑𝑒𝑙))
 (5) 

The complexity of the models used in the paper was 
minimized by using L2 regularization. The formula of L2 
regularization is the sum of the square of all the weights, 

𝐿2 𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑡𝑒𝑟𝑚 =  ||𝜔||
2

2
=  𝜔1

2 + 𝜔2
2 + ⋯ 𝜔𝑛

2    (6) 

In the models, two layers of L2 regularization were used 
before the final output layer. 

F. Pseudo code for Major Depressive Disorder using Hybrid 

Machine Learning Algorithms 

Input: EEG Depressive Disorder Data 

Output: Accurate prediction of Major Depressive Disorder 

(MDD) 

Step 1. Preprocess the dataset: 

   - Split the dataset into features (X) and target variable (y) 

   - Perform any necessary data preprocessing steps such as scaling, 

encoding categorical variables, handling missing values, etc. 

Step 2. Train the hybrid model: 

   - Initialize an empty list to store the predictions from each model 

   - Split the dataset into training and testing sets 

Logistic Regression with ElasticNet 

SVM with Linear Kernel 

Random Forest 

XGBoost 

XGBRandomForest 

CatBoost 

Step 3. Combine the predictions: 

Step 4. Evaluate the hybrid model: 

Step 5. Repeat steps 2-4 for hyper-parameter tuning. 

Step 6. Once the hybrid model is optimized, use it to make 

predictions on new, unseen data. 

IV. RESULTS AND DISCUSSION 

In this study, using EEG depressive disorder dataset for 
Major Depressive Disorder identification and classification, 
we proposed a hybrid machine learning framework with six 
algorithms for accurate detection and classification of Major 
Depressive Disorder. The classification model's efficacy was 
assessed and evaluated using the confusion matrix in 
experimental research. In a hybrid machine learning 
framework, the training configuration involves preprocessing 
the data, selecting six learning models, splitting the data into 
training, validation, and testing sets, and tuning 
Hyperparameters. In our implementation, we have used a grid 
search algorithm along with a vote classifier. 

A. Feature Selection 

In the analysis of an EEG depressive disorder dataset, 
various measures for attribute selection, such as Information 
gain, Gain ratio, Gini decrease, and χ2, were utilized to 
determine the top 20 feature attributes. These measures were 
applied to evaluate the relevance and discriminatory power of 
each attribute within the dataset [37]. By considering multiple 
measures, the analysis aimed to identify the 20 attributes that 
provided the most informative and discriminative insights for 
understanding and predicting depressive disorder based on 
EEG data. Table II shows the Top 20 feature attribute selected 
using Information gain, Gain ratio, Gini decrease, and χ2 
attribute selection measures 

TABLE II. TOP 20 FEATURE ATTRIBUTES SELECTED USING 

INFORMATION GAIN, GAIN RATIO, GINI DECREASE, AND Χ2
ATTRIBUTE 

SELECTION MEASURES 

AB.D.beta

.q.T6 

AB.A.delta.s.

O2 

AB.A.delta

.q.T6 

AB.A.delta.r.O

1 

AB.D.bet

a.c.F7 

AB.A.delt
a.l.T4 

AB.D.beta.r.O
1 

AB.D.beta.
g.F8 

AB.D.beta.a.FP
1 

AB.D.bet
a.f.F4 

AB.D.beta

.d.F3 

AB.D.beta.b.F

P2 

AB.D.beta.

e.Fz 

COH.C.alpha.b.

FP2.d.F3 

AB.D.bet

a.h.T3 

AB.A.delt
a.m.T5 

COH.B.theta.h
.T3.j.Cz 

AB.C.alpha
.b.FP2 

COH.B.theta.b.
FP2.h.T3 

AB.D.bet
a.p.P4 

B. Performance of Hybrid ML on MDD using Training and 

Test Dataset 

The performance of hybrid machine learning (ML) 
techniques on Major Depressive Disorder (MDD) using EEG 
data has shown significant advancements, with Cat Boost 
outperforming other hybrid algorithms in terms of accuracy. 
In a comprehensive evaluation, Cat Boost achieved an 
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impressive accuracy of 93.1%, surpassing the performance of 
other hybrid ML models. Cat Boost, a powerful gradient 
boosting algorithm, combines decision trees with categorical 
feature handling, enabling it to effectively capture intricate 
patterns and relationships within EEG data. By accurately 
handling categorical variables and addressing missing values, 
Cat Boost mitigates potential challenges in the analysis of 
EEG data. Its robustness against over fitting further enhances 
its accuracy, making it an invaluable tool in the diagnosis and 
comprehension of MDD. The exceptional performance of Cat 
Boost demonstrates its potential to provide a significant 
understanding of MDD's fundamental mechanisms, 
contributing to improved understanding and treatment of the 
disorder. Table III shows the performance of Hybrid machine 
learning algorithms on Major Depressive Disorder data. From 
Table III, it is ascertained that XGB RandomForest, XG 
Boost, and CatBoost demonstrated comparable and high 
accuracy in accurately identifying Major Depressive Disorder, 
surpassing other algorithms. The performance of these hybrid 
ML models highlights their potential as effective diagnostic 
tools for identifying individuals with MDD. Their promising 
results emphasize the importance of leveraging hybrid ML 
techniques for improved understanding and diagnosis of 
Major Depressive Disorder. 

TABLE III. SHOWS THE PERFORMANCE OF HYBRID MACHINE LEARNING 

ALGORITHMS ON MAJOR DEPRESSIVE DISORDER DATA 

Model AUC Accuracy 
F1-

Score 
Precision Recall 

CatBoost 96.3% 93.1% 85.7% 76.4% 97.9% 

Logistic Regression 

Elastic net 
53.2% 66.7% 23.0 22.5 23.5 

Random Forest 84.3 79.1 59.7 50.4 73.2 

SVM Linear Kernel 95.0 89.7 76.6 73.7 79.8 

XGBoost 96.1 92.5 84.1 76.0 94.2 

XGBRandomForest 96.1 92.4 83.8 76.3 93.0 

C. K-fold Cross Validation 

K-fold cross-validation was employed to assess the 
performance of a hybrid machine learning (ML) approach for 
Major Depressive Disorder (MDD). The dataset was divided 
into k subsets, allowing the hybrid ML model to be trained 
and tested k times. By utilizing a combination of ML 
techniques, the hybrid model aimed to improve the accuracy 
and robustness of MDD classification. Through k-fold cross-
validation, the model's performance metrics were calculated 
and averaged across the iterations, providing a comprehensive 
evaluation of its effectiveness in accurately identifying 
individuals with MDD. This methodology facilitated 
improved confidence in the model's estimate of its 
performance and generalizability to new cases of MDD. In the 
evaluation of hybrid machine learning algorithms on Major 
Depressive Disorder data using 5-fold cross-validation, robust 
performance metrics were obtained. The k-fold cross-
validation approach provided a comprehensive assessment of 
the algorithms' F1 score, accuracy, precision, and recall. The 
results of k-fold cross-validation (k=5 and k=10) using data 
from people with Major Depressive Disorder are shown in 
Tables IV and V, respectively. By leveraging the benefits of 

hybrid ML, the models demonstrated promising results, 
showcasing their potential in accurately identifying and 
classifying individuals with Major Depressive Disorder. From 
Tables IV and V, it is ascertained that XgbRandomForest, 
XGBoost, and CatBoost attained nearer accuracy in accurately 
identifying the Major Depressive Disorder compared to other 
algorithms. The algorithms also performed well for AUC, F1-
Score, Precision, and Recall. 

TABLE IV. THE PERFORMANCE OF HYBRID MACHINE LEARNING 

ALGORITHMS ON MAJOR DEPRESSIVE DISORDER DATA FOR K-FOLD CROSS-
VALIDATION (K=5) 

Model AUC Accuracy F1-Score Precision Recall 

Cat Boost 96.6 92.7 84.6 76.2 95.0 

Logistic 

Regression 

Elastic net 

52.4 65.8 19.5 19.3 19.6 

Random 

Forest 
86.7 79.3 62.0 50.5 80.4 

SVM Linear 

Kernel 
95.6 89.2 73.8 75.4 72.4 

XG Boost 95.8 93.4 86.3 77.1 98.0 

XGB Random 
Forest 

95.6 92.2 83.3 75.7 92.5 

TABLE V. THE PERFORMANCE OF HYBRID MACHINE LEARNING 

ALGORITHMS ON MAJOR DEPRESSIVE DISORDER DATA FOR K-FOLD CROSS-
VALIDATION (K=10) 

Model AUC Accuracy 
F1-

Score 
Precision Recall 

CatBoost 96.5 93.4 86.4 76.7 99.0 

Logistic Regression 
Elastic net 

51.9 65.8 20.6 20.2 21.1 

Random Forest 84.6 79.6 60.4 51.0 73.9 

SVM Linear Kernel 95.4 89.3 74.0 75.8 72.4 

XGBoost 96.2 92.7 84.4 76.9 93.5 

XGBRandomForest 96.2 92.4 83.6 76.6 92.0 

D. ROC Analysis on Training and Testing data 

During the ROC analysis of the Major Depressive 
Disorder (MDD) dataset, it was observed that the ensemble 
model combining XGBoost and Random Forest exhibited 
strong performance. By merging the predictions obtained from 
different folds, this hybrid algorithm achieved remarkable 
results. The combined model demonstrated high accuracy, 
sensitivity, and specificity, reflecting its ability to effectively 
discriminate between individuals with MDD and those 
without the disorder. The fusion of XGBoost and Random 
Forest leveraged the strengths of both algorithms, harnessing 
the powerful gradient-boosting capabilities of XGBoost and 
the ensemble learning approach of Random Forest. This 
combination allowed for comprehensive feature extraction and 
enhanced predictive performance, resulting in a robust model 
for MDD diagnosis. The promising performance of this hybrid 
approach suggests its potential to contribute to the 
identification and understanding of MDD, offering valuable 
insights for clinical decision-making and treatment strategies. 
Fig. 8 represents the ROC analysis on MDD using Hybrid ML 
algorithms. 
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Fig. 8. ROC analysis on MDD using hybrid machine learning algorithms. 

 

Fig. 9. Hybrid machine learning algorithms' precision-recall curve for 

evaluating major depressive disorder. 

During the precision-recall analysis of the Major 
Depressive Disorder (MDD) dataset, the hybrid model 
incorporating XGBoost and Random Forest demonstrated 
impressive performance. By merging the predictions from 
different folds, this ensemble algorithm exhibited strong 
precision and recall characteristics. The combined model 
effectively balanced the precise classification versus complete 
identification of positive events (recall versus accuracy) 
resulting in a highly reliable diagnostic tool for MDD. By 
leveraging the strengths of both XGBoost and Random Forest, 
the hybrid approach maximized feature extraction and 
leveraged the ensemble learning capabilities, leading to 
enhanced precision and recall values. The excellent 
performance of this hybrid model highlights its potential in 
accurately identifying and distinguishing individuals with 
MDD, providing valuable insights for clinical decision-
making and improving the understanding and treatment of the 
disorder. Fig. 9 presents the Precision-Recall curve on MDD 
using Hybrid Machine Learning algorithms. 

E. ROC Analysis for k-fold-cross-validation 

In the k-fold cross-validation setting with k=5, the 
performance of CatBoost, XGBoost, and Random Forest 
algorithms was assessed using ROC analysis. With an 

increased number of folds from 5 to 10, all three algorithms 
showed improved performance. ROC analysis evaluates the 
compromise between sensitivity and specificity at different 
cutoffs for making a classification. The increased performance 
suggests that the algorithms achieved better discrimination 
between positive and negative instances, resulting in higher 
true positive rates and lower false positive rates. The improved 
performance indicates that CatBoost, XGBoost, and Random 
Forest are effective in handling the given dataset and are 
capable of achieving more accurate predictions for the 
classification task at hand. Fig. 10 and 11 describe the nature 
of the ROC curve on MDD when k-fold cross-validation is 
applied. 

 

Fig. 10. ROC curve on MDD for 5-fold cross-validation. 

 

Fig. 11. ROC curve on MDD for 10-fold cross-validation.  

F. Discussion 

In the analysis of an EEG depressive disorder dataset, a 
wide range of attribute selection metrics, such as Information 
Gain, and χ2, Gain Ratio, and Gini Decrease were used. These 
measures aimed to identify the top feature attributes that 
provided the most informative and discriminative insights for 
understanding and predicting depressive disorder based on 
EEG data. By considering multiple attribute selection 
measures, the study aimed to enhance the relevance and 
predictive power of the selected attributes of depressive 
disorder. 
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In the analysis of an EEG depressive disorder dataset, 
attribute selection measures were used to identify the top 20 
informative and discriminative feature attributes. Hybrid 
machine learning techniques, including CatBoost, 
outperformed other algorithms with an accuracy of 93.1%, 
demonstrating their potential in accurately identifying Major 
Depressive Disorder. The superior performance of the hybrid 
models in correctly diagnosing people with Major Depressive 
Disorder was further validated by k-fold cross-validation. 
When cross-validation is applied there is an improvement in 
the reliability of the CatBoost model for making predictions 
on Major Depressive Disorder. The ensemble model 
combining XGBoost and Random Forest showed strong 
performance in ROC analysis, showcasing its ability to 
discriminate between individuals with MDD and those 
without. This hybrid approach holds promise for improving 
the understanding and diagnosis of Major Depressive 
Disorder. 

The research study's advantages lie in its effective MDD 
diagnosis using EEG data and machine learning. Advanced 
artefact rejection techniques ensure high-quality EEG data, 
enhancing prediction accuracy and real-world clinical 
applicability. The hybrid machine learning approach combines 
models for improved accuracy and comprehensive MDD 
classification. CatBoost's handling of categorical variables 
simplifies preprocessing, crucial for clinical efficiency. Multi-
metric feature selection enhances sensitivity and specificity in 
MDD detection. K-fold cross-validation boosts model 
reliability for confident clinical decision-making. The 
ensemble model excels in discriminating MDD cases, 
potentially enabling earlier and more precise diagnoses for 
timely interventions. 

V. CONCLUSION 

In conclusion, our study has yielded significant insights 
into the prediction and diagnosis of Major Depressive 
Disorder (MDD) using hybrid machine learning methods 
applied to EEG data along with clinical and demographic 
information. The standout performer among the algorithms 
tested was CatBoost, achieving an impressive accuracy rate of 
93.1% in MDD prediction and diagnosis. This result notably 
surpassed the performance of other algorithms evaluated, 
highlighting the superiority of CatBoost in this context. 
Additionally, our ensemble model combining XGBoost and 
Random Forest demonstrated strong performance in ROC 
analysis, further supporting the effectiveness of hybrid 
machine learning approaches. The incorporation of attribute 
selection metrics such as Information Gain, χ2, Gain Ratio, 
and Gini Decrease also played a crucial role in identifying the 
most informative features for MDD prediction based on EEG 
data. Overall, our findings underscore the potential of hybrid 
machine learning techniques, particularly CatBoost, in 
improving MDD prediction and diagnosis accuracy, thereby 
facilitating the development of personalized interventions and 
targeted treatments for individuals with depressive disorders. 
These results not only contribute to advancing mental health 
diagnostics but also hold implications for enhancing patient 
outcomes and quality of care in the clinical setting. 

VI. FUTURE WORK 

The future research could focus on exploring additional 
attribute selection measures and fine-tuning the hybrid models 
to further enhance their accuracy and generalize their findings 
to larger and more diverse datasets. Additionally, integrating 
other modalities of data, such as genetic and environmental 
factors, could provide us with a deeper insight into the 
workings of the system of Major Depressive Disorder and lead 
to personalized interventions and targeted treatment strategies. 
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