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Abstract—Cardiovascular disease is the most emerging 

disease in this generation of youth. You need to know about your 

heart condition to overcome this disease appropriately. An 

electronic stethoscope is used in the cardiac auscultation 

technique to listen to and analyze heart sounds. Several 

pathologic cardiac diseases can be detected by auscultation of the 

heart sounds. Unlike heart murmurs, the sounds of the heart are 

separate; brief auditory phenomena usually originate from a 

single source. This article proposes a deep-learning model for 

predicting cardiovascular disease. The combined deep learning 

model uses the MFCC and LSTM for feature extraction and 

prediction of cardiovascular disease. The model achieved an 

accuracy of 94.3%. The sound dataset used in this work is 

retrieved from the UC Irvine Machine Learning Repository. The 

main focus of this research is to create an automated system that 

can assist doctors in identifying normal and abnormal heart 

sounds. 
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I. INTRODUCTION 

As we know, cardiovascular disease is one of the most 
globally emerging diseases. According to WHO [14], in the 
year 2019, heart disease claimed the lives of almost 18 million 
people, which represents 32% of overall deaths happening 
globally. Cardiovascular disease is not an infectious disease, 
but it is causing more deaths yearly. The main reason behind 
this disease is changing the lifestyle of human beings. As we 
become more advanced, we change our lifestyle. The physical 
activities in our day-to-day life are getting less, and our diets 
are becoming unhealthy and unhygienic. We are moving more 
towards fast foods and street foods that are unhygienic and 
impact our health. 

Modernization is changing the way of working, which 
affects the way. We are moving far away from physical 
activities, which leads to one of the causes of cardiovascular 
disease. Many other causes that can be the reason for 
cardiovascular disease are smoking, tobacco use, obesity, 
excess alcohol consumption, etc. It is vital to detect 
cardiovascular disease as early as possible so that it can be 
stopped in early stages and avoid premature deaths due to it. 

A. Common Symptoms of Cardiovascular Disease [15] 

 Pain in the center area of the chest. 

 Having a problem in one eye or both while seeing. 

 Severe headache 

 Getting unconsciousness  

 Having dizziness, facing problems while walking, or 
losing body balance. 

 Feeling numbness in one side of the body. 

 Pain in the left side of the body. 

B. Reasons Behind Cardiovascular Disease [16] 

 High Blood Pressure 

 High Cholesterol 

 Irregular or no physical activity 

 Tobacco use 

 Over consumption of alcohol 

 Sometimes Family history can also be a reason 

 Change in food style having more street food 

 Obesity or excess weight 

 Type 2 Diabetes 

C. Some Measures to Keep Cardiovascular Disease Away 

from Ourselves [17] 

 Self-Control or Prevention 

 Regular Check-ups 

 Proper and timely medication 

 Surgery, if necessary 

D. Deep Learning 

We know that deep learning is one of the emerging subsets 
of Artificial Intelligence. Deep learning algorithms have more 
layers than machine learning algorithms, making deep learning 
algorithms more accurate. The fully connected artificial neural 
network whose basic concept is the working of a deep neural 
network. 

This article introduces a deep-learning model for predicting 
cardiovascular disease. The combined deep learning model 
uses the “Mel Frequency Cepstral Coefficient” (MFCC) and 
“Long Short-Term Memory” (LSTM). MFCC is used for 
feature extraction, and LSTM is used for classifying and 
detecting cardiovascular disease. 

E. Phonocardiogram 

A phonocardiograph and other equipment are used in the 
phonocardiogram technology to record heart sounds and 
murmurs as a plot. These recordings of each sound the heart 
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produces during a cardiac cycle [18]. A cardiac cycle refers to 
the performance of the heart between the beginnings of two 
heartbeats. Two elementary heart sounds, "S1", commonly 
known as systolic sounds, and "S2", known as diastolic sounds, 
are shown on a PCG as large-magnitude deflections occurring 
one after the other, with S1 first [19]. These S1 and S2 is also 
described as the lubb - dubb -- lubb – dubb sounds. Heart 
sounds also have “S3” and “S4” sounds, which occur after S1 
and S2 sounds but can be heard only in some healthy people. 
S3 and S4 have low frequencies, while S1 and S2 have high 
frequencies. The below “Fig. 1” is a phonocardiogram machine 
that is used to collect the PCG data and store it with the help of 
USB. 

 

Fig. 1. PCG machine. 

This model works on the phonocardiogram dataset. It will 
be easy to collect from any ordinary person. The difference 
between normal and abnormal heart sounds is easily visible. 
The S1 and S2 of the healthy heart sounds are at regular 
intervals. In contrast, abnormal heart sounds it is irregular. 
There are five different types of heart sounds [20], as 
mentioned below: 

1) Normal Sounds: In normal heart sounds, the systolic 

and diastolic sounds will be at regular intervals without 

causing any fluctuation. Below “Fig. 2” is the representation 

of a normal heart sound wave. It is also called a healthy heart 

sound. 

 

Fig. 2. Normal heart sound. 

2) Murmur sounds: This heart sound is different from 

normal heart sounds. This sound contains some extra sound 

caused by the blood at the time of filling the heart commonly 

known as a diastolic murmur and at the time emptying the 

heart commonly known as a systolic murmur. Another type of 

murmur is known as continuous murmur caused throughout 

the heartbeat. Sometimes murmurs can be harmless and easily 

found in newborn babies. Below “Fig. 3” is the waveform of 

murmur sounds. 

 
Fig. 3. Murmur hear sound. 

3) Extrasystole sounds: This sound is generated when the 

heart produces an extra heartbeat during a cardiac cycle. 

Generally, these sounds are caused due to stress or anxiety. In 

“Fig. 4” you can see that there is an extra fluctuation in this 

wave between each cardiac cycle. 

 
Fig. 4. Extrastole heart sound. 

4) Extrahls sounds: This sound appears rarely and the 

reason behind this sound is the missing of either S1 or S2 

sounds. Due to this normal lubb - dubb sound can be heard as 

lubb dubb - dubb or lubb - lubb dubb. “Fig. 5” shown below is 

the pictorial waveform of extrahls sounds. 

 

Fig. 5. Extrahls heart sound. 

5) Artifacts Sounds: These sounds are caused due to some 

interference like environmental, instrumental, or biological 

interference. In some cases, artifacts are not considered as a 

defect of the heart as this sound can be generated or produced 

due to external interference. As can be seen in “Fig. 6” the 
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waveform of the artifact sound is different from all the above-

mentioned sounds. 

 
Fig. 6. Artifacts sound. 

The rest of the paper is organized as follows: Section II is 
Related Work. In this section, a literature review of the old 
work related to this cardiovascular disease is explained with its 
drawbacks. Section III is Model Design which describes the 
proposed model for this paper. The proposed algorithm is 
explained here. In Section IV, there is a discussion about the 
dataset, methodology, and evaluation metrics used in this 
article. In Section V, the result is represented in tabular and 
pictorial form. Finally, Section VI concludes the overall paper. 

II. RELATED WORK 

A model for classifying Phonocardiogram signals into 
distinct classes using time-varying spectral characteristics and 
several classifiers was proposed by P. Upretee et al. [1]. When 
using the K Nearest Neighbour method for multi-class 
classification, they were able to attain 96.5% accuracy. Using 
the same approach, they were also able to classify binary 
classes with 99.6% accuracy. 

Han Li et al. [2] proposed a model with Mel-frequency 
cepstral coefficients (MFCC) as feature extraction, and for 
classification, they used a Convolutional Neural Network 
(CNN). They have achieved an accuracy of 90.43%. Their 
dataset contains the PCG signals of 175 subjects. The main 
goal is to enhance the accuracy of CAD detection by 
incorporating dynamic content features and utilizing multi-
channel PCG signals. 

A handcrafted learning model based on multilevel discrete 
wavelet transform (DWT) and multilevel feature extraction 
based on a dual symmetric tree pattern (DSTP) was proposed 
by Prabal Datta Barua et al. [3]. The accuracy of the 
classification was 99.58% and 99.84%, respectively, using a 
support vector machine (SVM) with 10-fold cross-validation 
(CV) and leave-one-subject-out (LOSO) CV. The main goal is 
to gather more extensive datasets from various medical centers. 
These datasets will include sufficient heart sounds from rare 
cardiac disorders. We plan to use these datasets as a testing 
ground for our model and other pattern-based models we will 
create. 

Mohammad Baydoun et al. [4] proposed a model with 
Wavelet-based features and Statistical- and signal-related 
features for feature extraction. For classification, they have 
used mainly bagging and boosting algorithms. They have 
achieved an accuracy of 86.6%. Their model can achieve better 
accuracy by utilizing a range of feature selection techniques, 

from simple correlation to more complex methods. It is 
possible to achieve better outcomes. 

Yaseen et al.'s model [5] included several algorithms for 
multiple applications. For feature extraction for training and 
classification, they have employed the Discrete Wavelets 
Transform (DWT) and the Mel Frequency Cepstral Coefficient 
(MFCC). Support vector machines (SVM), deep neural 
networks (DNNs), and k nearest neighbor based on centroid 
displacement have all been utilized. Their accuracy rate 
reached 94.3%. By handling the data features more effectively 
and preparing the data on a larger scale, they can enhance and 
maximize the performance of this model in their future work. 
Adding new features may enhance the overall results. 

A model using CNN and Bi-Directional Long Short Term 
Memory layers was presented by "Samiul Based Shuvo" et al. 
[6] for the purpose of extracting temporal and time-invariant 
features. Their accuracy on the PhysioNet/CinC 2016 
challenge dataset is 86.57% overall. They recommend that 
CardioXNet be integrated with wearable technology or digital 
stethoscopes that are connected to a cloud server in order to 
improve accuracy. This makes it feasible to utilize trained 
algorithms for automatic classification and real-time prediction 
of different cardiovascular conditions. This kind of technology 
can help doctors diagnose patients. 

A machine learning algorithm-based model was proposed 
by M. Banarjee et al. [7]. Using 2D Convolutional Neural 
Networks, they were able to classify multi-class data with 83% 
accuracy. This model's accuracy is extremely poor, particularly 
when it comes to healthcare. To make the model more useful in 
identifying and classifying irregularities in heart sounds, the 
accuracy can be further improved. 

Shamik Tiwari et al. [8] proposed a Hybrid-Constant-Q-
Transform model for multi-class classification on 
phonocardiogram signals to detect the cardiovascular sound 
disorder. They achieved an overall accuracy of 96%. For future 
work, this paper focuses on designing a multimodality model 
that can enhance accuracy by utilizing both the ECG and PCG 
signals in conjunction with acoustic features. 

A classifier has been described by A. Gharehbaghi et al. [9] 
to diagnose aortic stenosis (AS) and pulmonary stenosis (PS) 
using PCG signals, particularly in pediatric patients. With 45 
kids' PCG signals, they were able to attain 93.3% accuracy. 

A hybrid model by G. Redlarski et al. [10] utilized the 
features of the Cuckoo Search Algorithm and SVM. LPC has 
been implemented as the feature extraction method. Their 
accuracy percentage currently stands at 93%. There are much 
fewer samples available for testing and training. If the model is 
trained using a larger number of datasets, it may not perform 
well. 

Baris Bozkurt et al. [12] proposed a model CNN based 
model and achieved a mean accuracy of 0.815 with a 
sensitivity of 0.845, and a specificity of 0.785. They split the 
data in the ratio of 65:15:20 as training, validation, and testing 
phases. They have considered common features such as MFCC 
and Mel-spectrogram. The accuracy achieved from the model 
is very low and can be enhanced to perform well. This model is 
still not tested on real time dataset. This result achieved is from 
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simulation. In their future work they are focusing on building 
end product and test on real time scenarios. 

III. PROPOSED MODEL DESIGN 

Deep Learning is one of the tools that can build models that 
can predict cardiovascular disease accurately. This model can 
identify any person having irregular heart sounds, which can be 
a symptom of early-stage cardiovascular disease. This model 
will help find the irregularity in the heart sounds and can be 
stopped early when it’s not complicated to eradicate the 
disease. As soon as possible, we find the disease, which will be 
much easier to eradicate. As far as you know, eradicating the 
disease will be hard. 

This model consists of a Mel Frequency Cepstral 
Coefficients for segmentation and Long Short Term Memory 
for disease prediction. A total of 52 features were found during 
the feature extraction process. These features are used to find 
the similarities between the sound waves. There are two classes 
classified as normal and abnormal. Normal classification is for 
normal heart sounds, and abnormal classification is for 
murmur, extrastole, artifacts, and extrahls sounds. This model 
will predict cardiovascular disease with an accuracy of 94.3%. 
The model below describes which layers are being used, the 
output shape, and the number of parameters for that layer. This 
model consists of three convolutional layers, three max-
pooling layers, three batch normalization, two LSTM layers, 
three dense layers, and two dropout layers. The total number of 
the parameter is 14,130,371 as shown in “Fig. 7”. 

 
Fig. 7. Proposed model. 

A. LSTM 

LSTM is the improvement of the conventional Recurrent 
Neural Network (RNN) designed to address the long-standing 
vanishing and gradient explosion issues. The LSTM's memory 
and its capacity to generate exact predictions imply that it 
could perform well. The significant difference between the 
LSTM and the conventional RNN is the cell state used to save 
the long-term state. The LSTM memory cell [13] has three 
different gates: 

Forget Gate 

Input Gate 

Output Gate 

1) Forget gate: The decision to keep or delete the data 

from the previous time stamp is made at the beginning of an 

LSTM network cell [11]. The equation for forget gate “(1)” is 

explained below: 

F𝑡  =  Ϭ (𝑋𝑡  ∗  𝑈𝑓  +  𝐻𝑡−1 ∗  𝑊𝑓)  (1) 

Here,  

 Xt - Input from the present timestamp 

 Uf - weight related to the input 

 Ht-1 - Hidden state from the earlier timestamp 

 Wf - weight matrix related to the hidden state 

 Ϭ - Sigmoid Function 

Ft's value will be a number that falls between 0 and 1. 

If, Ft = 0 then Ct-1 * Ft = 0 (Forget everything) 

If, Ft = 1 then Ct-1 * Ft = Ct-1 (Forget Nothing) 

The above equation describes what we will achieve from 
the forget gate. Here, Xt is taken as  

2) Input gate: The input gate is being used to measure the 

significance of new data provided by the input. The equation 

"(2)" explained below represents the input gate: 

 𝐼𝑡  =  Ϭ (𝑋𝑡  ∗  𝑈𝑖  +  𝐻𝑡−1  ∗  𝑊𝑖) (2) 

Here,  

 Xt - Input at the current timestamp t 

 Ui - Weight matrix of input 

 Ht-1 - Hidden state at the previous timestamp 

 Wi - is the weight matrix of input associated with the 
hidden state 

Once again, the number will fall between 0 and 1 similar to 
Ft. 

3) Output gate: The equation “(3)” explained below 

represents the output gate. 

 𝑂𝑡  =  Ϭ (𝑋𝑡  ∗  𝑈𝑜  +  𝐻𝑡−1  ∗  𝑊𝑜) (3) 
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The output of Ot will range between 0 and 1 because of the 
sigmoid function used in the above equation. We will now use 
Ot and tanh of the updated cell state to figure out the present 
hidden state as illustrated below “(4)”: 

 𝐻𝑡 =  𝑂𝑡  ∗ tan ℎ (𝐶𝑡)  (4) 

It turns out that the hidden state depends quite a bit on the 
current result and long-term memory (Ct). To achieve the result 
"(5)" of the current timestamp, we have to apply the SoftMax 
activation on the hidden state Ht. 

 Output =  Softmax(𝐻𝑡)  (5) 

The token having the highest value in the result is the 
prediction. 

B. Classification 

In this phase, the classification model is developed. The 
Long Short Term Memory (LSTM) based deep learning model 
is used for predicting cardiovascular disease. There are three 
classes normal, abnormal, and murmur sounds. The LSTM 
model is trained using the training dataset and validated using 
the validation set. 

IV. DISCUSSION 

A. Dataset 

In the mentioned research, we are using an audio file 
dataset for the prediction of cardiovascular disease. The dataset 
is gathered from “The PASCAL Classifying Heart Sounds 
Challenge”. The dataset contains five audio file types: Normal, 
Murmur, Extrastole, Artifact, and Extrahls. There is a total of 
585 audio files containing 351 normal files, 129 murmur files, 
46 extra stoles files, 40 artifact files, and 19 extrahls files. 
“Fig. 8” represents the percentage of different sound available 
in the used dataset. 

 

Fig. 8. Percentage of sound for training. 

B. Languages and Libraries 

The language used for the proposed work is Python, and 
implemented in the Google Colaboratory Notebook platform. 
Various libraries used for this proposed work are OS, glob, and 
pandas for analyzing, cleaning, or exploring the data, numpy is 
used for mathematical evaluation, Librosa is used for the 
analysis of audio files, seaborn, matplotlib is used for 
visualizing the data, Ipython is used for support and use of GUI 
toolkits, math is used for any trigonometric logarithmic or 
exponential calculations, Tensorflow, Keras, and sklearn. 

C. Data Pre-processing 

In this phase, the following process has been taken care of: 

 Importing libraries 

 Importing datasets  

 Splitting dataset: The imported dataset is split in the 
ratio of 80:20. 

D. Feature Extraction 

It is tampering and extracting invisible information from 
the raw data signal. It supports developing a system that 
improves machine learning and deep learning's generalization 
process. We have used MFCC feature extraction techniques 
and obtained 52 features in the sound wave to classify the 
sound. 

E. Evaluation Metrics 

This section represents the results achieved from the model 
described above. We got an overall accuracy of 94.3% 
extracted from the formula explained in “(6)”. The table below 
represents the precision “(7)”, recall “(8)” F1-score “(9)”, and 
support derived from the artifact, murmur, and normal heart 
sounds. It also represents the accuracy, macro average, and 
weighted average achieved. 

The following evaluation metrics are used for the combined 
deep-learning model for the prediction of cardiovascular 
disease is as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+ 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 
 (6) 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+ 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
  (7) 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
  (8) 

 𝐹1 = 2 ∗ (
 𝑅𝑒𝑐𝑎𝑙𝑙∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
)  (9) 
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V. RESULT 

 
Fig. 9. Comparison table. 

 
Fig. 10. Accuracy graph. 

 
Fig. 11. Loss graph. 

“Fig. 10” compares the accuracy between training accuracy 
and validation accuracy concerning epochs. The X-axis 
represents the number of epochs, and the Y-axis represents the 
accuracy percentage. 

“Fig. 11” compares training loss and validation loss over 
the number of epochs. X and Y axis represent epochs and loss 
simultaneously. “Fig. 12” represents the confusion matrix 
between normal, murmur, and artifact sounds. 

“Fig. 9” is the classification report generated based on 
precision, recall, f1-score, and support for the three different 
classes artifact, normal, and murmur. 

We have seen the result above, which is described in 
tabular form. The proposed model achieved an accuracy of 
94.3%. We have used the Mel-Frequency Cepstral Coefficients 
algorithm for features extraction and Long Short Term 
Memory to classify and detect cardiovascular disease. 

 

Fig. 12. Confusion matrix. 

TABLE I.  ACCURACY COMPARISON OF DIFFERENT ALGORITHMS 

S. 

No. 
Algorithm Accuracy 

1. CNN based model using MFCC and Mel-spectrogram 81.5% 

2. 2D Convolutional Neural Networks 83% 

3. CNN and Bi-Directional Long Short Term Memory 86.57% 

4. 
bagging and boosting algorithms +  Wavelet-based 

features 
86.6% 

5. Mel Frequency + CNN 90.43% 

6. Cuckoo Search Algorithm and SVM 93% 

7. 
Discrete Wavelets Transform  and the Mel Frequency 

Cepstral Coefficient  +  SVM , KNN 
94% 

8. MFCC + LSTM (Proposed Model)  94.3% 

 “Table I” compares the accuracy achieved from the 
different algorithms used by different authors in their work. 
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VI. CONCLUSION 

From the above results, we know that cardiovascular 
disease can be predicted with the help of a sound file, which is 
to be collected from an electronic stethoscope. After collecting 
that sound, we have to feed that sound to the system, which 
will detect whether the sound is from a healthier heart. This 
model detects multi-classification and generates which type of 
sound disorder is there. Here, the heart sound is classified into 
five types: Normal, Extrastole, Murmur, artifacts, extrahls. The 
accuracy achieved from the proposed model is 94.3%. This 
model can easily detect heart status without any complicated 
process or extra expenditure. This can be used simply by any 
doctor without any complications. 

For future work, a hardware prototype can be designed to 
collect real-time heart sounds and detect cardiovascular 
disease. This model can be enhanced by improving its accuracy 
or increasing the number of datasets for training and testing 
purposes. This model depicts the overall accuracy of the data 
given; as a result, we can achieve the prototype, which can find 
cardiovascular disease in its early stages. Regular check-ups 
can be done at hospitals or clinics. This prototype can be kept 
at home for personal use without any help from doctors. If any 
irregularity is found, then we can consult doctors and take 
proper treatment and precautions so it can't reach a severe 
stage. 
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