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Abstract—In this paper we describe a model, which gives a 

virtual environment to a group of people who uses it. The model 

is integrated with an Immersible Virtual Reality (IVR) design 

with an Artificial Neural Network (ANN) interface which runs on 

internet. A user who wants to participate in the virtual 

environment should have the hybrid IVR and ANN model with 

internet connection.  IVR is the advanced technology used in the 

model to give an experience to the people to feel a virtual 

environment as a real one and ANN used to give a shape for the 

characters in the virtual environment (VE). This model actually 

gives an illusion to the user that as if they are in the real 

communication environment. 
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I. INTRODUCTION  

The aim of this work is to develop a hybrid IVR and ANN 
model which will create a VE where a group of people chat 
together and at the same time they will feel as if they are in a 
real environment. We have used an IVR and ANN interface in 
this model to take the people into the VE. The model uses 
internet as a medium to connect the people at various regions. 
ANN plays a vital role here to give the presence of the image 
more real and make people be immersed into the environment 
[8][16]. Precisely the model will make a dream world to the 
person who uses it. 

II. RELATED WORK 

Manuel oliveria et al[2]. analyses a model for shared VE. 
They analyzed the technology uses for shared environment.  
They presented a model for the users to participate in a shared 
online game and social 3D environment. They have used 
virtual reality markup language to create the interface. In the 
environment the user will be represented as an avatar, which is 
an object in the virtual world. The user will be partially 
immersed in the environment. They have analyzed the issues 
regarding the VR architecture and did not give much detail 
about the design. We have taken ANN to synthesize the image 
and voice in the VE. 

Dominic W.Massaro et al [3].  presents an idea on a system 
that synthesizes visual speech directly from the acoustic 
waveform. They have trained ANN to map the cepstral co-
efficients of an individual’s natural speech to the control 
parameters of an animated synthetic talking head. With this 

technique, the animated talking head is generated from and 
aligned with the original speech of the talker. 

Pengyu Hong et al [4]. gave an advanced approach on a real 
time speech – driven synthetic talking face provides an 
effective multimodal communication interface in distributed 
collaboration environments. They have introduced an algorithm 
for motion unit based facial motion tracking system. The 
algorithm achieves more robust results by using some high 
level knowledge models. They have used vector quantization, 
which is a classification based audio to visual conversion 
approach. They have trained ANN with Audio – visual training 
data for the system to produce the audio according the face 
animation. They have taken the use of the audio – visual 
database to obtain the visual information. 

Yigiang Chen et al [5]. presents a way using the 
combination of clustering and machine learning methods to 
learn the correspondence between speech acoustic and MPEG-
4 based face animation parameters. They have trained ANN to 
map the linear predictive co-efficients and some features of an 
individual’s natural speech to face animation parameter. They 
have calculated linear predictive co-efficients and some 
parameters to obtain a useful vocal representation. 

George votsis et al [1]. analysed the method for the 
recognition of user’s emotional state of a PC user. They have 
conducted some experiment with the audio – visual databases 
with the ANN. 

In this paper we describe a chosen VE for the user to 
communicate with other user and at the same time they will 
feel the environment as a real one by using the model. To make 
the environment more real we have taken ANN as a processing 
tool to present the user expressions in the VE. 

III. PROPOSED MODEL OVERVIEW 

A. Immersible Virtual Reality Design 

IVR is the future technology which has the ability to make 
people to be immersed in the artificial environment. It acts as a 
vehicle for the user to move into their dream world. 

As our requirements analysis proved the necessity to 
provide a system design for realistic shape visualization. It was 
obvious to use IVR techniques for state of the art 3D graphics 
display [2][15][16]. As IVR technology has reached a very 
mature level, it is very well suited for real industrial 
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applications which require a high level of robustness. The sense 
of touch can greatly enhance the users’ sense of occurrence 
within VE which may effect in increased task performance. A 
successful approach has been passive haptics, which consists of 
providing physical artifacts for the users to physically touch 
whilst seeing their virtual representation. To benefit fully from 
the advantages of touch and keep the general purpose of VEs it 
is necessary to use active haptics or force feedback haptics[2]. 

In order to improve the level of perception our requirements 
analysis identified the additional need to utilize haptic force 
feedback. This gives intuitive and accurate interaction control 
to the system. 

B. Artificial Neural Networks Design 

An ANN is an information processing model that is similar 
to the way the biological nervous systems process information. 
It has the ability to formulate meaning from complicated or 
uncertain data. It exhibits the ability of adaptive learning [10]. 
It process information in a similar way the human brain does. It 
is composed of a large number of highly interconnected 
processing elements called neurons, working in parallel to 
solve a specific problem [11].  

The fundamental form of ANN consists of three layers. A 
layer of input unit is connected to an intermediate layer of 
hidden units, which is connected to a layer of output unit. The 
behavior of the output unit depends on the activity of the 
hidden and input unit [9]. 

ANN architecture for our design is implemented with back 
propagation algorithm. Through back propagated networks, 
learning occurs during the training phase in which each input 
sample in the training set is applied to the input units and 
propagated forward[13]. The hidden layer in the middle is the 
heart of the process. Increase in the hidden layer gives more 
accurate result. The output unit will do certain matching work 
with the hidden layer to give the result. After a back propagated 
network has learned the correct classification for a set of 
inputs, it can be tested on a second set of inputs to see how well 
it classifies untrained samples. In our model, we have used this 
architecture to simulate the image and express their emotion of 
the user in the VE [14]. Users’ voice, video and images are 
taken as input to the train the ANN [9][10[11][12]. Later stage 

those data can be used for the security purpose to check the 
users’ identity.  In Fig 1 we have shown the simple IVR and 
ANN model.    

C. Internet and Database 

Internet is used as a pathway for the modern software to 
connect the people from all over the world together at one point 
of contact on the web. We require a high speed internet 
connection to run the model without any problem for the end 
user. We have to train ANN with the users’ sample on the 
internet. As the interface runs on the internet it requires more 
efficiency to carry multimedia data without having any 
problem [13]. Another concern is the scalability of the system 
for a large number of users and a large amount of multimedia 
files. Ideally the multicast model is suited for group 
communication by using the same logical address. 

Database is the heart of all software. As our requirement 
investigation we require the database with prosodic feature. 
The database should have the capability to contain the high 
quality video samples. Ideally it should have only genuine 
expressions of emotions. A relatively large number of facial 
expression recognition databases are widely employed to store 
and retrieve the audio and visual data [6][7]. These kinds of 
databases are very much useful to interact with ANN. In Fig 2 
we have shown the process overview of the proposed model. 

Security is one of the most concerning issues in any system 
[2]. The most prominent security mechanism is a user 
validation process during a log – on phase. In our model all 
users those who are going to share the environment should 
record their voice, video and images with the use of interface. 
By taking those data, the interface will check their identity in 
the future. So there is a less chance of security breach in this 
model. 

IV. MODEL -  WORKING METHODOLOGY  

We have designed a prototype which will be used to take 
the people into the VE, ANN is used as a processing tool to 
give the virtual presence of the people by taking inputs like 
their image and video. Internet used as a medium to connect the 
IVR model. In the Fig 3, we gave a pictorial representation of 
functioning of the model. 

 
Figure 2: Process overview of the model 

 
Figure 1- IVR and ANN Design 
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 Users are the participants going to share the 
environment. They are the manager of the model. 

 Internet is the medium which connects different users 
together with the use of the interface. Internet speed is 
one of the catalysts for the model.  

 ANN is the back processing tool of the model for the 
simulation of the user’s presence in the network. 

We need IVR design and ANN implemented interface and 
internet connection to run the model. The model has two 
stages, first stage is for the interface, and user has to key in 
details like their name, age and the region into the model. After 
that they have to upload their image, voice and video. These 
data will be stored in the audio – visual database. Later stage 
user data will be given to the interface to configure the user 
with the model. Next time when the user enters into the system 

the interface will check their identity with the data already 
stored into it. The ANN architecture has to be trained with the 
samples during the training phase [13]. Here we gave 
illustrations of the interface in Fig 4 and Fig 5. 

The second or final stage is a VE, the IVR will give the 
chosen environment to the users those who have participated in 
the network and ANN will give simulated images of the users 
in the VE. The interface has to be designed with some 
environment with the use of 3D-graphics [2][9][16]. When 
users select the environment the IVR design will create the 
environment for them. Internet is the back bone for this model. 
Internet speed will also important criteria for the model. ANN 
has the capability to recover from the failure. 

V. FUTURE SCOPE AND CONCLUSION  

We have presented a prototype of future technology and its 
methodology. We will discuss the other side of the model like 
internet and various design issues in the future. This hybrid VR 
and ANN model gives a VE in which users can meet and chat 
together. Further research is being conducted in order to 
develop a user friendly and plausible model for the user. This is 
the direction that we are following in our on- going research.     
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Figure 5: Illustration - 2 of the Interface 
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