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Abstract— Cloud computing is basically altering the expectation 

for how and when computing, storage and networking assets 

should be allocated, managed and devoted. End-users are 

progressively more sensitive in response time of services they 

ingest. Service Developers wish for the Service Providers to make 

sure or give the ability for dynamically assigning and managing 

resources in respond to alter the demand patterns in real-time. 

Ultimately, Service Providers are under anxiety to build their 

infrastructure to facilitate real-time end-to-end visibility and 

energetic resource management with well grained control to 

decrease total cost of tenure for improving quickness. What is 

required to rethink of the underlying operating system and 

management infrastructure to put up the on-going renovation of 

data centre from the traditional server-centric architecture 

model to a cloud or network centric model? This paper projects 

and describes a indication model for a network centric  data 

centre infrastructure management heap that make use of it and 

validates key ideas that have enabled dynamism, the quality of 

being scalable, reliability and security in the telecommunication 

industry to the computing engineering. Finally, the paper will 

explain a proof of concept classification that was implemented to 

show how dynamic resource management can be enforced to 

enable real-time service guarantee for network centric data 

centre architecture. 
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I.  INTRODUCTION 

The random demands of the Web 2.0 era ingrouping with 
the desire to better utilize IT resources aredriving the need for a 
more dynamic IT infrastructure that canrespond to speedily 
changing requirements in real-time. This need for real-time 
enthusiasm is about to basically alter the data centre 
background and alter the IT infrastructure as we know it. In the 
cloud computing era, the computer can no longer be assumed 
in standings of the physical insertion i.e. the server or box, 
which households the processor, memory, storage and related 
components that establish the computer. In its place the 
“computer” in the cloud perfectly includes a group of physical 
work out resources i.e. work stations, retention, network 
bandwidth and storage, possibly circulated physically across 
server and geographical borders which can be planned on 
demand intoa dynamic consistent entity i.e. a “cloud 
computer”, that can develop or shrink in real-time in order to 

promise the desired levels of potential sensitivity, performance, 
scalability, consistency and safety to any application that runs 
in it. What is really supporting this alteration today is 
virtualization technology, more precisely hardware assisted 
server virtualization. At an ultimate level, virtualization 
technology allows the abstraction or decoupling of the request 
payload from the original physical resource. What this typically 
means is that the physical resources can then be carved up into 
logical or virtual resources as needed. This is acknowledged as 
provisioning. By introducing a suitable management 
infrastructure on top of this virtualization functionality, the 
provisioning of these logical resources could be made dynamic 
i.e.the logical resource could be made bigger or smaller in 
accordance with demand. This is known as dynamic 
provisioning. To enable a true “cloud” computer, each single 
computing element or resource should be proficient of being 
enthusiastically provisioned and succeeded in real-time. 
Currently, there are numerous holes and areas for development 
in today’s data centre infrastructure before we can attain the 
above vision of a cloud computer. 

A. Server useful systems and virtualization 

Whereas networks and storage resources appreciates to 
advances in network facility management and SANs have 
already been proficient of being virtualized for a while, only 
now with the broader acceptance of server virtualization, do we 
have the complete basic foundation for cloud computing i.e. all 
computing properties can now be virtualized. Subsequently, 
server virtualization is the catalyst that is now motivating the 
transformation of the IT infrastructure from the traditional 
server-centric computing architecture to a network centric 
cloud computing architecture. When server virtualization is 
done, we have the capability to generate whole logical (virtual) 
servers that are free of the fundamental physical infrastructure 
or their physical position. We can postulate the computing, 
network and storage resources for all logical server (virtual 
instrument) and even transfer workloads from one virtual 
machine to another in real time (live migration). 

All of this has aided deeply to convert the cost structure and 
competence of the data centre. Despite the many assistances 
that virtualization has allowed, we are still to realize the 
complete potential of virtualization with respect to the cloud 
computing. This is because: 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 3, No. 5, 2012 

 

173 | P a g e  

www.ijacsa.thesai.org 

1) Usual server centric operating systems were not 

planned to manage collective spread resources: 
The Cloud computing example is all about optimally 

involving a set of scattered computing resources while the 
server-centric computing example is about devoting resources 
to a specific application. The server-centric example of 
computing fundamentally ties the application to the server. The 
work of the server operating system is to commit and guarantee 
to obtain ability of all accessible computing resources on the 
server to the application. If another application is installed on 
the same server, the operating system will once again manage 
the entire server resources to confirm that each application 
remains to be checked as if it has access to all available 
resources on that server. This model was not designed to allow 
for the “dial-up” or “dial down” of resource allocated to an 
application in response to change workload demands or 
business priorities. This is the reason that load-balancing and 
clustering was introduced. 

2) Current hypervisors do not supply sufficient division 

between application management and physical supply 

management: 
Today’s hypervisors have just interposed themselves one 

level down below the operating system to enable multiple 
“virtual” servers to be hosted on one physical server.While this 
is great for consolidation, once again there is no way for 
applications to manage how, what and when resources are 
assigned to themselves without having to concern about the 
management of physical resources. It is our observation that 
the current generation of hypervisors which were also born 
from the era of server-centric computing does not define 
hardware management from application management much 
similar the server operating systems themselves. 

3) Server virtualization does not yet allow contribution of 

scattered resources: 
Server virtualization currently permits a single physical 

server to be structured into multiple logical servers. However, 
there is no way for example to generate a analytical or 
computer-generated server from resources that may be 
physically placed in separate servers. It is true that by virtue of 
the live migration capabilities that server virtualization 
technology enables, we are intelligent to move application 
loads from one physical server to another possibly even 
geographically distant physical server. However, moving is not 
the similar as sharing. It is our contention that to enable a truly 
distributed cloud computer, we must be able efficiently to share 
resources, no problem where they exist in purely based on the 
potential constraints of applications or services that consume 
their sources. 

B. Storage set of connections & virtualization 

Before the production of server virtualization, storage 
networking and storage virtualization permitted many 
improvements have been done in the data centre. The key 
improvement was the introduction of the FibreChannel (FC) 

protocol and Fibre Channel-based Storage Area Networks 
(SAN) which delivered great speed of storage connectivity and 
dedicated storage solutions to allow such profits as server-less 
backup, point to point reproduction, HA/DR and presentation 
optimization outside of the servers that run applications. 
However, these pay backs have come with improved 
management complication and costs. 

C. System virtualization 

The virtual networks now applied inside the physical server 
to switch between all the virtual servers to provide a substitute 
to the multiplexed, multi-patched network channels by trucking 
them nonstop to WAN transport, thus shortening the physical 
network infrastructure. 

D. Function creation and binding 

The existing method of exhausting Virtual Machine images 
that contain the application, OS and loading disk images is 
once again born of a server-centric computing model and does 
not provide itself to enable supply across mutual resources. In a 
cloud computing pattern, applications should preferably be 
built as a collection of facilities which can be integrated, 
disintegrated and distributed on the fly. Each of the services 
could be measured to be individual procedure of a larger 
workflow that establishes the application. In this way, 
individual services can be arranged and provisioned to improve 
the overall performance and potential requirements for the 
application. 

II. PLANNED SUGGESTION STRUCTURAL DESIGN MODEL 

If we were to purify the above interpretations from the 
previous section, we can realize that a couple of key subjects 
emerging. That is: 

A. The next generation architecture for cloud computing must 

entirely decouple physical resources management from 

virtual resource management.  

B. Supply the proficiency to intervene between applications 

and resources in real time. 

As we stressed in the earlier section, we are still to attain 
perfect decoupling of physical resources management from 
virtual resource management but the outline and improved 
acceptance of hardware assisted virtualization (HAV) as a 
significant and essential step towards this objective. Thanks to 
HAV, a next generation hypervisor will be capable to achieve 
and truly guarantee the identical level of access to the 
fundamental physical resources. Moreover, this hypervisor 
should be proficient of handling both the resources situated 
locally inside a server as well as any resources in other servers 
that may be situated somewhere else physically and linked by a 
network. Once the controlling of physical resources is 
decoupled from the virtual resource management. The 
necessity for a mediation layer that mediates the distribution of 
resources between various applications and the shared 
distributed physical resources becomes obvious. 
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Figure 2 Position Architecture Model for Next Generation Cloud Computing Infrastructure 
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III. INFRASTRUCTURE PROVISION FABRICS 

This layer includes two pieces. Together with the two 
components allow a computing resource “dial-tone” that 
delivers the basis for provisioning resource fairly to all 
applications in the cloud. 

A. Scattered services mediation 

This is a FCAPS based (Fault, Configuration, Accounting, 
Performance and Security) abstraction layer that enables  

 

autonomous self-management of every individual resource in a 
network of resources that may be distributed geographically. 

B. Virtual supply mediation layer 

This gives the ability to create logical virtual servers with a 
level of service guarantee those assurances resources such as 
number of CPUs, memory, bandwidth, latency, IOPS 
(I/Ooperations per second), storage through put and capacity. 
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C. Circulated services Assurance Platform 

This layer will allow for creation of FCAPS-managed 
virtual servers that pack and host the desired choice of OS to 
allow the loading and execution of applications. Since the 
virtual servers implement FCAPS-management, they can give 
automated mediation services natively to guarantee fault 
management and reliability (HA/DR), performance 
optimization, accounting and security. This describes the 
management dial-tone in our orientation architecture model. 

D. Scattered Services Delivery Platform 

This is basically a workflow engine that implements the 
application which we described in the previous section, is 
preferably composed as business workflow that organizes a 
number of distributable workflow elements. This describes the 
services dial tone in our reference architecture model. 

E. Scattered Services Creation Platform 

This layer gives the tools that developers will utilize to 
generate applications defined as group of services which can be 
composed, decomposed and scattered on the fly to virtual 
servers that are automatically shaped and run by the distributed 
services assurance platform. 

F. Legacy Combination Services Mediation 

This is a layer that gives addition and support for existing 
or legacy application in our reference architecture model. 

IV. DEPLOYMENT OF THE SUGGESTION MODEL 

Any generic cloud service platform requirements must 
address the needs of four categories of stake holders:  

1) Infrastructure suppliers,  

2) Service suppliers. 

3) Facility Developers 

4) End Users.  
Below we explain how the reference model described will 

affect, benefit and are set up by each of the above stake 
holders. 

A. Infrastructure suppliers 

These are vendors who give the underlying computing, 
network and storage resources that can be fixed up into logical 
cloud computers which will be dynamically forced to deliver 
extremely scalable and globally interoperable service network 
infrastructure. The infrastructure will be utilized by both 
service creators who develop the services and also the end 
users who use these services. 

B. Service suppliers 

With the employment of our innovative reference 
architecture, service providers will be capable to promise both 
service developers and service users that resources will be 
obtainable on demand. They will be capable effectively to 
determine and meter resource utilization end-to-end usage to 
allow a dial-tone for computing service while management 
Service Levels to meet the availability, performance and 
security needs for each service. The service provider will now 
handle the application’s link to computing, network and storage 
resource with suitable SLAs. 

A. Facility developers 

They will be able to develop cloud based services using the 
management services API to configure, monitor and manage 
service resource allocation, availability, utilization, 
performance and security of their applications in real-time. 
Service management and service delivery will now be 
integrated into application development to allow application 
developers to be able to specify run time SLAs. 

C. End users 

Their demand for selection, mobility and interactivity with 
sensitive user interfaces will continue to rise. The managed 
resources in our reference architecture will now not only permit 
the service developers to generate and distribute services using 
logical servers that end users can dynamically provision in 
immediate to respond for changing needs, but also provide 
service providers the ability to charge the end-user by metering 
correct resource handling for the required SLA. 

V. CONCLUSIONS 

In this paper, we have explained the needs for 
implementing a real dynamic cloud computing infrastructure 
which contains a group of physical computing resources i.e. 
processors, memory, network bandwidth and storage, 
potentially dispersed physically through server and 
geographical limits which can be controlled on demand into a 
dynamic reasonable entity i.e. “cloud computer”, that can 
develop or reduce in size immediately in order to give surety 
about the desired levels of latency, sensitivity, performance, 
scalability, consistency and security to any application that runs 
in it. We worked out few key areas of shortage of current 
virtualization and management technologies. Particularly we 
explained detail importance of sorting out physical resource 
management from virtual resource management and why 
current operating systems are not designed and hence it was 
suitable to provide this ability for the distributed shared 
resources especially of cloud deployment. We also painted the 
need for FCAPS-based (Fault, Configuration, Accounting, 
Performance and Security) service “mediation” to give global 
administration functionality for all networked physical 
resources that include a cloud, irrespective of their allocation 
across a lot of physical servers in different geographical 
locations. We then projected an indication architecture model 
for a distributed cloud computing mediation (management) 
platform which will outline the foundation for making the 
possibility of next generation cloud computing infrastructure. 
We proved how this infrastructure will involve as well as 
advantage key stake holders such as the Infrastructure 
providers, service providers, service developers and end-users. 

Description in this paper is considerably different from 
most current cloud computing solutions that are nothing more 
than hosted infrastructure or applications accessed over the 
Internet. The proposed architecture in this paper will 
significantly change the current setting by enabling cloud 
computing service providers to give a next generation 
infrastructure platform which will recommend service 
developers and end users exceptional control and enthusiasm in 
real-time to assure SLAs for service latency, availability, 
performance and security. 
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