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Abstract—Due to the large amounts of multimedia data 

prevalent on the Web, Some images presents textural motifs 

while others may be recognized with colors or shapes of their 

content. The use of descriptors based on one’s features extraction 

method, such as color or texture or shape, for automatic image 

annotation are not efficient in some situations or in absence of the 

chosen type. The proposed approach is to use a fusion of some 

efficient color, texture and shape descriptors with Bayesian 

networks classifier to allow automatic annotation of different 

image types. This document provides an automatic image 

annotation that merges some descriptors in a parallel manner to 

have a vector that represents the various types of image 

characteristics. This allows increasing the rate and accuracy of 

the annotation system. The Texture, color histograms, and 

Legendre moments, are used and merged respectively together in 

parallel as color, texture and shape features extraction methods, 

with Bayesian network classifier, to annotate the image content 

with the appropriate keywords. The accuracy of the proposed 

approach is supported by the good experimental results obtained 
from ETH-80 databases. 
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I. INTRODUCTION 

With the rapid development of Internet communication 
technology and digital imaging technology, users can easily get 
many networked digital information archives by a variety of 
ways. Searching this digital information archives on the 
Internet and elsewhere has become a significant part of our 
daily lives. Amongst the rapidly growing body of information, 
many digital images are not reached. The task of automated 
image retrieval is complicated by the fact that many images do 
not have suitable textual descriptions and annotations. Retrieval 
of images through analysis of their visual content is therefore 
an exciting and notable research challenge. 

With regard to the long standing problem of the semantic 
gap between low-level image features and high-level human 
knowledge, the image retrieval community has recently shifted 
its emphasis from low-level features analysis to high-level 
image semantics extraction. Therefore, image semantics 
extraction is of great importance to content-based image 
retrieval because it allows the users to freely express what 
images they want. Semantic content annotation is the basis for 

semantic content retrieval. The automatically obtained 
keywords from image annotation process can be used to 
represent the images content to facilitate their retrieval. 

Automatic object recognition and annotation are essential 
tasks in these image retrieval systems. Indeed, Annotated 
images play important role in information processing; they are 
useful for image retrieval based on keywords and image 
content management [1]. For that reason, many research efforts 
have aimed at annotating objects contained in visual streams. 
Image content annotation facilitates conceptual image indexing 
and categorization to assist text-based image search that can be 
semantically more significant than search in the absence of any 
text [2], [3]. 

Manual annotation is not only boring but also not practical 
in many cases, due to the abundance of information. Many 
images are therefore available without suitable textual 
annotation. Automatic image content annotation becomes a 
recent research interest [3], [4]. It attempts to explore the visual 
characteristics of images and associate them with image 
contents and semantics to use textual request for image 
retrieval and searching; automatic image annotation is an 
efficient technology for improving the image retrieval. 

The rest of the paper is organized as follows. Firstly, the 
section 2 presents the proposed annotation system. The Section 
3 discusses the image segmentation while the section 4 presents 
a brief formulation of color histograms, Texture, and Legendre 
moments as features extraction method. The Section 5 is 
reserved for the annotation by the approach of image 
classification using a fusion of several descriptors that are the 
color histograms, Texture, and Legendre moments with 
Bayesian network classifier. The Section 6 presents the 
experimental results of the image annotation based on the 
proposed approach. Finally, in the last section, the main 
conclusion concerning the proposed approach is given in 
addition to the possible future works. 

II. ANNOTATION SYSTEM 

Automatic image annotation consists of associating, to each 
image, a group of words that describes the visual contents of 
the image without human intervention. This task has been, and 
still, the subject of many studies [5], [6], [7], [8], [9], [10]. 
Several ways are used to deal with the problem of automatic 
image annotation. A recent review on automatic image 
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annotation techniques is presented in [11]. Using machine 
learning methods from examples of annotated images, many 
automatic image annotation techniques aim to learn the 
relationship between keywords and visual features. The learned 
relationships are then used to assign keywords to non-annotated 
images. 

As an improvement of the previous works [12, 13, 14], this 
problem is considered for image that are described globally or 
not yet labeled with a suitable text terms. Some images on the 
web presents textural motifs, others can be recognized with 
colors or shapes of their content. The fusion of multiple 
descriptors, which are of different types such as color or texture 
or shape descriptors, can increase the effectiveness of images 
representation allowing their annotations in a manner that is 
more accurate than when using one descriptor type's. Indeed, in 
situations where images have a different descriptor type's from 
that used, the results will be catastrophic. Also, individual 
classifier and features descriptor results are limited or not 
suited for some situations [15]. So, their fusion is important, it 
can improve the annotation results and improve the accuracy of 
the annotation system. In such case, the proposed approach is 
to use a fusion of some efficient color, texture and shape 
descriptors with Bayesian network classifier to allow automatic 
annotation of different image types. The objective of this 
document is to provide an automatic image annotation that 
merges some descriptors in a parallel manner to have a features 
vector that represents the various types of image 
characteristics. This approach can allow increasing the rate and 
accuracy of the annotation system. The block diagram of the 
image annotation system adopted in this work is shown in 
Fig.1. 

The system contains several phases. Firstly, the query 
image is segmented into regions that represent objects in the 
image, secondly, the features vector of each region are 
computed and extracted from the image, and those features are 
merged and are finally fed into input of the already trained 
classifiers that is the Bayesian Network to decide and choose 
the appropriate keywords for annotation tasks. 

III. K-MEANS IMAGE SEGMENTATION 

Usually, the features vector extracted from the entire image 
loses local information. Therefore, it is necessary to segment an 
image into regions or objects of interest and use of local 
characteristics. Image segmentation is a method that localizes 
and extracts an object from an image or divides the image into 
several regions. It plays important role in many applications for 
image processing, and still remains a challenge for scientists 
and researchers.  

The efforts and attempts are still being made to improve the 
segmentation techniques. With the improvement of computer 
processing capabilities, several possible segmentation 
techniques of an image have emerged: threshold, region 
growing, k-means, active contours, level sets, etc...[16]. 

 

 

Fig. 1. Block Diagram of the proposed annotation system. 

Among the segmentation methods, the k-means is well 
suited because of its simplicity and has been successfully used 
several times as a segmentation technique of digital images. 

The K-Means algorithm is based on a clustering algorithm 
that does not require the presence of a learning database. So, 
this algorithm can organize the pixels of the image. 

Given a set of image pixels   d

n RpppX  ,,, 21   

where each pixel is a veritable vector of dimension d = 3 in the 
case of a colour image (d = 5 if the pixels coordinates are 
introduced as information of spatial coherence or connectivity). 
The k-Means algorithm aims to classify and divide the n pixels 
of the image into k sets or regions (k ≤ n) 

 kRRRS ,,, 21   with a manner that minimizes the inter-

class variance, that results in minimizing the sum of squared 
Euclidean distances among the clusters defined by: 
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  iRCard  is the number of pixels in the cluster or 

region iR ; 
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The k-means image segmentation algorithm finds the pixels 
groups that minimize the quantity E defined above. This comes 
somehow for each cluster or region, to minimize the following 
quantity: 
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The principle of the minimization algorithm of this error 
can result in the following main steps [18]: 

1) Choosing the number of clusters (number of kernels); 

2) Initialization of clusters and their kernels; 

3) Updating clusters by optimizing the error clustering; 

4) Calculation and revaluation of the new clusters; 

5) Iterate and repeat steps 3 and 4 until clusters 

stabilization. 
The number of clusters k can match approximately the 

number of dominant colors used to represent the image. The 
determination of k is done using the color histograms. 

After transformation of the color image into a single image 
formed by the reduced numbers of colors, the cluster number k 
is selected to be the number of peaks in the histogram from the 
transformed image. 

An example of image segmentation, by using K-means 
segmentation algorithm, is presented in Fig. 2. 

 
Fig. 2. Example of K-means image segmentation. 

IV. FEATURES EXTRACTION 

After dividing the original image into several distinct 
regions that correspond to objects in a scene, the feature vector 
must be extracted carefully from a region to reduce the rich 
content and large input data of images and preserve the content 
representation of the entire image. Therefore, the feature 
extraction task can decrease the processing time. it enhances 
not only the retrieval and annotation accuracy, but also the 
annotation speed as well, since a large image database can be 
organized according to the classification rule and, therefore, 
search can be done [19]. 

In the feature extraction method, the representation of the 
image content must be considered in some situations such as: 
translation, rotation and change of scale. This is the reason that 
justifies the use of color histograms and moments for feature 
extraction method from the segmented image.  

All these features are extracted for all the images in 
reference database and stored with keywords in features 
database. For more precision and accuracy in the annotation 
system, they can be combined together and feed to the input of 
the classifier [15]. This combination costs more time for 
training the classifiers due to the size of the resulted features. 

A. Color histogram 

Typically, the color of an image is represented through 
some color model. There exist various color models to describe 
color information. The more commonly used color models are 
RGB (red, green, blue), HSV (hue, saturation, value) and Y, 
Cb, Cr (luminance and chrominance). Thus, the color content is 
characterized by 3 channels from some color models. In this 
paper, we used RGB color models. One representation of color 
image content is by using color histogram. Statistically, it 
denotes the joint probability of the intensities of the three color 
channels [20]. 

Color histogram describes the distribution of colors within 
a whole or within an interest region of image. The histogram is 
invariant to rotation, translation and scaling of an object but the 
histogram does not contain semantic information, and two 
images with similar color histograms can possess different 
contents. 

The histograms are normally divided into bins to coarsely 
represent the content and reduce dimensionality of subsequent 
classification and matching phase. A color histogram H for a 
given image is defined as a vector by: 
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Where:  

 i represent a color in the color histogram;  

 E(x) denotes the integer part of x; 
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 h[i] is the number of pixel with color i in that image; 

 k is the number of bins in the adopted color model; 

 And δ is the unit pulse defined by: 
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In order to be invariant to scaling change of objects in 
images of different sizes, color histograms H should be divided 
by the total number of pixels M x N of an image to have the 
normalized color histograms. 

For a three-channel image, a feature vector is then formed 
by concatenating the three channel histograms into one vector. 

B. Legendre Moments 

In this paper, the Legendre moments are calculated for each 
one of the 3 channel in a color image. A feature vector is then 
formed by concatenating the three channel moments into one 
vector. 

The Legendre moments [21] for a discrete image of M x N 
pixels with intensity function f(x, y) is the following: 
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 xPp is the pth-order Legendre polynomial defined by: 
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In order to increase the computation speed for calculating 
Legendre polynomials, we used the recurrent formula of the 
Legendre polynomials defined by: 
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C. Texture Descriptors 

Several images have textured patterns. Therefore, the 
texture descriptor is used as feature extraction method from the 
segmented image. 

The texture descriptor is extracted using the co-occurrence 
matrix introduced by Haralick in 1973 [22]. So for a color 

image I of size 3NN  in a color space  321 ,, CCC , 

for    2,,1, Nlk  and    2,,1, Gba  , the co-
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',

,  of the two color components  

 321 ,,', CCCCC   from the image I is defined by: 


  

  

    















kN

i

lN

j

CC

lk

bCljkiIaCjiI

lNkN
baIM

1 1

',

,

',,,,,

1
,,



 

Where δ is the unit pulse defined by: 
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Each image I in a color space  321 ,, CCC  can be 

characterized by six color co-occurrence matrix. 
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. As they measure local interactions between 
pixels, they are sensitive to significant differences in spatial 
resolution between the images. To reduce this sensitivity, it is 
necessary to normalize these matrices by the total number of 
the considered co-occurrences matrix: 
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Where T is the number of quantization levels of the color 
components. 
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To reduce the large amount of information of these 
matrices, the 14 Haralick indices [22] of these matrices are 
used. There will be then 84 textures attributes for six co-

occurrence matrices  614 . 

V. IMAGE CLASSIFICATION AND ANNOTATION 

The goal of pattern classification is to allocate an object 
represented by a number of feature vectors into one of a finite 
set of classes from the reference database. In order to classify 
unknown patterns, a certain number of training samples 
available for each class are used to train the classifier. The 
learning task is to compute a classifier or model that 
approximates the mapping between the input-output examples 
and correctly labels the training set with some level of 
accuracy. This can be called the training or model generation 
stage. After the model is generated and trained, it is able to 
classify an unknown instance, into one of the learned class 
labels in the training set. More specifically, the classifier 
calculates the similarity of all trained classes and assigns the 
unlabeled instance to the class with the highest similarity 
measure. 

Therefore, image annotation can be approached by the 
model or the classifier generated and trained to bridge the gap 
between low-level feature vectors and high-level concepts; a 
function is learned which can directly correspond the low-level 
feature sets to high-level conceptual classes. There are several 
types of classifier that can be used for classification. The 
Bayesian network classifier is used in this paper.  

Bayesian networks are based on a probabilistic approach 
governed by Bayes' rule. The Bayesian approach is then based 
on the conditional probability that estimates the probability of 
occurrence of an event assuming that another event is verified. 
A Bayesian network is a graphical probabilistic model 
representing the random variable as a directed acyclic graph. It 
is defined by [22]: 

  EXG , , Where X is the set of nodes and E is the 

set of edges, G is a Directed Acyclic Graph (DAG) 
whose vertices are associated with a set of random 

variables  nXXXX ,,, 21  ; 

    ii XPaXP  is a conditional probabilities 

of each node iX  relative to the state of his parents 

 iXPa  in G. 

The graphical part of the Bayesian network indicates the 
dependencies between variables and gives a visual 
representation tool of knowledge more easily understandable 
by users. Bayesian networks combine qualitative part that are 
graphs and a quantitative part representing the conditional 
probabilities associated with each node of the graph with 
respect to parents [23]. 

Pearl and all [24] have also shown that Bayesian networks 
allow to compactly representing the joint probability 
distribution over all the variables: 
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Where  iXPa is the set of parents of node iX  in the 

graph G of the Bayesian network. 

This joint probability could be actually simplified by the 
Bayes rule as follows [25]: 
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The construction of a Bayesian network consists in finding 
a structure or a graph and estimates its parameters by machine 
learning. In the case of the classification, the Bayesian network 

can have a class node iC and many attribute nodes jX . The 

naive Bayes classifier is used in this paper due to its robustness 
and simplicity. The Fig. 3 illustrates its graphical structure. 

 

 
Fig. 3. Naive Bayes classifier structure. 

To estimate the Bayesian network parameters and 
probabilities, Gaussian distributions are generally used. The 
conditional distribution of a node relative to its parent is a 
Gaussian distribution whose mean is a linear combination of 
the parent’s value and whose variance is independent of the 
parent’s value [26]: 
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Where, 

  iXPa Are the parents of iX ; 

 jiji and  ,, are the means and variances of 

the attributes iX  and jX respectively without 

considering their parents; 

 in  is the number of parents; 

Ci 

Xn X1 Xj …
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 
ji  is the regression matrix of weights. 

After the parameter and structure learning of a Bayesian 
network, The Bayesian inference is used to calculate the 
probability of any variable in a probabilistic model from the 
observation of one or more other variables. So, the chosen class 
Ci is the one that maximizes these probabilities [27], [28]: 
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For the naive Bayes classifier, the absence of parents and 
the variables independence assumption are used to write the 
posterior probability of each class as given in the following 
equation [29]: 
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Therefore, the decision rule d of an attribute X is given by: 
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The class with maximum probability leads to the suitable 
character for the input image. 

VI. EXPERIMENTS AND RESULTS  

A. Experiments 

In the experiments, for each region that represent an object 
from each color channel of the query image, the number of 
input features extracted using the order 3 of Legendre moments 
is 10 (L00, L01, L02, L03, L10, L11, L12, L20, L21, L30). The 
number of input features for color histogram is 16 per image 
channel. So, the result is 30 elements for Legendre moments 
and 48 elements for color histograms in the case of the 3 
channels. The number of input features extracted using Texture 
extraction method is 14 x 6 = 84. These inputs are presented 
and feed to the Bayesian network classifier, for testing to do 
matching with the feature values in the reference database. To 
test the accuracy of the proposed approach, we measured the 
precision rates of each single descriptor. 

Fig. 4 shows some examples of image objects from ETH-80 
image database used in our experiments. The experiments are 
made based on different classes of objects. 

 

Fig. 4. Some examples of objects from ETH-80 image database. 

The accuracy of image annotation is evaluated by the 
precision rate which is the number of correct results divided by 
the number of all returned results. 

All the experiments are conducted using the ETH-80 
database containing a set of 8 different object images [30]. The 
proposed system has been implemented and tested on a core 2 
Duo personnel computer using Matlab software. 

B. Results 

The results of the image annotation system based on 
Legendre, RGB, Texture descriptors and their fusion using a 
Bayesian network classifier are presented in table 1. 

TABLE I.  GENERAL ANNOTATION RATES OF THE ANNOTATION SYSTEM 

BASED ON LEGENDRE, RGB, TEXTURE DESCRIPTORS AND THEIR FUSION USING 

A BAYESIAN NETWORK CLASSIFIER. 

Descriptor Approch 
Annotation 

rate (%) 

Error  

rate (%) 

Execution 

time (s) 

Legendre 78.00% 22.00% 10756.49 

RGB 67.50% 32.50% 162.16 

Texture 55.00% 45.00% 489.65 

Legendre+Texture+RGB+Bayes 87.50% 12.50% 12430.78 

 

From the Table 1, the experimental results showed that the 
annotation rate of the proposed method based on the fusion of 
Texture, color histogram and shape descriptor increase the 
precision of the color image annotation system.  

The fusion of descriptors will certainly increase 
significantly the annotation rate since they will fill each other. 
In some situation where one or two descriptors are not suitable, 
the 2nd or the other descriptors can give a good result. The 
object in the input image will be recognized and annotated by 
either the texture or the color histogram or the shape 
descriptors. 

In order to show the robustness of the proposed approach, 
more details are provided by calculating the confusion matrix 
of some method as presented in Fig. 5. 
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a) 

 

b) 

Fig. 5. Confusion matrix for: a) Texture with bayesian network,  b) Texture, 

color and shape descriptors fusion with bayesian network. 

The 2 confusion matrix in Fig. 5 show that the misclassified 
and incorrectly annotated objects (indicated by red color) in the 
case of using texture as single descriptor and Bayesian network 
classifier are reduced in the case of using the proposed 
approach based on fusion of many descriptors kinds (Texture, 
color and shape). 

The results are also affected by the accuracy of the image 
segmentation method. In most cases, it is very difficult to have 
an automatic ideal segmentation. Therefore, any annotation 
attempt must consider image segmentation as an important 
step, not only for automatic image annotation system, but also 
for the other systems which requires its use. 

VII. CONCLUSION 

In this paper, the approach based on a fusion of different 
descriptors is used for the automatic image annotation system. 
For this image annotation system, we discussed the effect of 
merging different type of descriptors. The texture, color 
histogram and shape descriptors are merged together in one 
feature vector and used to classify and annotate the input image 
by the suited keywords that are selected from the reference 
database image. The performance of the proposed method has 
been experimentally analyzed. The successful experimental 
results proved that the proposed image annotation system gives 
good results for image that are well and properly segmented. 
However, Image segmentation remains a challenge that needs 
more attention in order to increase precision and accuracy of 
the image annotation system. Also, the gap between the low-
level features and the semantic content of an image must be 
reduced and considered for more accuracy of any image 
annotation system. Other segmentation method and other 
features extraction method must be considered for future work. 
The feedback of results can be investigated for the automatic 
image annotation system. Finally, the execution time must be 
decreased in order to use the online system. 
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