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Abstract—ARP spoofing is the most dangerous attack that 

threats LANs, this attack comes from the way the ARP protocol 

works, since it is a stateless protocol. The ARP spoofing attack 

may be used to launch either denial of service (DoS) attacks or 

Man in the middle (MITM) attacks. Using static ARP entries is 

considered the most effective way to prevent ARP spoofing. Yet, 

ARP spoofing mitigation methods depending on static ARP have 

major drawbacks. In this paper, we propose a scalable technique 

to prevent ARP spoofing attacks, which automatically configures 

static ARP entries. Every host in the local network will have a 

protected non-spoofed ARP cache. The technique operates in 

both static and DHCP based addressing schemes, and Scalability 

of the technique allows protecting of a large number of users 

without any overhead on the administrator. Performance study 

of the technique has been conducted using a real network. The 

measurement results have shown that the client needs no more 

than one millisecond to register itself for a protected ARP cache. 

The results also shown that the server can a block any attacker in 

just few microsecond under heavy traffic. 

Keyword—component; layer two attacks; ARP spoofing; ARP 

cache poisoning; Static ARP entries  

I. INTRODUCTION  

The evolving of computer networks, and the variety of its 
services and applications, has increased the users need for 
LANs [1] and the security of LANs also become a more 
concern. An essential part of successful communication 
between users within LAN is the Address Resolution Protocol 
(ARP) [2].  ARP is specified in RFC 826 [3] to allow hosts to 
resolve network layer address (IP) to datalink layer address 
(MAC) [3]. Although the importance of ARP protocol for 
communication in LAN, it formulates the most dangerous 
attacks threating LANs.  ARP spoofing or ARP cache 
poisoning are the two main attacks threating the ARP protocol 
operations [4]. 

ARP Spoofing is a hacking technique to send fake ARP 
request or ARP reply, ARP spoofing problem comes from the 
way the ARP protocol works [5].  Since the ARP protocol is a 
stateless protocol that receives and processes ARP replies 
without issuing ARP request [6], the ARP cache can be 
infected with records that contain wrong mappings of IP-MAC 
addresses. ARP spoofing can be used to launch one of two 
different attack categories [7]: Denial of Service (DoS) attacks 
or Man in the Middle (MITM) attacks 

Several solutions have been proposed to mitigate the ARP 
spoofing, but each has its limitations [7].  The solutions have 
been classified into five different categories [8]: 

 Modifying ARP using cryptographic techniques 

These solutions add some cryptographic features to the 
ARP protocol, but will not be compatible with the standard 
ARP and affect the protocol performance. 

 Kernel-based patching  

The technique adds a patch to the operating system kernel 
in order to prevent ARP spoofing attacks, but the problem is 
that not all operating systems can be patched and it may 
become incompatible with the standard ARP protocol. 

 Securing switch Ports 

Use the switch port security or Dynamic ARP inspection 
(DAI) option to prevent ARP spoofing. However its ability of 
preventing ARP spoofing easily, the cost of implementing such 
solution may not be acceptable by most of the organizations.  

 ARP spoof detection & protection software 

Programs or tools developed to prevent ARP spoofing 
attacks, but the experimental results have shown there 
ineffectiveness in protection. 

 Manually configuring static ARP entries 

The most basic and effective way to prevent ARP spoofing 
[1] [6] [9] is adding static ARP entries at each host. However 
this solution cannot be easily managed and cannot scale well 
specially in organizations that have large number of users and 
require a heavy workload on the network administrator.  

In this paper, a scalable technique to prevent ARP spoofing 
attacks, which automatically configures static ARP entries is 
proposed.  It overcomes the problems of the solutions of the 
techniques that use static entries. The remaining part of the 
paper is organized as follows: Section II surveys background 
and related work. Section III shows the details of the proposed 
method. The experimental results are discussed in section IV. 
Finally section V concludes the paper. 

II. BACKGROUND AND RELATED WORK  

A. Address resolution Protocol  
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ARP is specified in RFC 826 [3] as a protocol that provides 
dynamic mapping from an IP address to the corresponding 
MAC address to grant successful communication between 
users within LAN. ARP messages are classified as request and 
reply message. When a user has packet to transmit, it will send 
a broadcast ARP request asking about the MAC address for a 
certain IP. The machine, recognizing the IP address as its own 
address, returns an ARP reply containing its MAC address. The 
mapping will be saved in the device ARP cache [2]. 

B. ARP cache  

ARP cache is a table of recently resolved IP addresses and 
their corresponding MAC addresses. The ARP cache is 
checked first before sending an ARP Request frame. ARP 
cache entries can be dynamic or static [4]. 

 Static ARP cache entries: are permanent and manually 
added records using a TCP-IP utility. Static ARP cache 
entries are used to provide ARP requests for commonly 
used local IP addresses. The problem with static ARP 
entries is that they have to be manually updated when 
network interface equipment changes [10]. 

 Dynamic ARP cache entries: are entries learned by 
ARP protocol and have a time-out value associated with 
them to remove entries from the cache after a specified 
period of time [10]. 

C. ARP spoofing 

 ARP is a stateless protocol that uses ARP replies to update 
ARP cache using wrong or spoofed mappings [11]. As 
mentioned before, ARP spoofing can be used to launch [7] 
either one of the following attack categories: 

 Man in the Middle (MITM): An attacker deceives both 
ends of communication and fills their ARP cache with 
wrong IP-MAC mapping. As a matter of fact, it inserts 
itself between the two ends of communication. Hence, it 
will gain a copy of every bit sent between them. 

 Denial of service (DoS): An attacker fills the ARP 
cache of victim with wrong IP-MAC mapping, so every 
packet sent from victim will be sent to the wrong MAC. 

D. Related Work 

As mentioned previously, solutions attempting to prevent 
ARP spoofing attack using the static ARP cache entries are 
very efficient. Yet this category of solutions has some major 
problems [7] [8]: (1) overhead required for manual 
configuration of static entries, (2) Limited scalability for large 
networks, and (3) Ability to work in static and DHCP based 
networks.  

In the following, we will survey several methods belonging 
to this category along with their drawbacks. 

The DAPS (Dynamic ARP spoof Protection System) 
technique suggested in [8] is a solution to ARP spoofing that 
snoops DHCP packets and use them as vaccines. Yet this 
technique doesn’t scale well for those network that use static IP 
addressing scheme and also vaccines will be invalid if DHCP 
starvation attack occurs. 

In [12], the NIDPS (Network Intrusion Detection and 
Prevention System) technique is suggested have a server 
collecting IP-MAC mappings from users using small agents. 
These mappings will be then used as static ARP entries to 
correct any wrong mapping detected. However, agents aren’t 
authenticated to the server. Moreover, it detects only attacks 
from its LAN segment. Also, the server examines every packet 
going in or out the LAN segment. Finally, it waits for the attack 
to occur and then try to solve it. 

Xiangning et al. [13] has proposed a technique that expands 
the snort preprocessors plug-ins by adding an ARP detection 
module. The proposed technique doesn’t scale well in large 
networks due to the need of manual configuration of the static 
mappings at the server.  It also doesn’t work in DHCP based 
networks. 

A solution to ARP spoofing using a server is proposed in 
[14].  The server will get mappings for the network users from 
the DHCP server.  It replies also to ARP requests. 
Unfortunately, this solution works only in DHCP networks. 
Also, it is not compatible with the standard ARP. Moreover, if 
DHCP starvation occurs, all the server information will be 
invalid. 

Ai-zeng Qian [15] proposed a technique to prevent ARP 
spoofing by using static ARP entries but the technique still 
doesn’t work with dynamic networks using DHCP addressing. 
The administrator must assign all IP addresses along with their 
MAC to the server so it will be not visible for large scale 
network. 

A method is suggested in [16] to solve ARP spoofing 
problem using snort IDS and static ARP entries. Yet, it still 
needs the administrator to add the static mappings manually. 
Also, it works only in static networks. 

Table 1 compares the proposed algorithm with the previous 
solutions, the comparison criteria includes if it works in DHCP 
and static networks, ability to prevent attacks, scalability, and if 
manual or automatic configuration of the static entries is used. 

TABLE I.  COMPARISON BETWEEN THE PROPOSED ALOGORITHM AND 

PREVIOUS SOLUTIONS 

Technique Static DHCP Prevention Scalability Automatic 

Proposed       

DAPS [7]      

NIDPS [12]      

Xiangning 

[13]      

Ortega [14] 
     

Ai-zeng  [16]      
Xiangdong 

[17]      

III. THE PROPOSED METHOD 

The proposed technique is a client-server protocol that 
prevents ARP spoofing by automatically configuring static 
ARP entries. The protocol works in both static and DHCP 
networks.  
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Moreover, it can work in large-scale networks without any 
overhead on the administrator. In addition, the technique 
doesn’t require special hardware to be deployed, as any host 
can work as ARP server.  

The protocol proposed defines three different messages: 

A. Register Message: is a unicast message sent from the client 

to the server. It contains its IP and MAC address. Also it 

includes a hashed authentication key.  

B. Update Message: is a broadcast notification message sent 

from the server to all users in the network indicating that a 

new user has entered the network. It also contains the IP 

and MAC address of that new user. 

C. Register Response Message: is a unicast message sent from 

the server to the new user. It contains all static ARP entries 

of users successfully registered at the server. 

The protocol also defines two different entities: 

a) ARP Client: is a software installed on user’s 

machines. It fulfills the following 

 Automatically get the IP and MAC address of the user 
and use them to send register message to the server. 

 Receive update and register response messages from the 
server. 

 Verify that update or register response messages 
received are coming from a trusted server. 

 Use the IP and MAC pairs received in the update or 
register response message to add static ARP entries to 
the user ARP cache. 

b) ARP Server: is a server software that can be installed 

on any device in the network. It can also be installed on a 

dedicated server, and has the following functions:  

 Receive register messages from the ARP clients. 

 Verify that the message is coming from a trusted user. 

 Make use of the IP and MAC pairs encapsulated within 
the register message to create a list of trusted users in 
the network. 

 Send broadcast update message to notify them that a 
new user has come to the network. 

 Send register response message to the new users. 

 Take the proper action regarding users who try to 
violate the protocol security rules. 

The proposed protocol defines two different algorithms for 
the client and server in order to prevent the ARP spoofing 
attack  

1) Client Algorithm 
The client algorithm described in Algorithm 1 adds static 

entry for the server in the client ARP cache to avoid the rogue 
server threat. Furthermore, it obtains the user IP and MAC 
address automatically to make the user has no opportunity to 
send fake information to the server. 

 

 

 
Algorithm 1: ARP_Client 

Step 1: Add static ARP entry for the server. 
Step 2: Automaitcally get user IP and MAC address 
Step 3: Formulate the Register Message 
Step 4: Send the register message to the server. 
Step 5: Listen to updates from the server  
Step 6: if message received from the server then  

  Extract the source IP  
  if  source IP = Server IP then  

Extract Key, IP, MAC 
if received key is correct then  

if similar MAC in ARP Cache then 
Delete this record 

else  
  Add static ARP entry using extracted IP   
  and  MAC address 
  Return to step 5 

 end if  

                       else  

  Discard the message  
  Return to step 5 

         end if  
  else  

  Discard the Message  
  Return to step 5 

                end if  

    else  
  Return to step 5 

           end if   

 

The algorithm checks the source IP address of the received 
message to be sure that it is coming from the trusted server. It 
only accepts the IP and MAC addresses encapsulated in the 
message if the key is correct. 

In order to work in DHCP networks where IP and MAC 
mappings are frequently changing, the algorithm searches for 
the MAC encapsulated in the message. If matched map is 
found, it will be changed to the new mapping. Otherwise a new 
mapping will be added. 

Finally if any of the conditions are not met, the algorithm 
will discard the message and return to listen for another 
message from the server. 

2) Server Algorithm 
The server algorithm, described in Algorithm 2, listens to 

incoming register messages from the clients, checks the hash 
code to be sure that the message is coming from a trusted host. 
Users are given only three trials to send the correct hash code. 
If it fails to send the correct hash code within the three trials, 
the server will block this user.  

The blocking action depends on the addressing scheme 
being used, for DHCP networks, the MAC address of the user 
will be added to DHCP deny list. Hence, it will not be able to 
obtain IP configuration from the DHCP server again, for static 
networks, the server will prevent traffic from this user to reach 
the server by obstructing its IP address.  
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Algorithm 2: ARP_Server 

Step 1: Add static entry for itself 
Step 2: Listen to users Register Messages 
Step 3: if register message received from user then  

if the hash code matched then  
if wrong trials less than 3 then  

if similar MAC in ARP cache then  
update this record  

else  
delete this record  

end if  
send update message to all users  
send register response message to the new user  
return to step 2 

else  
discard the message  
return to step 2 

end if  
else if it has wrong previous wrong trials then  

Increment wrong trials for that MAC  
if wrong trials equal 3 then  

Add to DHCP deny list Or Block this IP 
end if  
Discard the message  
Return to step 2 

else  
Add to sucpicious list  
Discard the message  
Return to step 2 

end if  
     else  

Return to step 2  

            end if 

 

If user wrong trials have reached three or more, its traffic 
will be discarded even if it gets the correct hash code, and the 
administrator is the only one who has the ability to remove it 
from the block list. It is to be noted that we block undesirable 
users on the network layer instead of the usual blocking criteria 
using TCP. This enables the protocol proposed to stop DoS 
attacks completely. 

If the key is correct and the number of wrong trials doesn’t 
reach the threshold, the server will search its ARP cache for 
matching between MAC address encapsulated in the register 
message received and MAC address in ARP cache. This gives 
the algorithm the ability to work with DHCP based networks. 
In turn, it prevents an intruder having the hash code to spoof all 
ARP cache entries. As a matter of fact, it can only spoof one at 
a time. If it tries to spoof another one the old spoofed entry will 
be deleted. 

In case a user tries to register with wrong hash code for the 
first time, it will be inserted in the suspicious users list. When 
its wrong trials reaches three, it will be moved to the blocked 
list.  

User who has successfully registered at the server will 
receive a register response message contains the IP and MAC 
addresses of all successfully registered users to add them as 
static ARP entries. Moreover, all other users will receive an 
update message contains IP and MAC address of the new user 
to add it as a static entry in their ARP cache. 

Using the client and server algorithms, every user in the 
network will have its ARP cache filled with static ARP entries 

for all other users in the network. Hence, it will not suffer from 
the ARP spoofing problem again. And everything is done 
automatically without any overload on the administrator; this 
gives the algorithm a greater scalability. 

IV. EXPERIMENTAL RESULTS  

Experimental measurement has been chosen to evaluate the 
performance of the proposed algorithm. The faculty of 
computers and information, Menofia University (Menofia is 
one of the districts of Egypt) network, shown in fig.1, is used to 
conduct the measurements. The network consists of three 
separate LANs. Each LAN ends with an edge switch. The 
LANs are connected through a core switch.  

LAN 1 consists of 19 users and an ARP server. LAN 2 
consists of 13 users and an application server offering web 
browsing, FTP, and mail services. LAN 3 is a network of 16 
users and an Asterisk VOIP server for voice over IP calls 
between network users.  

All PCs are core i5 processor with 4 GB of RAM. The edge 
switches are cisco catalyst 2960 switch with 24 ports. The core 
switch is cisco catalyst 4006 switch. Also the wireshark 
software is used in measuring the values. 

The response time metric has been chosen to evaluate the 
performance of the algorithm. The response time is measured 
at the different stages of the algorithm and at both sides of the 
protocol (client and server) taking in mind the different 
parameters affecting the response time values. These measures 
speed, reliability, and robustness of the algorithm. Hence, it 
proves the algorithm efficiency.  

LAN 1LAN 2LAN 3

UserUser Application server
ARP server

User VOIP Server

Edge Switch Edge Switch 
Edge Switch 

ADSL Router 

Internet 

Core Switch 

 

Fig. 1. Faculty of computers and Information, Menofia university network 

A. Server Side Measures  

1) Authentication time (      ) 
It represents the amount of time needed to authenticate a 

trusted user. Fig.2 shows the authentication time values. The X 
Axis represents the number of simultaneous attackers trying to 
authenticate using wrong key. The Y Axis represents the 
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authentication time values in nanoseconds. The different colors 
represent the number of users trying to authenticate at the same 
time. 

 

Fig. 2. Authentication Time (       ) in nanoseconds versus number of 
attackers for the different number of users 

2) Acceptance time (       ) 
It represents the time spent by the server to accept an 

authenticated user. Fig.3 shows the acceptance time values. 
The X Axis represents the total number of ARP cache records.  
The Y Axis represents the acceptance time values in 
nanoseconds. The different colors represent the number of 
users trying to authenticate at the same time. 

 

Fig. 3. Acceptance Time (      ) in nanoseconds versus number of ARP 
cache records for different number of users 

3) Registration time (  ) 
It represents the time taken by the server to add an entry for 

a new user in the ARP cache. Fig.4 shows the registration time 

values. The X-Axis represents the total number of ARP cache 
records. The Y-Axis represents the registration time values in 
nanoseconds. The different colors represent the number of 
users trying to register themselves at the same time. 

 

Fig. 4. Registration Time  (  ) in nanoseconds versus number of ARP cache 

records for the different number of users 

4) Update time (   ) 
It represents the time needed by the server to notify all 

network users that a new user has entered the network. Fig.5 
shows the update time values. The X Axis represents number 
of simultaneous users trying to communicate with the server. 
The Y Axis represents the update time values in nanoseconds. 

 

Fig. 5. Update Time (   ) in nanoseconds versus the number of users  

5) Server Convergence time (     ) 
It represents the time taken by the server to send to the new 

user its ARP cache as a register response message. Fig.6 shows 
the server convergence time values. The X Axis represents the 
total number of ARP cache records. The Y Axis represents the 
server convergence time values in nanoseconds. The different 
colors represent the number of users trying to communicate 
with the server at the same time. 
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Fig. 6. Server convergence Time  (     ) in nanoseconds versus number of 

ARP cache records for the different number of users   

6) Detection time (   ) 
It represents the time in nanoseconds spent by the server to 

detect a new attacking user and adds it to the suspicious users 
list, Fig.7 shows the detection time values.  

The X Axis represents the number of suspicious user’s list 
records. The Y Axis represents the detection time values in 
nanoseconds. The different colors represent the number of 
users trying to communicate with the server at the same time. 

 

Fig. 7. Detection Time  (   ) in nanoseconds versus number of record in 
suspicious users list for the different number of users 

7) Blocking time (   ) 
It represents the time spent by the server to add a user to the 

blocked users list. Fig.8 shows the blocking time values. The X 
Axis represents the total number of records in the suspicious 
users list.  

The Y Axis represents the detection time values in 
nanoseconds. The different colors represent the number of 
users trying to communicate with the server at the same time. 

 

Fig. 8. Blocking Time  (   ) in nanoseconds versus number of suspicious 
users list records for different number of users 

It can be noted from Fig 2 to 8 that for any measured time 
(                                  )  the time needed 
per user is nearly constant for any number of users for the same 
number of records.  

B. Client side measures  

1) Client Acceptance time (      ) 
It represents the time needed by the client to be sure that the 

server accepted its register request message. It will be 
calculated using equation (1): 

 

                                         (1) 
 

Where       is the client acceptance time, RTT is the 
round trip time,       is the server authentication time,        is 
the sever acceptance time,    is the server registration time, 
and    is the server update time. 

The RTT value depends of the nature of traffic workload. 
The users are divided into four groups and every group of users 
is using one or more of the services: mail, file transfer, VoIP 
call, or web browsing. The workload depends on the number of 
services used by every group. The results were taken for 3 
different types of workloads: light, normal, and heavy 
workload. Light workload represents one service usage. Two 
services are considered for normal workload and three for 
heavy workload [17]. 

a) Light traffic workload  

Fig.9 shows the Client acceptance time values in light 
traffic workload, The X Axis represents the number of records 
in Server ARP cache. The Y Axis represents the Client 
acceptance time in Microseconds, the different colors represent 
the number of users trying to communicate with the server at 
the same time. 
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Fig. 9. Client acceptance Time  (      ) in nanoseconds versus number ARP 

cache records for different number of users  in light worload   

b) Normal workload  

Fig.11 shows the Client acceptance time values in normal 
traffic workload, The X Axis represents number of record in 
Server ARP cache The Y Axis represents the client acceptance 
time values in microseconds, and the different colors represent 
the number of users trying to communicate with the server at 
the same time. 

 

Fig. 10. Client acceptance Time  (      ) in nanoseconds versus number ARP 
cache records for different number of users  in normal worload   

c) Heavy traffic workload  

Fig.11 shows the Client acceptance time values in Heavy 
traffic workload. The X Axis represents the number of records 
in the server ARP cache. The Y Axis represents the client 
acceptance time values in microseconds. The different colors 
represent the number of users trying to communicate with the 
server at the same time. 

 

Fig. 11. Client acceptance Time  (      ) in nanoseconds versus number ARP 

cache records for different number of users  in heay worload   

2) Client convergence time (      ) 
It represents the amount of time needed by the client to 

process the register response message and add static ARP 
entries using IP and MAC pairs encapsulated within the 
message. Fig.12 shows the client convergence time values. The 
X Axis represents the total number IP and Mac pairs 
encapsulated in the register response message. The Y Axis 
represents the client convergence time values in nanoseconds. 
The different colors represent number of users trying to 
communicate with the server at the same time. 

 

Fig. 12. Client Convergence Time  (      ) in nanoseconds versus number of 
ARP cache records for the different number of users   
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V. CONCLUSION 

In this paper, a solution to the problem of ARP spoofing 
has been proposed, the solution is an automatic and scalable 
method of configuring static ARP entries instead of manually 
configuring. The solution solves the main problems related to 
this category of solutions Usage of static entries, automation, 
scalability, manageability, prevention, and cost are the main 
features of the proposed method. The proposed method has 
defined two separate algorithms, one for the client, and the 
other for the server. Experimental evaluation was conducted on 
the LAN network of the faculty of computers and information, 
Menofia university of Egypt. The response time metric is used 
to evaluate the algorithm. The values of the response time were 
measured at the different stages of the algorithm. Also different 
types of traffic workloads were used during the measuring the 
response to show the effect volume of traffic on the response 
time values. The results prove how fast and accurate the 
proposed algorithm is since any new user needs less than one 
millisecond to be safe from ARP problem for heavy workloads. 
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