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Abstract—The holy Quran is one of the Holy Books of God.
It is considered one of the main references for an estimated 1.6
billion of Muslims around the world. The Holy Quran language is
Arabic. Specialized as well as non-specialized people in religion
need to search and lookup certain information from the Holy
Quran. Most research projects concentrate on the translation of
the holy Quran in different languages. Nevertheless, few research
projects pay attention to original text of the holy Quran in Arabic
language. Keyword search is one of the Information Retrieval (IR)
methods but will retrieve what is called exact search. Semantic
search aims at finding deeper meanings of a text, and it is a
hot field of study in Natural Language Processing (NLP). In
this paper topic modeling techniques are explored to setup a
framework for semantic search in the holy Quran. As the Holy
Quran is the word of God, its meanings are unlimited. In this
paper the words of chapter Joseph (Peace Be Upon Him (PBUH))
from the Holy Quran is analyzed based on topic modeling
techniques as a case study. Latent Dirichlet Allocation (LDA)
topic modeling technique has been applied in this paper into
two structures (Hizb Quarters and verses) of Joseph chapter as:
words, roots and stems. The log-Likelihood has been calculated
for the two structures of the chapter. Results show that the best
structure to use is verses, which gives the least energy for data.
Some of the results of the attained topics are shown. These results
suggest that topic modeling techniques failed to capture in an
accurate manner the coherent topics of the chapter.

Keywords—Statistical models; Latent Dirichlet Analysis (LDA);
Holy Quran; Unsupervised Learning

I. INTRODUCTION

The holy Quran is considered an essential reference for
Muslims where they read in a regular basis. They usually need
to search it and retrieve relevant information based on more
than just simple keyword search techniques.

Dealing with the holy Quran is different from dealing
with regular Arabic corpora that is usually extracted from
Newspapers and speeches, and hence is the word of human.
The holy Quran is the word of God and the meanings of
its words are unlimited. The sequence of text is different
from human words. For example, one topic could repeat in
different places in the holy Quran with different details and
sometimes in different contexts. Also, one chapter usually
has many topics. While one topic might be started in one
verse, another topic may starts immediately in the next verse.
Also, one verse may have different topics. Moreover, there are
different authentic interpretations for the verses of the holy

Quran; therefore it is very hard for a computer to manage
them in the way scholars do especially in situations where
meanings are seem opposite to each other. Finally, there is
much relevant information that is found in prophet Mohammad
(PBUH) sayings (Hadith) that interpret many verses of the holy
Quran. For all of these reasons, it sometimes hard to resolve
a disambiguation if a word has many synonyms and different
senses.

Research in Arabic NLP still young and have many chal-
lenges [1]. This is because that Arabic language is different
from many other natural languages [2], [3]. Words in Ara-
bic language have many derivations and have also complex
Diglossia (modern and colloquial) [4]. Also, Arabic letters
appear in different shapes according to their position in the
word. Another characteristic of the Arabic language is the
diacritic. Some of these diacritical marks are usually not
written, but is understood by Arabic readers. Therefore, two
exact written words without diacritical marks have totally
different meanings. All of these and other characteristics of
the Arabic language should be taken in consideration when
processing Arabic text.

The holy Quran can be considered as a ”Golden Text” to
use in Text mining and NLP fields. This might be true for
different reasons: it’s the word of God, it’s limited in terms of
text size and it has many translations and many interpretations.
These all together encourage building a semantic compre-
hensive source for the holy Quran that will allow advanced
semantic search and knowledge extraction.

Searching in the holy Quran is an essential task for Mus-
lims as well as non-Muslims who study it. Many applications
have been built to allow search in the holy Quran. Most of
these search engines allow simple search techniques where
some of them are mentioned in [5]. However, few research
projects are concerned with advanced search in the holy Quran
using some NLP techniques such as the papers presented
in The holy Quran and new technology workshop that held
by King Fahad Complex for printing the holy Quran in Al-
Madinah Al-Munawwarah, Saudi Arabia in 2008. The work-
shop participants discussed different issues related to the holy
Quran including searching techniques. Also more papers are
presented in another event in Taibah University International
Conference on Advances in Information Technology for the
Holy Quran and Its Sciences that held in Al-Madinah Al-
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Munawwarah, Saudi Arabia in 2013. The presented papers are
related to a wide range of topics concerning the holy Quran
including natural processing issues, security, education and
many more.

There are different approaches to model and cluster topics
in text documents such as LDA, Latent Semantic Analysis
(LSA) and traditional clustering techniques such as K-means.
In this research LDA is used for several reasons including
accuracy, scalability and comprehension [6], [7], [8].

LDA has been developed to extract topics from text using
statistical methods [9], [10], [11], [12], [13]. LDA is one of the
techniques that belongs to a large family called probabilistic
modeling. The basic intuition behind LDA is that a text
document has multiple topics where each topic is defined as a
distribution over a set of words. There are many flavors of the
LDA model; a thorough review of the LDA topic modeling
techniques can be found in [14]. Topic modeling has been
applied to many field of study such as Information Retrieval
IR, geographical IR, computational linguistics and NLP [15],
[16], [17], [18], [19], [20].

This paper aims to build up the first stage in a framework
that will allow possible semantic search in the holy Quran.
This is done by applying LDA topic modeling to chapter
Joseph of the holy Quran as a case study. This chapter has
been chosen because it includes relative topics regarding story
of the prophet Joseph (PBUH). The LDA topic modeling has
been applied to words, roots and stems of that chapter. Next
stages might include: studying the topics of the whole holy
Quran, linking the text of the holy Quran to both authenticate
interpretation of the holy Quran and the related Sayings of the
prophet Mohammad (PBUH). These might be achieved using
machine learning, text mining as well as NLP techniques.

It should be stated explicitly here that this research is not a
religious study; rather it is a statistical study that might result
in information that would guide specialized religious people
to understand more about the word of God.

The paper is organized as follows: in section II related
work is presented, in section III topic modeling is introduced,
in section IV the methodology as well as preparation of the
Data Set is explained, in section V experimental setups are
explained, section VI includes discussion of the results attained
in the paper and finally section VII contains conclusion.

II. RELATED WORK

Shoaib et. al. [5] have proposed a simple WordNet for
the English translation of the second chapter of the holy
Quran (Al-Baqrah). They have created topic-synonym relations
between the words in that chapter with different priorities.
They have defined different relations that are used in tradi-
tional WordNet such as: synonymy, polysemy, hyperonymy,
hyponymy, holonymy and meronymy. Then they developed
a semantic search algorithm that will fetch all verses that
contains the query word and its synonyms with high priority.
It is not clear how the authors build their simple WordNet.
In similar studies, usually authentic religion references should
be used such as interpretation of the holy Quran or meanings
of the words of the holy Quran. However, the results show
that the developed semantic search outperform simple search
algorithms.

Similar work has been carried out to extract verses from
the holy Quran using an expert system that use Web Ontology
Language (OWL) [21]. Again the work use English translation
of the holy Quran and not Arabic language.

Another work explored the structure of a simple domain
Quran ontology for birds and animals that are mentioned in
the holy Quran [22]. The authors propose a framework for
semantic search in the holy Quran using their domain ontology
and they have evaluated it using SPARQL query language. This
work uses English translation of the holy Quran.

Data mining techniques such as SVM and nave Bayesian
classifiers are used cluster chapters of the holy Quran based on
Major Phases of Prophet Mohammads (PBUH) Messengership
[23]. This work classifies chapters of the holy Quran rather
than verses or words of the holy Quran.

LDA topic modeling technique has been used to extract
topics from an Arabic corpora composed of Newspapers [24].
The authors have developed a preprocessing lemma-based
stemming algorithm and then applied the LDA technique on
Arabic processed text.

In [25] author has used clustering techniques in machine
learning to extract topics of the holy Quran. The extraction of
topics was based on a corpus that is composed of the verses
of the holy Quran using nonnegative matrix factorization. The
author used Buckwalter code for Arabic letters [3]. Topics
are visualized and related verses for each topic are shown
for selected topics based on the topic main keywords. One
of the shortcoming of his work is that verses are dealt with
separately as each as a document. The author claims that he
has extracted and identified the underlying topics of the holy
Quran. However, this claim is far from reality as no one could
identify the underlying topics of the holy Quran even well-
known scholars of Quran studies. Also, the it is totally unclear
how he has linked the keywords of each topic with the related
verses that correspond to topic keywords. Nevertheless, the
findings are promising and might help in revealing deeper
meanings of the holy Quran by specialized people in Quranic
studies.

LDA technique has been compared LDA with K-means
clustering technique [8]. The authors have applied both LDA
and K-means technique on a set of Arabic documents from
OSAC (Open Source Arabic Corpora). The results show that
LDA outperforms K-means in most instances.

III. TOPIC MODELING

Topic modeling is a hot field of study in both machine
learning and NLP. Topic models are generative models that
are based on probability distributions of multiple topics in a
document over a set of words. Such models basically depend
on term-frequencies in a document. One of these models is
LDA. As mentioned previously, LDA is better than other
models such as LSA for several reasons[6], [7], [8]. LDA
outperforms LSA in many applications including semantic
representation [12] and have been used in different fields in the
last decade or so including NLP [15], [16], [17]. It is used by
researchers to extract important and hot topics; usually from
large corpora.
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The basic intuition behind LDA is that a set of words
of documents are randomly pre-assigned with probability dis-
tributions that would represent multiple-topic latent structure
on those documents. After that, latent structure of the topics
of documents is inferred statistically in a reverse-engineering
manner.

Initially, a number of topics T should be specified. Then,
a term distribution ϕ over a parameter β is chosen for each
topic. After that, ratios θ of topic distribution for document d
are specified. Then, a topic zi is chosen and after that a word
is chosen conditioned on that topic over a parameter α. Both
ϕ and θ are Dirichlet distributions.

The probability of the ith word in a specific document is
given by:

P (wi) =
T∑

j=1

P (wi|zi = j)P (zi = j) (1)

where zi represents a latent variable that designates the
topic for the drawn ith word. P (wi|zi = j) represents the
probability of the word wi under topic j. P (zi = j) represents
the probability of a word from topic j of a document.

Note that P (w|z) can be represented by a multinomial
distributions ϕ over a term distribution such that P (w|z =

j) = ϕ
(j)
w and P (z) can be represented by a multinomial

distributions θ over a topic distribution over D documents such
that P (z = j) = θ

(d)
j .

Then an estimation method is used to infer the latent struc-
ture of the topics of documents. Different estimation methods
can be used in this context including: Variational Expectation-
Maximization (VEM) method and Gibbs sampling. For more
information about details of these methods please refer to [10],
[11], [13], [26].

Besides LDA, Correlated Topic Model (CTM) can be
used to extract correlated topics from documents. CTM is
an extension of LDA. LDA usually uses Gibbs sampling for
model estimation.

IV. DATA SET PREPARATION AND METHODOLOGY

The text of chapter Joseph in the format of CP1256 has
been taken from [27] in the shape of two structures: Hizb
quarters and verses, all without diacritic. The frequency details
of these selected structures are shown in table I. For more
information about the text structure of the holy Quran please
refer to [27].

TABLE I: The number of documents for the Joseph chapter
based on different structures and for words, roots and stems
after applying tf-idf measure on DTMs

No. of Hizb quarters/terms No. of Verses/terms

Original No. (TF) 6/721 111/721

With TF-IDF (words) 6/299 89/323

With TF-IDF (roots) 6/327 108/163

With TF-IDF (stems) 6/398 103/193

These two structures will be used in the topic modeling
process in three shapes: words, roots and stems. Because

the text of the holy Quran is the word of God, there is no
margin for errors in the process of extracting both roots and
stems. Therefore, the roots and stems have been constructed
manually; based on two web sites [28], [29] and verified by
the authors according to their experience in Arabic language
and as native speakers.

These data sets will be used as the input for the implan-
tation of the LDA to reveal the main topics for the text of
the chapter of Joseph (PBUH). Different experimental setups
are prepared to compute the topic models for the text of that
chapter based on the aforementioned structures.

V. EXPERIMENTS

Both packages tm and topicmodels of R are used in
experiments (a practical guide for topicmodels can be
found in [30]). First, the tm package will be used for text
preparation and processing as building the corpus, removing
stop words and building the Document Term matrix (DTM).
Second, the topicmodels package will be used to build
and fit LDA model for all structures of the text with the three
shapes of word.

The text with two structures has been processed where the
stop words are removed. Then, three DTMs have been built
for text as: words, roots and stems. The content of the DTM
is basically calculated using Term Frequencies (TF) measure.
After that, the tf-idf measure has been applied on each DTM to
remove frequent terms that appears on most documents, and
hence are not recognized as important terms. This has been
done by calculating the median and choosing high-frequent
terms with frequency more than the calculated median.

TABLE II: The number of topics along with the log-Likelihood
for the fitted topic models for the Joseph chapter estimated by
Gibbs sampling with 10-fold cross-validation

Hizb quarters
Topics No./Log-Likelihood

Verses
Topics No./Log-Likelihood

Word 17/-1258 8/-250

Root 44/-827 5/-169

Stem 27/-860 19/-172

After that, different experimental setups are prepared to
find the main topics in the chapter of Joseph (PBUH). These
are found first using TF measure and then using different esti-
mation techniques for LDA besides Correlated Topics Model
(CTM)-where CTM can use VEM only:

• VEM.

• VEM with fixed α.

• Gibbs

Then, a validation technique that is based on the log-
Likelihood of the data set is calculated. This is performed to
find the best number of topics for each structure of that chapter.
The best number of the topics is calculated using 10-fold
cross-validation technique for the two structures with the three
term shapes, results of log-likelihood and number of topics are
shown in table II. Then the topics are recorded for all cases
using the best topic numbers that are calculated according to
the aforementioned technique. In some cases different topics

(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 6, No. 12, 2015 

290 | P a g e
www.ijacsa.thesai.org 



number is chosen because the energy-based topics number is
large. The main parameters are set as suggested by [11] where
α = 50/k (where k is the number of topics) and β = 0.1. In
many of the experiment setups, the seed parameter of the LDA
and CTM models are set to the number of terms according to
table I.

Samples of the results of the topics are shown in figures 1 -
13 for the two structures with three shapes of the terms: words,
roots and stems. Figures 1 - 9 represent the Verses structure
where figures 1 - 3 are for words, figures 4 - 6 are for stems
and figures 1 - 3 are for roots. Figures 10 - 13 represent the
Hizb Quarters structure for words, roots and stems.

Fig. 1: Sample of topics for words based on Verses where
Gibbs sampling is used (Topics Number is 17)

Fig. 2: Sample of topics for words based on Verses where
CTM is used (Topics Number is 17)

Fig. 3: Sample of topics for words based on Verses where TF
is used (Topics Number is 17)

Fig. 4: Sample of topics for stems based on Verses where
VEM is used (Topics Number is 19)

Fig. 5: Sample of topics for stems based on Verses where
VEM with fixed α is used (Topics Number is 19)
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Fig. 6: Sample of topics for stems based on Verses where TF
is used (Topics Number is 19)

Fig. 7: Sample of topics for roots based on Verses where Gibbs
sampling is used (Topics Number is 5)

Fig. 8: Sample of topics for roots based on Verses where VEM
is used (Topics Number is 15)

Fig. 9: Sample of topics for roots based on Verses where TF
is used (Topics Number is 15)

VI. RESULTS AND DISCUSSION

The number of documents and terms of the chapter of
Joseph (PBUH) is shown in table I. Both TF and TF-IDF
measures are used and then the number of documents and
terms are recorded for words, roots and stems. The results
of applying LDA model to the text of the chapter with Gibbs
sampling technique is shown in table II. Note that the term with
low energy are roots and stems compared with high energy for
words.

Many experiment setups have been carried out with differ-
ent parameter settings apart from the aforementioned setups
in section V. Sample of the results are shown in figures 1 -
13. All the results of all the experiments show that most of the
resulted topics are a mix of more than one topic. However, very
few topics form one coherent topic such as topic number three
of figure 3 and topic number three and fourteen of figure 5.

Some topics include a mix of two to may be five topics.
In some cases all of the terms of the topic are coherent except
one or two words such as topic number 12 of figure 10.

Regarding the shapes of the word; on one hand the roots
are considered problematic as there are many shared words
between topics such as the topics that appear in figure 12.
One of the reasons behind this is that there are some different
words in meaning but their root in Arabic language is the same.
On the other hand, both words and stems show better results
as it appear in most of the figures. For words it is obvious that
each word has usually its own semantic in one context. For
stems, although there is more than a word with the same stem
but they have the same semantic in similar contexts.

The estimation methods that are used in this study show
different ”percentage of successful” with different shapes of
words. For example, TF measure gives better results than TF-
IDF measure in certain cases. On another occasion, CTM gives
better results. The same is true for VEM, VEM with fixed α
and Gibbs sampling.

Also, it is important to mention that all of the numeri-
cal results including best number of topics as well as log-
Likelihood of the data are based on the seed parameter
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for LDA and CTM models. However, many experiments are
executed with different values for seed parameter without
affecting the quality of the resulted topics.

In other set of experiments, the parameter alpha is set to
smaller numbers than that suggested by [11] where α = 50/k
(k is the number of topics). When α is set to 1/k, the results
show topics with slightly better quality.

Although the topic modeling techniques used in this study
failed to extract coherent topics, still the results are promising
as some topics are coherent even that they are very few.

Fig. 10: Sample of topics for words based on Hizb Quarters
where VEM is used (Topics Number is 17)

Fig. 11: Sample of topics for stems based on Hizb Quarters
where Gibbs sampling is used (Topics Number is 26)

Fig. 12: Sample of topics for roots based on Hizb Quarters
where VEM is used (Topics Number is 44)

Fig. 13: Sample of topics for roots based on Hizb Quarters
where TF is used (Topics Number is 15)

VII. CONCLUSION

The topicmodels R package has been used to analyse
the underlying topics of the chapter Joseph (PBUH). First
the best number of topics for the two structures have been
calculated for the three shapes of words and the results are
shown in table I. After that, several experiment setups are
executed for both of the document structures with three term
shapes: word, root and stem. Then, results are recorded and
samples of the result are shown in figures 1 - 13. The results
are evaluated based on understanding of the meanings and
interpretation of the chapter of Joseph (PBUH). The results
suggest that verses structure is better than Hizb quarters one
in forming more coherent topics. Most of the resulted topics
include a mix of more than one topic out of the main topics of
the chapter of Joseph (PBUH). However, few of the resulted
topics contain one coherent topic.

Semantic search in the holy Quran can be supported
by finding accurate coherent topics which helps in finding
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contextual terms related to the user search terms. The holy
Quran contains hundreds of topics if not thousands. While
one verse may contain multiple topics, another set of verses
may comprise one topic. Also, one topic may repeat in several
contexts and in more than one chapter. If the results are
enhanced by combining LDA with another technique then
they can be then used together to search for relevant words
according to the distribution of topics over words.

The results of this study strongly suggests that while
statistical methods succeeded in extracting important topics
from text corpora of humans -as many studies show, it failed
to achieve the same results with the word of God. This is
obvious because the words of God are unlimited in meaning
and are one of the attributes/characters of God.

Future work may include exploring more statistical meth-
ods and/or combining the methods used in this study with other
data mining techniques. Also, if the text of the holy Quran
would be linked to one of its authentic interpretations, then
topic modeling might find coherent topics because interpreta-
tions are the word of human.
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