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Abstract—Assessment of upper extremity motor skills often
involves object manipulation, drawing or writing using a pencil,
or performing specific gestures. Traditional assessment of such
skills usually requires a trained person to record the time and
accuracy resulting in a process that can be labor intensive and
costly. Automating the entire assessment process will potentially
lower the cost, produce electronically recorded data, broaden
the implementations, and provide additional assessment infor-
mation. This paper presents a low-cost, versatile, and easy-to-use
algorithm to automatically detect and track single or multiple
well-defined geometric shapes or markers. It therefore can be
applied to a wide range of assessment protocols that involve object
manipulation or hand and arm gestures. The algorithm localizes
the objects using color thresholding and morphological operations
and then estimates their 3-dimensional pose. The utility of the
algorithm is demonstrated by implementing it for automating the
following five protocols: the sport of Cup Stacking, the Soda Pop
Coordination test, the Wechsler Block Design test, the visual-
motor integration test, and gesture recognition.

Keywords—Vision-based Object Tracking; Motor Skill Assess-
ment; Multi-marker Tracking; Computer-based Assessment.

I. INTRODUCTION

Assessment of upper extremity motor skills often involves
manipulating physical objects, hand drawing and writing, or
performing specific gestures [1] - [7]. Early assessment of
such skills can potentially lead to early diagnosis of any
deficits and thus result in better treatment outcomes in the
long term [1], [8]. For example, motor skills deficiencies can
be observed and are symptomatic of a learning or develop-
mental disability, a traumatic brain injury, and normal aging.
Assessment of such skills by a human clinician may encounter
several challenges such as high cost [9]; time constraints
[3]; and inconsistent professional awareness and expertise in
diagnosis [10], [11]. Advancement in computing and sensing
technologies have enabled automation of such assessment tasks
previously conducted by human administrators. Automation
does not only improve the accuracy and efficiency of tasks,
but also can accomplish tasks that were previously impossible
using human skills alone [12]. The assessment of motor skills
would in particular benefit from automation. This is partly
because of the increased accuracy, efficiency, and consistency
of the measurements, but more notably automation can result
in quantitative information that would not be possible from
traditional manual assessment methods. For example, the Box
and Block Test of Manual Dexterity (BBT) could be automated
by installing RF readers in the two boxes and embedding
RF tags in all the blocks [13], [14]. The system was able

to automatically sense when the blocks were placed in either
of the boxes based on the relative signals from the two
readers [15], [16]. This resulted in the same assessment data
as the manual assessment while being more time efficient and
collecting more data about the blocks movements.

Automation of upper extremity motor skill assessment that
involves object manipulation can be realized in two ways:
i) by employing active objects with embedded sensing and
communication capabilities or ii) using passive objects with
an external sensing device(s). It may be a combination of the
two. Over the past decade, a variety of active objects have been
developed for a broad range of education, entertainment, and
research purposes [17]. Several studies have used the sensor-
embedded blocks for measuring three-dimensional (3D) spatial
cognitive abilities by observing construction patterns and per-
formance [18]-[20]. Learning Block is a digitally augmented
physical block system enriched with a speaker and LED dis-
play [21]. It aims to function as a playful learning interface for
children via embedded gesture recognition. Another interesting
application is the use of a sensor-embedded block system,
called Navigation Blocks, for tangible navigation of digital
information through tactile manipulation and haptic feedback
[22]. Tangibles is also an active object system designed for
tangible manipulation and exploration of digital information
[23]. There are also block systems integrated with sound
feedback. For example, AudioBlocks and Block Jam features
an augmented sound feedback mechanism to enable users
to design musical sequences by manipulating the tangible
objects with visual and sound feedback [24], [25]. Multi-agent
autonomous interactive blocks and games were developed
specifically for behavioral training of children with an autism
spectrum disorder [26].

Most of the existing work on object manipulation and
gesture detection using passive objects has been geared toward
vision-based approaches [27], [28]. For example, a depth-
sensing camera was used to build a height map of the objects
on an interactive tabletop platform for recognizing objects and
detecting interaction between the player and the objects [29].
PlayAnywhere is a projection-vision system that can detect
hover and touch by a human finger on a tabletop with a pro-
jected image [30]. Another interesting system is called Touch-
Space, which is a game environment that combines reality with
a virtual game environment based on ubiquitous, tangible, and
social computing [31], [32]. Vision-based systems, compared
to the methods using active objects, allow flexibility in the
game or test design and the types of applications. However,
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most of these algorithms are computationally expensive [30].
In addition, sensing is limited to the vision range unless
additional sensing devices are used. Using active objects with
embedded sensors or combining the two approaches may
overcome the limitations of a vision-only method, but the
hardware can be costly, in particular if a large number of
objects are employed, and it is difficult to make a versatile
method due to inflexibility of the hardware [33], [34].

This paper presents an algorithm designed for assessing
object manipulation skills and hand gestures using a single
standard webcam. No additional equipment other than a web-
cam is required. The algorithm is based on color thresholding
for initial localization and morphological operations to find the
object’s edges. The corners are then identified by transferring
the edges and used for pose estimation in real time. The
result is the three-dimensional (3D) pose of the object which
can be used for test automation and additional behavioral
assessments. The algorithm described here is for tracking well-
defined objects or markers rather than directly tracking hands
and arms to simplify the computational complexity. Tracking
hand motions would give a lot of interesting information about
the person’s upper extremity motor skills as explored by other
researchers [35]. However, it is not necessary or ideal for
object-based motor skill assessments for several reasons. First,
the assessments being automated do not rely on hand position
information, but instead on the resulting position of objects.
Thus it would be counterproductive to track the hands since
it would add another layer of complexity to determine the
objects position relative to the hands. Second, our goal is to
make this method work in real-time on a computer with a
normal computing capability. The objects with simple, known
shapes can be tracked without requiring heavy computations
in contrast to hands with irregular shapes. The utility of the
algorithm is demonstrated by the following four applications:
the sport of Cup Stacking, the Soda Pop Coordination test, the
Wechsler Block Design test, and a simple hand gesture test.

II. THE ALGORITHM

A. Overview

Assessments of upper extremity motor skills often involves
a set of objects that are manipulated by the person being
evaluated or a sequence of tasks, such as extending the
shoulder and twisting elbow [4], [5], [13], [36], [37]. Resulting
measurements include the time for completion, accuracy, and
extension/flexion range of each motion. Our approach aims
to automate the evaluation process with real-time data collec-
tion by employing vision-based techniques using a standard
webcam. The algorithm first identifies specific objects within
a field of view, projects their position into 3D space based
on known shape information, and then tracks them in real
time. To simplify the processing time, the algorithm targets
tracking objects being manipulated by or attached to human
hands instead of directly tracking the hands. The output of this
algorithm is the 3D pose of each object. The only requirements
are that the item must have straight edges and it must be
distinguishable from the rest of the environment by either its
shape or color. Shape and color form a two-tiered classification
structure that determines whether objects within a video frame
are items of interest. These values can be altered depending
on applications via calibration.

A major advantage of the presented algorithm over similar
approaches [38], [39] is that it is versatile. The algorithm
works with a variety of different markers without requiring
reprogramming. The limiting factors are that the markers must
be unique in the environment to avoid false detections. A
detailed description of the algorithm is provided in the follow-
ing subsections. Section II-B describes the item localization
method based on the two-tiered classification scheme used
to identify items of interest within the image and to detect
the corner locations. Section II-C presents the pose estimation
method using the corner points to project the item from the
2D image frame into the 3D real world frame using object
shape information and internal camera properties. This process
is called pose estimation and is a technique for extracting
3D information from a single camera frame. Lastly, Section
II-D describes the camera calibration needed to introduce
the algorithm to new markers and determine internal camera
properties necessary for pose estimation. The codes were
written in C++ and utilized OpenCV for computer vision
implementations. The captured images are in the RGB format
with a resolution of 640 × 480 pixels. Post-processing of the
data for some applications was performed in MATLAB.

B. Item Localization

Localization is the process of identifying the location of
the target item(s) in the image frame. We employ a two-tiered
classification approach for localizing items of interest. A two-
tiered system achieves a high degree of accuracy in identifying
items as a result of the two different properties that are required
to detect a matched item. Color and shape are used as the
distinguishing properties. Color indicates the normalized color
of the item within a certain color range. Shape is defined as
the number and relative positions of an item’s corner points.
Explicitly, the algorithm searches images for items with a
known normalized color, and then locates the edges of the
items using morphological operations on the color regions.
Those edges are then traversed to locate the items’ corners.
The resulting corners are the outputs of localization and can
be used to estimate the 3D positions of the items using known
shape information.

1) Color classification: The first step of localization is to
segment the image in order to identify what parts of the input
image could potentially be items of interest. Normalized color
initially distinguishes the potential object regions within the
image. It was chosen as the distinguishing property because it
is not affected by adverse lighting conditions and represents
the inherent color of an object [40]. Color normalization
compensates for the intensity changes in lighting by forcing
all intensity values to sum to 1. The well-known equations for
normalizing the color at each pixel location in an image are
used:

r =
R

R+G+B
; g =

G

R+G+B
; b =

B

R+G+B

where r + g + b = 1. The intensity values correspond to the
values of the three image planes (red (r), green (g), and blue
(b)) that make up an image.

The color of an image is thresholded by examining
each pixel’s values to determine whether it falls within
certain threshold ranges. A binary value of 1 or 0 is as-
signed based on whether it passes the threshold or not,
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Fig. 1: Examples of binary images after color normalization.

Fig. 2: Examples of edges found using the difference between
a morphological dilation and the original image.

respectively. The ranges are defined by minimum and max-
imum values which are included in the objects color
({rmin, rmax}, {gmin, gmax}, {bmin, bmax}). These ranges can
be easily identified for an object of interest by normalizing
its color and finding the minimum and maximum color values
for the object. Fig. 1 shows examples of the binary images
resulting from color normalization.

The resulting binary image often requires additional pro-
cessing to increase the accuracy. This process is necessary
when color normalization fails to compensate for all imperfect
lighting conditions or when the color threshold ranges are not
completely accurate in reflecting the item’s actual color. One
technique is conditional dilation which can be beneficial when
the color threshold detects only part of an item. It detects the
rest of the item by expanding its area until it reaches the item’s
edges. The morphological operator of dilation is applied to the
binary image but the results are only kept if the color values
are close to the values of their neighboring pixels. Edges of
objects are distinguishable by the dramatic change in the color
range. Color values remain similar within the same item, but
once dilation approaches an edge the values start to change
quickly and exceed the acceptable range by the conditional
dilation operator. In order to use this operator, the item’s edges
must be well defined.

2) Shape classification: The next stage of classification
takes the outputs from color classification and further narrows
down the regions of the image to detect the items of interest.
Since color classification results in defined areas, the next step
would often be blob detection. However, this is not the most
convenient method in this case. Instead, the edges of the items
are found and traversed in order to locate the corners of the
item. The corners are then used to classify the item’s shape
as defined by the number of corners and their spacing. This
method is chosen because it gives accurate positions of the
corners used for classification that are essential for finding
the object’s 3D position. A morphological operator is used
to find the object’s edges through two steps. First, the color
thresholded image is taken and a dilation operator is applied.
The difference is then taken between the original image and the
dilated image. A dilation operator expands the colored regions

Fig. 3: Two images of blocks overlaid with centroids found
after first traversal of each object’s edges.

Fig. 4: A processed image showing the centroids of individual
blobs and starting points (in green), overall centers (in red),
and corners and block edges used to calculate tilt (in blue).

outward by operating on the image using a 3× 3 rectangular
structuring element. The result from taking the difference is
an image containing only the edges of the colored areas. The
edges are guaranteed to be 1-pixel thick, 4-connected, and
form a closed loop. These three properties make them easy
to traverse. The examples of these ideal edges are shown in
Fig. 2.

The identified edges are traversed with the aim of pinpoint-
ing the location of the corners (Fig. 3). It takes three traversals
of an edge set to find these corners. On the first traversal, spurs
are removed, the object’s centroid is found, and the edges are
put in a stack so they can be accessed easily on the second two
traversals. The edges are traversed by first finding a point on
the image that is part of an edge. The next point is found by
checking the four coordinate directions in the order of up, right,
down, and left and then moving in the first found direction that
is part of the edge. Each point previously visited is added to
a stack of edges so that it can be referenced later and the
location in the image is blacked out so that it is no longer
recognized as an edge. A spur is recognized to exist on the
edge when a point, that is not the beginning, is found to have
no neighbors. At that point, the path is retraced by popping
values from the edge stack until a new point is found that has
a neighbor, meaning that it originally had two neighbors. An
edge is considered complete when it loops back to its starting
location. The centroid of each region is calculated by keeping
a running average of pixel locations.

After the first traversal of an object all the edge points are
conveniently in a stack and the centroid has been calculated.
The next traversal is used to find a point on the edge that
is guaranteed to be a corner. Since the objects have straight
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edges, the edge location farthest from the object’s centroid
is guaranteed to be a corner point. This point is found by
calculating the distance between the center and every point
along the edge. The point that has the greatest calculated
distance will be the corner point of interest. The last traversal
finds all additional corners. They are found by moving along
the edge and calculating the slope for each point edge. A
constant slope designates the straight edge of an object and
a rapid change in slope indicates a corner. After the corners
are found they are amended by finding the intersection of lines
fitted to the edges on either side of each corner. The resulting
corner points are finally classified. If the number of points for
an item is not equal to the expected number of corner points
or the spacing of corners is not similar to that of the known
shape, then the item can be conclude to not be an item of
interest. For example, if the item of interest is a square then
in order to be an object of interest there must be four evenly
spaced corners. If it is found to be an object of interest then
pose estimation can be used to get the object’s 3D position.
Fig. 4 shows an example of the processed image.

C. Position Estimation using Shape Information

The corners of the object, found through item localization,
are used to estimate the position of the object in 3D space
using known information about the object’s shape and internal
camera properties. The internal camera properties determine
the perspective with which the camera views an object. By
comparing the actual shape of an object with its warped shape
within the camera frame, its pose relative to the camera can
be determined. However, the relationship is nonlinear and typi-
cally cannot be solved directly. This can be circumvented using
a variety of methods, including making additional assumptions
about the object position or iterating to find the best values
instead of solving directly. In an image frame, objects can be
scaled and their perspective can be altered due to their relative
position and orientation to the camera. If an assumption is
made that the object’s deformation in the image is either due
to scaling or perspective then the equations can be simplified
greatly. If it is assumed that the object has only been scaled,
then the distance to the camera for all points on the object
will be the same. At least two points are required to solve this
system of equations, but the calculations can be made more
accurate if more than two points are known.

The follow equation converts the {x, y, z} image coordi-
nate system to the {X,Y, Z} real world coordinate system.
The relationship can be described using their simple geometric
relationship as shown in Fig. 5, given that the camera’s focal
length is broken down into fx and fy and the center of the
image is at cx and cy . The Z axis is perpendicular to the
image frame and both X and Y are parallel. The equations
for this relationship are provided below and are rearranged so
that they solve for the real world values. The two dimensions
are independent and can thus be treated separately.

x = fx
X

Z
+ cx → X = (x− cx)

Z

fx

y = fy
Y

Z
+ cy → Y = (y − cy)

Z

fy
. (1)

Fig. 5: The pinhole camera model in one dimension used for
camera calibration.

There are three unknowns in (1), {X,Y, Z}. This problem is
solved by using two points with a known relationship between
each other and that are at the same distance from the camera.
This provides a known distance between the points represented
by the equation, (∆X)2 + (∆Y )2 + (∆Z)2 = d2 for a known
d . The second simplification is that the points are at the same
distance from the camera such that Z1 = Z2 = Z since
the Z-direction is perpendicular to the image. Under these
assumptions, the real world coordinate is calculated by

X = (x− cx)

√
d2

( ∆x
fx

)
2
+
(

∆y
fy

)2

fx

Y = (y − cy)

√
d2

( ∆x
fx

)
2
+
(

∆y
fy

)2

fy

Z =

√√√√ d2(
∆x
fx

)2

+
(

∆y
fy

)2 (2)

where
∆X = (x1 − x2)

Z

fx
= ∆x

Z

fx

∆Y = (y1 − y2)
Z

fy
= ∆y

Z

fy

∆Z = Z1 − Z2 = 0.

D. Calibration

Calibration is an essential process to determine the condi-
tions in which the camera is used and the properties of the
item of interest. To locate an object, its color and shape must
be known. The internal properties of the camera must also be
quantified to determine how it views the item and to project
the item from a 2D camera space into a 3D real space. The
internal camera properties, or intrinsics, determine how a 3D
object is projected into the 2D camera plane. The intrinsics
includes the focal length and image center and are different
for every camera. A camera can be represented by the pinhole
camera model in which the light that the camera captures goes
through a pinhole and is then projected onto the image plane.
The focal lengths, fx and fy , are the distances in the x and
y directions between the pinhole and the image center. The
image center {cx, cy} is the location of the pinhole projected
onto the image frame. The geometric relationships between the
2D image and the 3D space are previously provided in (1). A
commonly used object for determining the camera intrinsics is
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Fig. 6: A sample frame from a webcam showing the exper-
imental set-up from a near-vertical camera view (left) and
the transformed image to compensate for initial camera angle
(right).

a checkerboard due to its defined number of points with known
spacing. By analyzing the relative position of the checkerboard
points within the image, the camera intrinsics can be found.
Fig. 6 shows how camera intrinsics can be used to compensate
for perspective and orientation undesirabilities. The left image
frame shows the camera’s perspective on the area and the right
shows the perspective altered frame. It has been changed so
that the corners of the checkerboard form a perfect square and
aligned so that the work area lines up with the camera frame.

III. ALGORITHM IMPLEMENTATION

A. Overview

This section describes the applications of the computer
vision algorithm previously described. The algorithm requires
a uniquely colored square piece of paper to be placed visibly
on the object to be tracked, or the object to contain a surface
that is uniquely colored, and a camera to capture its motion.
The paper/surface can be any color that is unique in the
environment and the only requirement is that it stays visible
throughout the motion. The versatility of the tracking algorithm
is proven through its application to three different situations.
The first is a sport played mostly by elementary school children
called Cup Stacking. The second is a motor skill and coordi-
nation test developed by Hoeger & Hoeger called the Soda
Pop Coordination test. The third is the Wechsler Intelligence
Scale that is one of the most widely accepted psychological
assessment tool. Among its subtests, we selected the Block
Design test for the third application of our algorithm. For
these applications, an automatic scoring system is implemented
by identifying when certain events occur. In addition to these
three specific examples, we also implemented the algorithm for
potential applications in visual-motor integration assessment
and gesture recognition.

B. Cup Stacking

Cup stacking (also called Sport Stacking) is an activity
for individuals and teams in which specialized cups are used
to create pyramids of three, six, and ten cups as quickly
as possible. It is governed by the World Sport Stacking
Association and a variety of studies have been conducted to
assess its influence on motor skills [36], [41], [42]. Specifically,
a study involving the second graders playing cup stacking for
15 minutes a day for 12 weeks showed that it might improve
central processing and perceptual-motor integration skills [36].
Another study involving second and fourth graders playing
cup stacking for 10-15 minutes a day for 3 weeks found no

Fig. 7: Top view of the cups with green squares placed on the
top illustrating five steps of six-cup stacking.

difference between a control group and a group participating
in cup stacking [41]. It is also found that cup stacking is
effective in improving hand-eye coordination and reaction time
in second graders by playing the game for 20-30 minutes a day
for 5 weeks [42]. It is notable that the sequences for stacking
have a learning curve so cup stacking cannot be used to directly
measure motor skills unless a training period is allowed.

The scoring of cup stacking was automated by placing a
marker on the top of each cup. The 3D position of each cup,
(X,Y, Z), was found using pose estimation and then saved
for further analysis. A six-cup stack game was employed as
shown in Fig. 7. The automatic scoring was performed in
real-time by recording when certain key actions occurred. The
tasks included when the cups first started to move indicating
the start of the activity, when three cups were placed as the
base, when two cups were placed on top of the base, when the
top cup was placed, and finally when all the cups come back
together and stop moving indicating the activity is complete.
A measure of the cup placement accuracy is determined by
the straightness of the placement of cups in the bottom row
and the relative angle between the bottom and middle rows,
indicating how precisely the middle is placed relative to the
bottom row. The automatic scoring component can easily be
evaluated by comparing manually and automatically recorded
trials. These values were compared for 91 different times and
the resulting correlation is reasonable with an r-squared value
of 0.9615 and an average error of 0.35 ± 0.27 seconds.

C. Soda Pop Coordination Test

The Soda Pop Coordination Test is a motor skills test
that is a part of the American Alliance for Health, Physical
Education, Recreation & Dance (AAHPERD) battery of tests.
It is advantageous over similar tests because it uses commonly
available materials and is easy to administer [37]. The test uses
three soda pop cans and needs six marked locations on the
table for the cans to be placed on, as shown in Fig. 8. In basic
terms, the test involves flipping the soda cans over one at a
time as fast as possible. Specifically, Can A is moved from
position 1 to position 2, Can B is moved from position 3 is
position 4, and Can C is moved from position 5 to position
6. Then the cans are moved back to their original positions in
the reverse order. The hand must start with the thumb facing
upward for the first set of movements and downward for the
second set of movements. The test is usually scored using the
time it takes to go back and forth twice and can be done for
either the dominant or non-dominant hand.

The advantage of having an automated system for the
Soda Pop Coordination test is that it increases the accuracy
of scoring and makes data processing easier. Traditionally, the
performance results would be a large amount of hand written
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Fig. 8: Starting configuration for the soda pop coordination
test with three soda cans and six locations

data (i.e. time, accuracy) that would have to be manually
inputted into a computer. By having an automated system, the
times are already saved on the computer and the mindless data
entry step can be skipped, allowing for fewer opportunities
for errors in recording. The Soda Pop Coordination test is
usually administered before and after some training regimen
to demonstrate how an action has improved a person’s abil-
ities [42], [43], [44]. It can also be administered to monitor
coordination skills and then compared to or used to create
standardized scores [37], [45]. Examples of before and after
testing include a study to identify the effects of a 10 week
Tai-Chi-Soft-Ball training on the physical functional health
of Chinese adults [43], a 5 week study on second graders to
identify the effect of 20-30 minutes of sport-stacking on hand-
eye coordination and reaction time [42], and a study on the
effect of a weight-bearing and water-based exercise program on
osteopenic women [44]. Examples of using standardized scores
include a study on the elderly, which showed the relationship
between heart rate variability and coordination [45].

The test was automated by placing a marker on the top
of Can A. The start time is set as the time the marker starts
moving and the stop time is set as the time the marker comes
back into view and stops moving. The marker will disappear
as the cup is turned over and, in order to accommodate false
starts, it is assumed to take more than two seconds to complete
the test. Additionally, since the test has two sets of back
and forth that count as one round, the numbers for the two
consecutive times can simply be added together. The system
was evaluated by comparing manually and automatically col-
lected data to determine the accuracy and usability. Data was
manually and automatically collected for 87 laboratory rounds
of the Soda Pop Coordination test. The correlation between
the manually and automatically collected data is 0.985 and the
average difference in timing is 0.215 seconds.

D. Wechsler Block Design Test

The Wechsler Intelligence Scale for Children (WISC) and
the Wechsler Adult Intelligence Scale (WAIS) are widely
accepted psychological assessment tests used to measure in-
telligence in children and adults that were initially developed
by David Wechsler in the 1930s [46], [6], [7]. Both scales
contain a subtest called the Block Design test that measures
a person’s non-verbal conceptualization, spatial visualization,
and fine-motor control [47]. The Block Design test was first
proposed by Kohs in 1923 [48], but has been incorporated
in some form into most intelligence tests. The WISC and
WAIS subtests themselves involve recreating 2D red-and-white
geometric patterns using 3D cubes that have red, white, and
red-and-white sides. The patterns can be made up of two,
four, or nine blocks and a score is awarded for each pattern

based on the time taken to complete the assembly and whether
the final assembly is correct [6], [7]. Typically when this
test is administered, a trained professional must be present
to walk the testee through the process by keeping track of
completion times, recording incorrect answers, scoring the test,
and monitoring the test taker for any psychological clues.

In this test, the algorithm was implemented to directly track
the blocks instead of placing separate markers on them because
the blocks themselves satisfy the requirements for serving as
a marker. The blocks have sides that appear as triangles and
squares when either white or red color is tracked, as well as
being able to form more complex shapes by putting the blocks
together. Scoring requires additional considerations because
the system must recognize whether a testee has successfully
created a pattern using multiple blocks. This means that the
resulting position of the blocks must be used to estimate the
pattern created by the blocks. The scoring process involves
overlaying a grid over the found blocks and determining the
color layout within the grid to match to the pattern. The start
time of a trial was indicated by the blocks being dispersed
throughout the environment and is marked as complete when
the blocks form the goal pattern of that trial. If a pattern is not
completed successfully, then the time is stopped and marked
incomplete when the blocks are dispersed for the next pattern.
The score is assigned by the same conventions as in the WISC
and WAIS block design tests. The automation was tested by
comparing manually and automatically scored tests showing
100% accuracy.

E. Visual-Motor Integration Test

A part of motor skills is reflected by how well a person
can trace lines and shapes in 2D. The closeness of a followed
path to the ideal path and steadiness of the movements reflect
the motors skills of the person in terms of how advanced they
are in their motor development or if they have any difficulties
with any of their individual joints or muscles. The idea is
similar to that of the Beery-Buktenica Developmental Test of
Visual-Motor Integration (Beery VMI) where the subject must
copy or trace lines and shapes using a pencil [49]. For our
demonstration, a cup is used instead of a pencil to trace out a
pattern on the table and shapes in the air. The path could be
anything as long as its shape is known so that an ideal path is
available for comparison. Table I shows six trails of drawing
a straight line between two points using a cup as a marker. A
correlation between the actual position data and an ideal fitted
straight line was analyzed by performing a linear regression
between the two. A higher value of r indicates the movement
trajectory was closer to the given straight line.

F. Gesture Recognition

Gesture recognition aims to classify the motion that a
person is performing [49], [50]. It has a wide range of applica-
tions including aids for the hearing impaired, interpreting sign
language, lie/stress/emotional state detection, and controls or
tools for interaction with virtual environments [49]. A variety
of methods can be used to interpret gestures including principal
component analysis, the CONditional DENSity PropagATION
(CONDENSATION) algorithm, Kalman filtering and more
advanced particle filtering, and hidden Markov models [49].
The goal of this application is to create a simple gesture
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TABLE I: Paths exhibiting a range of different accuracies
between two points shown in graphs of points and straight
ideal lines along with the calculated correlation values for the
match between the two.

Correlation coefficient Movement trajectory

r = 0.8539

r = 0.9562

r = 0.9827

r = 0.9930

r = 0.9889

r = 0.9930

recognition tool that can identify the motion of tracing the
geometry of a shape. It is also desired that it is not affected
by the speed or the size of the motion but is simply unique to
the shape or form of the motion.

Only a couple of distinct shapes were explored for this
section, so a simple method was chosen for recognition.
The motions were to draw a circle, triangle, and square in
the air and the method used to recognize the shapes was a
shape descriptor technique called shape signatures [51]. Shape
signatures represent an object’s shape as a one dimensional
function of its edge points. A variety of different methods can
be used to create this function but a common method, which
is used here, is the distance of the boundary points and angle
relative to their centroid. The signature is made scale invariant
by dividing all distances by the maximum distance and is
made orientation invariant by finding the angular position of
the maximum point and making the function start at this value.

TABLE II: Signatures for the three shapes (circle, square, and
triangle) and calculated feature values and logic gate outputs
using the threshold values of P1 = 0.4 and P2 = 0.6.

Motion Trajectory P1 P2 Output

0.5237 0.8350 Circle

0.4501 0.9350 Circle

0.4740 0.8977 Circle

0.1545 0.2119 Triangle

0.1047 0.3606 Triangle

0.1569 0.3932 Triangle

0.1825 0.6952 Square

0.2155 0.7871 Square

0.1849 0.9363 Square

The signature can then be analyzed to find the number of
corners mapped to a function. In this case, the signature is
simply examined at key locations that distinguish the different
shapes. The first key feature is the relationship between the
minimum and maximum value of the radius (Rmin, Rmax).
This distinguishes circles (or in this case ellipses) from the
squares and triangles. Unless the eccentricity is high, the ratio
will be significantly higher for circles then for the other two.
The second feature is the behavior of the shape at an angle
of zero. Circles have extreme points at angles of π and 0, so
the behavior at 0 should be high. Squares have extreme points
at π, π/2, 0, and π/2, so the behavior at 0 should be high.
Finally, triangles have extreme points at π, 2π/3, and −2π/3,
so the behavior at 0 should be low. For these three shapes,
two features effectively take care of all possible cases. If more
shapes need to be identified then additional features would
become necessary, but would be easy to add to the current
framework. Table II shows recognition results for each shape.
P1 and P2 are calculated by

P1 =
Rmin

Rmax
; P2 =

Rcenter

Rmax
,
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and the shape is recognized as a circle if P1 > 0.4 and P2 >
0.6, a triangle if P1 < 0.4 and P2 < 0.6, or a square if
P1 < 0.4 and P2 > 0.6.

IV. CONCLUSION AND DISCUSSION

This paper presented an integrated low-cost, real-time
vision processing algorithm that can be used for a variety
of assessment tests for upper extremity motor skills that
involve object manipulation. While individual layers of the
algorithm utilize existing techniques, the main contribution of
this paper lies in the proper integration of these techniques
keeping the computational cost low for target clinical and
educational applications. The algorithm was implemented in
four well-known games/tests and a simple gesture recognition
application for demonstrating its potential utility. When such
motor assessment tests need to be periodically administered
to an individual or to a large group of people, automating the
entire process can significantly reduce the time, cost, and labor
intensity while also improving the quantity and quality of the
measurable data. The specific applications presented in this
paper were carefully selected to cover a broad range of motor
skill assessment tests so that one can easily take it into use.

The presented algorithm requires comparison with other
vision-based object tracking algorithms to prove its time ef-
ficiency. To further improve the versatility of the algorithm,
another layer of prior image processing can be added for
automatically determining the color threshold range instead
of using a pre-defined value so that any arbitrary objects can
be detected and tracked as long as they are distinguishable
from the environment. In addition, benefits expected by the
algorithm implementation needs to be verified through human
subject studies involving non-technical administrators (e.g.
teachers, parents, and clinicians) and potential testees (e.g. stu-
dents, children with varying cognitive/motor skills, and older
adults). Our ongoing work involves human subject evaluation
and cost analysis in addition to continuous improvements in
the algorithm.
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