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Abstract—Data scientists need to process and visualize data 

science for scientific and decision purposes. The data have 

different size, type, real-time or batch forms, and validity. Data 

science visualization has a challenge in processing, management, 

and technique. The research works to investigate, design, and 

develop the cloud-based processing for data science visualization. 

The research uses Google Drive as file storage, Google App 

Engine as the processing tool, and Google Fusion for the 

visualization. Financial and banking data from Indonesia are 

used in the research to provide geolocation data, transaction 

flows, and bank networks information. Cloud-based processing 

consists of a data mapping process, data tagging, data 

manipulation, and data visualization. The research focus is on 

the data source manipulation, data preparation, storage 

management, data processing, and visualization. This research 

contributes to delivering cloud-based approach to handle data 

science visualization of financial-banking data networks in 

Indonesia. 
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I. INTRODUCTION 

The increase in data size, type of data, data stream or 
batch, and the data structure is one of the issues in big data 
processing [1]. Computer processing has a different method 
and approach based on the data characteristics. It will become 
complicated for the data scientist to deliver the processing 
plan. There is also a need to understand the business process, 
information architecture, information system design, data 
structures, and delivery system designs [2]. In the term data 
science, we need to define the business process that should be 
used to deliver the information. The data science needs the 
word of knowledge to define business process [3]. The data 
that come from different sources is managed together in the 
store and arranged in structured or unstructured formats. 

The information architecture specifies the detail of data 
and information [4]. The structure is used to define the data 
feature in the first process and the results. The information 
system design needs to know the information structure to 
describe the process and related information [5]. The 
interaction between information architecture and information 
system design requires establishing the process. The data 
architecture manages the data science collection by identifying 

the data details, in this case metadata and content [6]. The data 
processing method can deliver in several ways, such as 
integration, offline by using tools, online by using web 
application, and hybrid by using them in combination [7]. The 
processing technology approach uses real-time, batch, and 
stream. The method and technical approach are combined 
based on the purposes. 

The research investigates cloud-based processing in data 
process for data science visualization. The research designs 
the cloud-based processing steps for managing the data. The 
technology approach used in this study are cloud-based 
applications such as Google Drive, Google App Engines, and 
Google Fusion. The study uses the financial-banking data in 
Indonesia provided by Open Data Indonesia [8]. The research 
goal is to deliver the data science visualization of intercity-
network bank in Indonesia. This research has a contribution to 
the methods of cloud-based processing for data visualization 
as a best practice to deliver the data knowledge on particular 
issues. The paper has the following sections: Section II 
presents the current approach and method for data 
visualization. Section III delivers the step-by-step method on 
cloud-based processing. Section IV shows the result and 
discussion. The last section shows the conclusion and future 
direction. 

II. DATA SCIENCE PROCESS AND VISUALIZATION 

The primary issues in data processing and display are big 
data and data science research, such as machine learning, data 
mining, semantic web, social networks, and information 
fusion [9]. The research is based on an investigation and 
discovers a new technique in data processing, data 
representation, pattern mining, data storage, and visualization. 
The combination of the algorithm and the process approach is 
the primary concern to the resulting information. The big data 
and little (small) data management can combine to support 
many purposes. The use of little (small) data as a sample and 
generated to answer a question has been used for many 
reasons. The little (small) data can be used for defining the 
sample of the big data. It will improve the quality of data and 
the process itself. The big data will enable in spreading data 
and enhance the quality of the sample and results [10]. 

Data management for long-term use and access, especially 
for big data, is an important issue in managing the data value 
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and usage. Data processing has the capability to address the 
problem of long-term access and use, not only in the present 
but also in the future [11]. Data processing for big data can be 
done by using distributed data mechanism at the storage and 
and work management levels. The technique of distributed 
data storage can increase the efficiency when provided 
through an Internet-enabled environment [12]. The 
mechanism supports the system architecture for cloud-based 
processing. Data science needs an enormous volume of 
resources. In several cases, the processing needs to share with 
other resources to enhance capacity. The shared resources 
become the big data services that need protection. An 
authentication scheme is implemented to protect user privacy 
on the research conducted by Jeong and Shin [13]. Big data 
processing focuses on end-to-end processing of data science 
integration, model, and evidence [14]. The approach delivers 
by process mining and bridges the gap between data science 
and process science. The process mining use big data 
technologies, service based and cloud services. 

The big data system architecture consists of several 
components, that is, data visualization, processing (include 
real-time, structured database, interactive analytics, and batch 
processing), data structure, and infrastructure. The data 
visualization in big data science delivers the intelligence 
visualization [15]. The intelligence visualization displays 
information and knowledge.  The real-time process, analytics, 
and batch processing need to address speed, reliabilities, and 
data spread especially in processing purposes [16]. The data is 
classified into structured and unstructured data [17]. The 
infrastructure needs to address the high-performance 
infrastructure to support the processing needs [18]. Figure 1 
presents the interaction between the components. 

 

Fig. 1. Big Data Science System 

Emergency management is used in the case study and 
helps in overcoming the trending issue in emergency 
management. The visualization has been used to describe the 
difference between the type of record and history based on the 

provenance [19, 20].  The research is an organizational 
framework to specify the origin and design knowledge on it. 
Reactive Vega has presented a system architecture for graphic 
visualization and interaction [21]. The research constructs the 
data flow graph, scene graph, and interaction with streaming 
data. The display has been built with the help of time scale, 
relational, and hierarchical data. 

III. CLOUD -BASED PROCESSING 

This section talks about the research design and works. 
The research was divided into several steps such as data 
preparation, storage management, data processing and 
manipulation, data integration, and data visualization. 

A. Data Sources 

The research uses the data from Indonesia Open Data 
portal. Open Data Portal (data.go.id) is a data portal built by 
the Indonesian Government to establish the open data 
movement and free data service. The open data portal itself 
has 1042 datasets, 31 institutions, and 18 groups of data. The 
research uses economic and financial data, provided by the 
Bank of Indonesia. There are 153 datasets consisting of 
economic and financial information from a broad range of 
regions in Indonesia. Figure 2 shows the set of the collections. 

 
Fig. 2. Open Data Portal 

The research uses the dataset from the portal that was 
involved in the process, that is.: 

 Bank Location 
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 Indonesia Bank Operation 

 Transaction Volume 

 Regional economic indicators 

B. Data Preparation 

The data preparation uses the data bank locator, operation, 
transaction volume, and economic indicators. The data 
preparation has several steps; there is data normalization, data 
cleansing, and data tagging. Data normalization standardizes 
the data. The normalization identifies the region name, the 
bank office, the name of the bank, and the region 
classification. 

Data cleansing is done to minimize the data error in 
geotagging and relation. The data cleansing process consists 
of taking a data sample of at least 30 items of data. The data is 
transformed into the visualization prototype. The process is to 
figure out whether there are data items that cannot be 
processed based on the current data. 

Data tagging has two options. Geotagging is used to give 
location information to the data object such as location, bank 
office, and transaction data. The second option or geolocation 
uses Google Map API facilities to attach to it. The result of 
this process is presented in Figure 3. 

 
Fig. 3. Data Preparation 

C. Storage Management 

The cloud-based processing is stored the data and the 
process in the Internet facilities. The research uses Google 
Drive to place the data, Google App Engine to access the data 
stored in the intermediate storage and database engine, and 
Google Fusion to process the data and visualize it as presented 
in Figure 4. 

D. Data Processing and Manipulation 

The data processing and manipulation have several steps: 
card process, mapping, chart, and summary. The data proceed 
first into the card. In this process, the data are collected into 
the record. The data become an individual item that will be 
used to continue the relation and data network. The card 
process result is presented in Figure 5. 

 
Fig. 4. Storage Management 

 
Fig. 5. Card Process 

The data is also used in the mapping process. The data 
uses the location parameter by rendering and process to have 
geolocation based on Google Map. The mapping process 
resulted in a card that had the information location. It also 
processes the transaction data. The next process is a chart and 
summary. The process is used to create a relation between 
datasets to map the network process. The summarizing will 
give weight to every data and the bank location to visualize in 
the representation burden. 

E. Visualization 

The visualization process works to display all the 
information that resulted from previous steps appropriately.. 
The visualization process itself has a particular format. The 
process identified the bank institution and location (city) as 
primary nodes, and transaction and other data as weight 
indicator for primary nodes. It needs not only for visualization 

 
 

Google Drive 

 
 

Google App 
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and give the value of nodes. Table I shows the visualization 
process. The visualization process is rendered from the dataset 
and displayed in the HTML format. 

TABLE I.  VISUALIZATION PARAMETER 

Primary Weight 

Location 

Bank Name 

Transaction 

Volume 

Indicator 

IV. RESULT 

The research has resulted in a working visualization 
prototype for displaying the bank, location, and transaction 
weight based on the cloud-based processing. The display 
shows the network maps chart as shown in Figure 6. 

The visualization result demonstrates the bank, location, 
and the transaction. The nodes have a different size based on 
the transaction weight on it. The visualization can be dynamic 
and comes out with the other data. 

 
Fig. 6. Visualization Result 

The visualization can display the network between the 
banks that operate in several cities, as shown in Figure 7. The 
relation between cities and banks is illustrated in Figure 8. 

Fig. 7. Dynamic Visualization based on The Bank 
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Fig. 8. Dynamic Visualization based on the city 

V. CONCLUSION AND DISCUSSION 

The research has shown the best practice of using cloud-
based approach to process the data science, which is big data, 
with several steps. The conclusion of this research is that the 
cloud-based approach utilized for data science purposes, in 
this case, uses Google application. The research works with an 
open data sample, and the visualization is presented in 
http://makeiswork.com/2015/12/23/show-case/ as a working 
prototype. The research work has a contribution to the process 
of data science into the visualization that uses cloud-based 
approach. The process consists of data preparation, storage 
management, data processing and manipulation, and display. 
In this, every process needs a unique approach to ensure the 
quality of data. The data process is unique and depends on the 
data characteristic itself. The process involving more datasets 
will need more processing. The work on visualization depends 
on the process. 

The research on data process and display has a challenge 
in the multiple datasets involved. The process even uses a 
framework tool but still needs to have a well-designed 
approach and methods. The cloud-based approach addresses 
the process on the Internet. The approach needs to address the 
multiple sources handled in the cloud-based process. The 
work on the approach will be the key for many organizations 
in business decision-making, business analysis, and 
intelligence, or scientific analysis. 
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