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Abstract—The number of nodes in wireless sensor networks 

(WSNs) is one of the fundamental parameters when it comes to 

developing an algorithm based on Network Coding (NC) with 

LDPC (Low Density Parity Check) code because it directly 

affects the size of the generator matrix of the LDPC code and   to 

its dispersion. Optimizing Wireless Communication Systems by 

decreasing BER (Bit Error Rate) is one approach to analyze the 

network into clusters (at the level of their nodes).  In this paper, 

the authors present a fully distributed clustering algorithm and 

they consider different node values by cluster, then they select 

the curves that have the best compromise. They examine the 

effects of SNR (Signal-to-noise ratio) quantization on system 

performance obtained for different scenarios (by varying the 

parameter corresponding to the number of the symbol during the 

forwarding phase).  Finally, the results prove that the increased 

number nodes improve LDPC code properties. 

Keywords—Clustering Techniques; Network Coding; LDPC 
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I. INTRODUCTION 

A wireless sensor network (WSN) is a group of specialized 
transducers with a communications infrastructure for target 
tracking, environmental monitoring and recording conditions at 
diverse locations. WSN consists of multiple detection stations 
called sensor nodes, each of which is small, lightweight and 
portable. 

Hierarchical clustering [1], [2] is particularly useful for 
applications that require scalability to hundreds or thousands of 
nodes. Moreover, clustering [3] can stabilize the network 
topology at the level of sensors and thus cuts on topology 
maintenance overhead. The need for clustering in WSNs has 
been first motivated, and a brief description of the implied 
hierarchical network pattern has been given. The sensor nodes 
periodically transmit their data to the corresponding particular 
node called cluster head (CH) nodes. The CH nodes aggregate 
the data and broadcast them to the base station (BS) either 
directly or through the intermediate communication with other 
CH nodes. 

NC [4] is a recent field of the information theory that 
breaks with this assumption. Instead of only forwarding data, 
nodes may recombine several input packets into one or several 
output packets. 

The concept of NC has been first introduced for satellite 
communications in [5] and then fully developed in [4] for 
general networks. 

With NC, a network node allows combining several 
packets (messages) that it has generated or received into one or 
several outgoing packets. NC replaces the conventional routing 
(data packets have given by store-and-forward mechanisms in 
which the intermediate nodes only repeat data packets that they 
have received). 

Recently, NC has been applied to wireless networks and 
received significant popularity as a means of improving 
network capacity and the End-to-End Delays of transmissions 
[6]. It can also increase the capacity and reduces the delay [7] 
in networks and at point-to-point communications [8], in 
broadcast networks [9]. NC increases the energy efficiency in 
broadcast networks [10]; it optimizes capacity and energy 
consumption in the network [11], [12].Also, it can be 
combined with routing for improved performance [13], and 
adaptive algorithms of appropriate node mobility networks 
[14]. 

In fact, the unreliability and broadcast nature of wireless 
links make wireless networks a natural setting for network 
coding. Moreover, network protocols in wireless networks, 
e.g., wireless mesh networks and mobile ad hoc networks, are 
not fully developed yet and hence there is more freedom to 
apply network coding in such environments compared to wire 
line networks such as the Network Management System  [6]. 

Low-Density Parity Check (LDPC) codes [15] deliver very 
good performance when it decoded with SPA [16]. As LDPC 
codes are being used in a wide range of applications, the search 
for efficient implementations of decoding algorithms is being 
pursued intensively. 
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Error-correcting coding schemes using LDPC codes and 
belief propagation decoders based on the sum-product 
algorithm (SPA) have recently achieved some of the highest 
performance results in the literature. The SPA has been 
presented to decode LDPC codes. 

The main contribution in this paper is reducing the BER 
value (through a distributed coding using LDPC codes) in 
ANCC (Adaptive Coded Cooperation Network) for WSN by 
using a very effective method adapted to this type of network. 
It studies two novel scopes in communication. The authors 
focus on the analysis of the BER. Regarding NC, they propose 
a coding algorithm adequate for dense and extensive. They 
create a set of scenarios in which several parameters have been 
modified to analyze how they affect the BER versus SNR 
curve. What is more, this paper aims to get the right values of 
these parameters to find a compromise, which seeks to 
decrease the BER 

The rest of the paper is organized as follows. In Section II, 
the model on which to base our approach is described. In 
section III, the authors discuss the results; they compare the 
different approaches, and they analyze their applicability. The 
conclusions as well as future work are discussed in Section IV. 

II. NETWORK MODEL OVERVIEW 

A. Description Working Scenario and ANCC Scheme 

The network coding scheme to being used as a basis for 
development is the ANCC [18],[19] that adapt precisely to 
extensive and dense  network like WSN, on which each fixed 
period, the N sensor nodes should send the information 
collected to the CH. To avoid interference, in the type of WSN 
in question, it is often established access scheme TDMA (Time 
Division Multiple Access) in which each node has a particular 
time for the transmission while all other nodes remain in 
silence. 

The fundamental idea of the scheme ANCC network 
coding is that neighboring nodes can linearly combine the 
correctly received information and send it to the cluster head in 
a later phase of the communication. In particular, the ANCC 
scheme uses LDGM codes (Low Density Generator Matrix) 
[19]. This type of LDPC code fits to   WSN scenario by the 
structure of its generator matrix. In LDGM codes, the generator 
matrix G is being constructed as the concatenation of two 
matrices: the identity matrix    and one dispersed and random 
matrix P. The matrices involved in encoding and decoding are 
as follows [19]: 

 Generator matrix G, of size      (since the encoding 
rate is 1/ 2; the matrix P is of size    ): 

           ],[ PIG N                                            (1) 

 Parity check matrix H of size     : 

],[ N
T IPH                                            (2) 

 Syndrome vector   this vector is the result of checking 
a word with the parity check matrix H. When the 
decoding performed by syndrome, we must have 
syndrome validates a coded word   must be the null 
vector as follows from: 

    
THc.                                             (3) 

The Network Coding scheme ANCC gets applied the 
coding LDGM of distributed form: 

1) Diffusion phase (or initial transmission): In this phase, 

each of the N nodes in the WSN transmitted orderly (with 

TDMA) its corresponding information symbol (systematic 

symbol) to the head cluster, while the rest of the nodes remain 

in listening mode. 

2) Forwarding phase (or combined retransmission 

combined): the N nodes transmit a linear combination (coded 

symbol). It composed of symbols   , randomly chosen from the 

symbols of a node, which had received correctly in the 

previous phase. 

3) Decoding phase: once the Forwarding phase has been 

completed, the CH has already received all the symbols 

(systematic and codified) and it is capable constructing the 

parity check matrix  , using, for this, the headers received in  

Forwarding phase. After building the matrix  , the cluster 

head  decodes the received symbols  obtaining gain 

codification (decrease of BER) proper to the use of an LDGM 

code. 

B. Topologies 

Hierarchical network allows assigning different roles to 
nodes; exploiting that to the control node and link activity. 
Grouping sensor nodes into clusters has been widely pursued 
by the research community to achieve the network scalability 
objective. Every cluster would have a leader, often referred to 
the CH. The strategy is to divide the total set of nodes in 
several clusters or groupings involving a high number of nodes 
of each one. To ensure the functioning of the system, each 
cluster is chosen so that all its elements may have a direct link 
to the most important node of the cluster, which has already 
called the cluster head (CH) node (see Figure 1). This mode 
takes charge of being the destination node broadcasts 
performed by the other nodes of the cluster, being the element 
that receives and decodes all the information of this grouping 
(cluster) and, therefore, allows data communication in a 
clustered network. 

 
Fig. 1. Network model with clustering 
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C. Parameters affecting our system 

Grouping sensor nodes into clusters has been widely 
pursued by the research community to achieve the network 
scalability objective. Every cluster would have a leader often 
referred to as the CH. 

The main parameters to have analyzed for the scenario are: 

1) The number of iterations of the Sum-Product algorithm 

SPA: It is analyzed for a concrete example the improvement of 

having a greater number of iterations in the SPA. 

2) The parameter   : Several options were tested to see 

how it affects the number of nodes involved as a response of 

linear combination sent by each node during forwarding phase 

to the BER obtained in an ANCC scheme. 

3) The number of nodes per cluster: In this case, it is 

mainly analyzed how the number of nodes that intervene in the 

distributed encoding LDPC affects the BER   and how the 

results present themselves for various options. 
We define a relationship between the symbols, which has 

combined in the forwarding phase and the number of nodes 
that can intervene in this combination. The Dispersion Grade 
(DG) refers to the dispersion having the generator matrix of the 
LDPC code, this DG is calculated as: 

                      
1


N

s
DG                                           (4) 

Where   is a parameter that indicates the values of the 
coded symbol (randomly chosen) which are correctly received 
in the previous phase,    is the total number of nodes. A 
parameter DG is the percentage of symbols involved in the 
response of forwarding phase (among the symbols that could 
intervene). The goal is to see if it can get a range of values of 
DG between which algorithm behave optimally, with in order 
to establish a priori the values of the parameter   and the 
number of nodes that give the best BER-SNR performance. 

D. Methods of Performance Evaluation 

A typical BER curve, for LDPC code, is shown in figure 2. 
Three regions [20] namely low SNR region, waterfall region, 
and error floor region, can be identified .In the low SNR 
region, BER decreases slowly as SNRT increases. For the 
intermediate value of SNR, the BER decreases rapidly in the 
waterfall region with an increase in SNR. In this region, the 
coding gain approaches the theoretical limit. The error Floor is 
due to the weight distribution of LDPC codes .Normally, 
LDPC codes do not have large minimum distances. Hence, 
lowering the Error floor region result in better codes, which in 
some cases, may result in faster convergence in decoding. 

The method have to be followed to determine which 
scenario is better than another is based on the inspection of 
their BER versus SNR curves, choosing to get a better 
compromise between the values of BER obtained at high and 
low values of SNR. The studies carried out show that there is a 
relationship between the position of the threshold      , the 
slope in the Waterfall region and BER values obtained in the of 
Error Floor region. 

 

 
Fig. 2. Regions BER-SNR curve for a LDPC codes 

Therefore, the goal is to find a compromise among which 
this threshold      , it is located at the lowest possible,  so that 
the  SNR for BER values obtained in the region of Error Floor 
will be better and this region appears for reasonable SNR 
values in a wireless communication. 

III. RESULTS AND DISCUSSION 

In this section, we analyze the data results obtained from 
simulations for the clustering analysis of different scenarios, 
which corresponds to the sending and forwarding the data 
nodes of each aggrupation of their cluster head node. We start 
by cutting the network in groups of nodes called clusters, 
thereby giving, at the network, a hierarchical structure [21]. 

Within each phase, behavior is also studied in each cluster 
for different values of the parameter s. 

For the simulations, we use a total of 1500 TDMA network  
nodes , depending on the number of nodes per cluster and so 
that it can give an exact value of cluster head nodes . We have 
1500 nodes, which means N=1500 nodes. 

The number of nodes defined as N, the size of the generator 
matrix will be   N x 2 N. This leads to one of the objectives is 
to make a cluster of large size, encompassing the largest 
possible number of nodes. If the total number of nodes is 
defined as  NTotal  and divides into regular cluster of N nodes, 
therefore, number of cluster head node NCluster is: 

N

N
N Total

Cluster                                (5) 

Table I gives the exact value of cluster head. 

TABLE I.  TOTAL NUMBER (1500 NODES) DIVIDED BY CLUSTER NODE 

FOR OBTAINED AN EXACT CH NUMBER 

 Number of nodes  Number of cluster head  

150 10 

250 6 

375 4 

500 3 
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A. Influence of the number of iterations 

Before embarking on an approach, analyzing the results of 
different nodes per cluster there is a need to explore the 
influence of iteration number. By Sum-Product Algorithm, we 
measured, with MATLAB Profiler tool, a distributed LDPC 
coding for a WSN with 100 nodes.  

SPA performs a series of operations on the received 
symbols so that they can comply with the condition of the 
syndrome shown in equation 3. 

The aim is to analyze if the use of a large number of 
iterations improve, significantly, BER values obtained to 
compensate the time delay that occurs during decoding. 

 
Fig. 3. BER-SNR curve obtained for a distributed LDPC coding in WSN 150 

nodes. The combinations of the forwarding phase  s = 7 nodes and the 

maximum number of iterations of the decoding algorithm is varied by taking 

the values 10, 30, 50 and 70 

Figure 3 shows the different curves obtained in simulations 
for the case of a cluster of 150 nodes where the value of the 
parameter   is 7, using different maximum numbers of 
iterations in the decoding algorithm. 

Then we concluded that increasing the number of iterations 
does not offer a significant advantage. Therefore, from now on, 
we use 10 (as maximum number for the sum-product 
algorithm) iterations in our system for all decoders. 

B. Clustering analysis 

1) Clusters of 60 nodes 
We analyze one grouping of 60 nodes. In this case, our 

approach is to compare simulation results with experimental 
data to obtain valid and accurate results. 

a) Simulation results 

With 60 nodes, the generator matrix will have a size of 60 
×120, which it could be considered a small size; due to high 
DG .The range in which we study the behavior of the 
parameter s is comprised between 4 and 8 in order to offers a 
better SNR-BER curve. 

The figure 4 shows the different curves obtained for a 
grouping of 60 nodes by varying the value of the parameter 
  and using a maximum of 10 iterations of the decoding SPA. 

 
Fig. 4. BER-SNR curve obtained for a distributed LDPC coding in a 60 WSN 

nodes and the value of the parameter s varies between 4 and 8 

The curve, which presents a better compromise between the 
position of the threshold values       and BER obtained in the 
region of error floor, is the curve with      . DG (with the 
principal parameters) presenting these curves are summarized 
in Table II. 

TABLE II.  DG FOR 60 NODES AND DIFFERENT VALUES OF THE 

PARAMETER  S 

 Parameters     DG 

4 6.77 % 

5 8.47 % 

6 10.16 % 
7 11.86 % 

8 13.55 % 

These values of the DG are too high and may be associated 
to sparse matrices that widely dispersed, which does not appear 
good option to use the groupings of this size. 

b) Experimental Results 

To verify our next simulation results, we analysis the 
experimental results, we choose 60 sensor nodes within a 
cluster view the Figure 5. 

 
Fig. 5. Experimental topology of the wireless sensor network a (cluster of 60 

nodes) the value of the parameter s is 6 
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The following figure (Fig 6) shows the experimental 
results. 

 
Fig. 6. Comparison between Simulations and Experimental Results obtained 

for a distributed LDPC coding in a 60 WSN nodes, and the value of the 

parameter s is 6 

We note that the results of this simulation are very similar 
indeed; to those obtained by practice. Consequently our 
preliminary simulation results fully confirm the validity of our 
next simulations results. 

2) Clusters of 150 nodes 
With 150 nodes, the generator matrix of network coding 

with LDPC codes will have a size of 150x300.   In addition, the 
parameter s is varied from 5 to 11(to view which of them offers 
a BER versus SNR curve with a better compromise) while the 
SPA is kept constant at 10 iterations. Figure 7 shows the 
different curves obtained for a cluster    containing 150 nodes 
by varying the value of the parameter  . It can be appreciated 
that  for values of s, greater than 8, the Error Floor region 
appears for very high SNR values  (over 18 dB), which 
provokes a  good BER obtained at very high SNR values , 
often situated above the range of SNR in which is located a 
wireless system. 

 
Fig. 7. BER-SNR curve obtained for a distributed LDPC coding in a 150 

WSN nodes. The value of the parameter s varies between 5 and 11 

The DG values are summarized in the following table. 

TABLE III.  DG FOR 150 NODES AND DIFFERENT VALUES OF THE 

PARAMETER S 

 Parameters     DG 

6 4.02 % 

7 4.69 % 

8 5.36 % 

By Analyzing the graphs, we can see that the curves, with 
greater compromise, are given for the parameter values  = 6, 7 
and 8, whose matrices offer the DG that are displayed in Table 
III 

3) Clusters of 250 nodes 
In this case, all nodes are divided into several clusters of 

250 nodes. With 250 nodes, the generator matrix of network 
coding with LDPC codes will have a size of 250x500.   In 
addition, the parameter s is varied from 7 to 12, while the SPA 
always keeps the same value 10 iterations. 

 
Fig. 8. BER-SNR curve obtained for a distributed LDPC coding in WSN 250 

nodes. The parameter s varies between 7 and 12 

The figure 8 represents the different curves obtained for a 
cluster of 250 nodes by varying the value of the parameter s 
and using a maximum of 10 iterations of the decoding SPA. 

This figure shows that BER-SNR curves which obtain a 
greater compromise and whose DG are shown in the Table IV. 

TABLE IV.  DG FOR 250 NODES AND DIFFERENT VALUES OF THE 

PARAMETER  S 

 Parameters     DG 

8 3.21 % 

9 3.61 % 
10 4.01 % 

4) Clusters of 375 nodes 
In this case, we divide the nodes into clusters of 375 nodes. 

With 375 nodes, the generator matrix of the NC with LDPC 
code has a size of 375x750. In addition, as in previous cases, 
the parameter   is varied from 7 to 11 and BER versus SNR. 

The Figure 9 shows the different curves obtained for a 
cluster of 375 nodes, varying the value of the parameter   . In 
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all, the simulations were performed using a maximum of 10 
iterations of the algorithm Sum-Product decoding 

 
Fig. 9. BER-SNR curve obtained for a distributed LDPC coding in WSN 375 

nodes. The parameter s varies between 7 and 11 

By observing the resulting graphics to these groups, it can 
be seen that the best curves are obtained for values of the 
parameter    between 8 and 10. For these parameter values s its 
DG are marked in Table V. 

TABLE V.  DG FOR 250 NODES AND DIFFERENT VALUES OF THE 

PARAMETER  S 

 Parameters     DG 

8 2.13 % 

9 2.40 % 
10 2.67 % 

5) Clusters of 500 nodes 
In the final case, the total nodes are divided into several 

clusters (grouping) so that each cluster includes 500 nodes. 

Figure 10 shows the curves obtained in simulations clusters 
of 500 nodes, using a maximum of 10 iterations of the 
decoding algorithm Sum-Product 

With 500 nodes, the generator matrix of the LDPC code 
has a size of 500x1000. In addition, the parameter   is varied 
between 8 and 13 and the BER simulation results versus SNR 
are show in the following figure. 

By observing the resulting graphics to these groups, it can 
be seen that the curves, that offer a better compromise, are 
given for the parameter values d comprised between 9 and 12. 
The DGs obtained are detailed in Table VI. 

 

 
Fig. 10. BER-SNR curve obtained for a distributed LDPC coding in WSN 500 

nodes. The parameter s varies between 8 and 13 

TABLE VI.  DG FOR 500 NODES AND DIFFERENT VALUES OF THE 

PARAMETER S 

 Parameters     DG 

9 1.8 % 

10 2 % 
11 2.2 % 

12 2.4% 

C. Better options of Clustering analysis 

We examine the best BER versus SNR curves obtained for 
the scenarios described above. We choose for each scenario the 
best compromise solution. 

We compare and analyze results of the proposed scenarios: 

 Cluster of   150 nodes and parameter        . 

 Cluster of   250 nodes and parameter        . 

 Cluster of   375 nodes and parameter         . 

 Cluster of   500 nodes and parameter         . 

We have the following figure11 

Dispersion grades that correspond to those curves are 
shown in Table VII. 

The curves represented in the figure 11 are the curves that 
offer better compromise for each cluster of those studied. 

By analyzing the curves obtained in Figure 11, we see that 
the slope of the curve BER-SNR in the Waterfall region 
increases when using a greater number of nodes per cluster. 
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Fig. 11. Comparison of BER-SNR curves obtained for a distributed LDPC 

coding which offers a better compromise 

TABLE VII.  DG  FOR BETTER OPTIONS OF  DIFFERENT VALUES OF THE 

PARAMETER S 

Number of nodes Parameters     DG 

150 7 4.69 % 
250 9 3.61 % 

375 10 2.67 % 

500 11 2.2 % 

IV. CONCLUSIONS 

We examine and we analyze the best BER curves versus 
SNR obtained for different scenarios. In light of these results, it 
can be concluded that the best BER vs. SNR curves obtained 
correspond to the clusters of 375 and 500 nodes. As a result, 
we prove that an increasing the number of the node improves 
LDPC code properties.  The application of the LDPC code with 
NC can improve consistently, considerably and significantly 
the BER versus SNR when we increase the number of node per 
cluster in Hierarchical clustering for WSN. On the other side, it 
is also important to mention that    the increase of iterations 
number has a negligible impact on the performance of our 
system. 

Our future work (which is the next phase of the present 
paper) is to improve the BER in WSN   at the level of clusters 
heads using NC with low-density parity-check (LDPC) codes. 
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