A Novel Efficient Forecasting of Stock Market Using Particle Swarm Optimization with Center of Mass Based Technique
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Abstract—This paper develops an efficient forecasting model for various stock price indices based on the previously introduced particle swarm optimization with center mass (PSOCOM) technique. The structure used in the proposed prediction models is a simple linear combiner using (PSOCOM) by minimizing its mean square error (MSE) to evaluate the proposed model. The comparison with other models such as standard PSO, Genetic algorithm, Bacterial foraging optimization, and adaptive bacterial foraging optimization had been done. The experimental results show that PSOCOM algorithms are the best among other algorithms in terms of MSE and the accuracy of prediction for some stock price indices. Whereas, the proposed forecasting model gives accurate prediction for short- and long-term prediction. As a result, the proposed stock market prediction model is more efficient from the other compared models.

Keywords—Stock market forecasting; particle swarm optimization; Bacterial foraging optimization; Adaptive bacterial foraging optimization; Genetic algorithm

I. INTRODUCTION

Stock market is an organized and regulated financial market where securities such as bonds, notes, and shares are bought and sold at prices governed by the forces of demand and supply [1]. In addition, stock market is, without a doubt, one of the greatest tools ever invented for building wealth. Stocks are a part, if not the cornerstone, of any investment portfolio. This demand coupled with advances in trading technology has opened up the markets so that nowadays nearly anybody can own stocks, and use many types of software to perform the aspired profit with minimum risk [2]. Consequently, a lot of attention had been devoted to the analysis and prediction of future values and trends of the financial stock markets, and due to applications in different business transactions, stock market prediction has become a hot topic of research [3]. There is no doubt that the majority of the people related to stock markets are trying to achieve profit. Profit is achieved by investing in stocks that have a good future (short or long term future).

In this paper, our earlier presented particle swarm optimization with center of mass technique (PSOCoM) is applied to the task of training an adaptive linear combiner to form a new stock market prediction model. This prediction model is used with some common indicators to maximize the return and minimize the risk for the stock market.

The rest of the paper is organized as follows: The survey of the relevant literature is summarized in Section 2. The description of the proposed technique is given in Section 3. Simulation results are shown in Section 4, followed by conclusions in Section 5.

II. RELATED WORK

Many research papers have appeared in the literature using evolutionary computing tools such as genetic algorithm (GA)[4], particle swarm optimization (PSO)[5], and Bacterial foraging optimization (BFO)[6], and Adaptive bacterial foraging optimization (ABFO) in developing forecasting models.

A new evolutionary computation technique called Bacterial foraging optimization (BFO) had been proposed in [3]. It is inspired by the pattern exhibited by bacterial foraging behavior. Bacteria have the tendency to gather to the nutrient-rich areas by an activity called chemotaxis. It is known that bacteria swim by rotating whip like flagella driven by a reversible motor embedded in the cell wall. E. coli has 8–10 flagella placed randomly on a cell body. When all flagella rotate counterclockwise, they form a compact, helically propelling the cell along a trajectory, which is called run. When the flagella rotate clockwise, they pull on the bacterium in different directions and cause the bacteria to tumble. The bacterial foraging system primarily consists of four sequential mechanisms namely chemotaxis, swarming, reproduction, and elimination-dispersal [7].

Bacterial Foraging Optimization (BFO) is a recently developed nature-inspired optimization algorithm, which is based on the foraging behavior of E. coli bacteria. Up to now, BFO has been applied successfully to some engineering problems due to its simplicity and ease of implementation. However, BFO possesses a poor convergence behavior over complex optimization problems as compared to other nature-inspired optimization techniques. This paper first analyses how the run-length unit parameter of BFO controls the exploration of the whole search space and the exploitation of the promising areas. Then it had been presented a variation on the original BFO, called the adaptive bacterial foraging optimization
(ABFO) [8], employing the adaptive foraging strategies to improve the performance of the original BFO. This improvement is achieved by enabling the bacterial foraging algorithm to adjust the run-length unit parameter dynamically during algorithm execution in order to balance the exploration exploitation tradeoff [9]. Majhi in [10] developed two new forecasting models based on bacterial foraging optimization (BFO) and adaptive bacterial foraging optimization (ABFO) to predict S&P500 and DJIA stock indices using technical indicators derived from the past stock indices. The structure of these models is basically an adaptive liner combiner, the weights of which are trained using the ABFO and BFO algorithms.

Kyoung-jae Kim and Won Boo Lee [11] developed a feature transformation method using genetic algorithms. This approach reduces the dimensionality of the feature space and removes irrelevant factors involved in stock price prediction.

Another research done on genetic algorithms (GAs) by Kyoung-jae Kim [12] to predict stock market by using GA not only to improve the learning algorithm, but also to reduce the complexity of the feature space. Thus, this approach reduces dimensionality of the feature space and enhances the generalizability of the classifier.

The authors in [13][14], proposed data mining approach using genetic algorithms (GA) to solve the knowledge acquisition problems that are inherent in constructing and maintaining rule-based applications for stock market. Although there are an infinite number of possible rules by which it could trade, only a few of them would have made us a profit if it had been following them. The authors intend to find good sets of rules which would have made the most money over a certain historical period.

Kennedy and Eberhart in [15] introduced particle Swarm Optimization (PSO) in 1995. Individuals in a particle swarm follow a very simple behavior: to emulate the success of neighboring individuals and their own successes. The collective behavior that emerges from this simple behavior is that of discovering optimal regions of a high dimension al search space [16]. PSO algorithm maintains a swarm of particles, where each particle represents a potential solution. In analogy with evolutionary computation paradigms, a swarm is similar to a population, while a particle is similar to an individual. In simple terms, the particles are “flown” through a multidimensional search space, where the position of each particle is adjusted according to its own experience and that of its neighbors.

Let $x_{id}^{(t)} = (x_{i1}, x_{i2}, \ldots, x_{id})$ denote the position of particle $i$ in the search space at time step $t$, $V_{id}^{(t)} = (v_{i1}, v_{i2}, \ldots, v_{id})$ denote the velocity particle $i$ in the search space at time step $t$, $P_{id} = (p_{i1}, p_{i2}, \ldots, p_{id})$ denote the best solution achieved so far by the particle itself, $P_{gd} = (p_{gd1}, p_{gd2}, \ldots, p_{gdid})$ denote the best solution achieved so far by the whole swarm. The new position of the particle is changed by adding a velocity to the current position, as follows:

$$x_{id}^{(t+1)} = x_{id}^{(t)} + V_{id}^{(t+1)}$$

$$v_{id}^{(t+1)} = w \cdot V_{id}^{(t)} + c_1 r_1 (P_{id} - x_{id}^{(t)}) + c_2 r_2 (P_{gd} - x_{id}^{(t)})$$

Where $c_1$ and $c_2$ are two positive constants, $r_1$ and $r_2$ are two random numbers in the range [0, 1]; $w$ is the inertia weight. The velocity vector drives the optimization process, and reflects both the experiential knowledge of the particle and socially exchanged information from the particle’s neighborhood. The experiential knowledge of a particle is generally referred to as the cognitive component, which is proportional to the distance of the particle from its own best position (referred to as psbest). The socially exchanged information is referred to as the social component of the velocity equation (2), which is proportional to the distance of the particle from the best position found by the swarm (referred to as gbest). For the global best PSO, or gbest PSO, the neighborhood for each particle is the entire swarm. The social component of the particle velocity update reflects information obtained from all the particles in the swarm. In this case, the social information is the best position found by the swarm. For the local best PSO, or psbest PSO, the neighborhood for each particle is small number of particles in the swarm. Thus, the social component reflects information exchanged within the neighborhood of the particle, reflecting local knowledge of the environment. In this case, the social information is the best position found by the experiential knowledge of the particle. The velocity calculation as given in equation (2) consists of three terms: the previous velocity, $V_{id}^{(t)}$, the cognitive component, $c_1 r_1 (P_{id} - x_{id}^{(t)})$, and the social component, $c_2 r_2 (P_{gd} - x_{id}^{(t)})$.

PSO has become popular choice for solving complex and intricate problems which are otherwise difficult to solve by traditional methods [17]. The usage of the PSO technique in coping with stock market prediction problems is the most important applications of PSO to predict the stocks that have maximum profit with minimum risk. In our earlier paper[18], we introduce many different forms of PSO which used for stock market prediction such as Standard Particle Swarm Optimization. In our another earlier paper [19], we present a new PSOCOM Optimization algorithm. Also, in our [20], we apply the presented PSOCOM technique to the task of training an adaptive linear combiner to form a new stock market prediction model. This prediction model is used with some common indicators such as S&P500, DJIA and NASDAQ-100 that give advice of buy and sell to increase the profit and decreases the risk in stock market.

III. THE PROPOSED STOCK MARKET PREDICTION TECHNIQUE

In this section, the description of the proposed prediction technique is provided. The new efficient search technique, that is, PSOCOM Optimization algorithm, is used to design the proposed efficient forecasting of stock market. PSOCOM benefits from the physical principle “Center of Mass” to move the particles to the new best predicted position. A virtual particle called center of mass is inserted to the formula of velocity to help the cognitive behavior component to avoid local optima, and to help maintaining the diversity of the swarm during the searching process. This increases the opportunity of fast convergence to global (or near global optima), where the center of mass particle will attract particles to the region of best found solutions, and this gives particles
the best chance to occupy the position of global best found solution during the search process. The PSOCoM technique is applied to the task of training an adaptive linear combiner to form a new stock market prediction model. This prediction model is used with some common indicators to increase the profit and decreases the risk in stock market.

The structure of the proposed stock market prediction technique is assumed to be an adaptive linear combiner with parallel inputs as shown in Figure 1. The numbers of the inputs equal to the number of features in the input patterns, these features are abstracted from the stock market series such as closing prices and technical indicator values. The connecting weights of an adaptive linear combiner are considered as the initial solutions of the model. The formula of mean square error for the \( i \)th particle is given in Equation 3.

\[
MSE_i = \frac{1}{N} \sum_{k=1}^{N} e_i^2(k)
\]  

Where: error \( e_i(k) \).

![Fig. 1. The proposed stock market prediction model](image)

The steps of the proposed prediction model are described below:

1. Start
2. For all history data of specific stock
3. {  
4. //Abstract features (closing price, technical indicator values).
5. Calculate one-day ahead price //d(k-1)
6. Calculate the technical indicators // \( I_1(k-1), \ldots, I_9(k-1) \).
7. }  
8. Using adaptive linear combiner(ALC)
9. Multiply the input of (ALCi) (d(k-1) and \( I_1(k-1), \ldots, I_9(k-1) \)) with weight of ALCi
10. For all training set (100 days as example)
11. {  
12. Calculate the error \( e_i(k) = d_i(k) - y_i(k) \) // \( d_i(k) \) corresponding desired stock price (i.e. close price).
13. Calculate Mean Square Error for the \( i \)th particle \( /MSE_i = \frac{1}{N} \sum_{k=1}^{N} e_i^2(k) \).
14. Use (MSE) as an objective function for PSOCoM technique to minimize MSE.
15. Use the output of improved PSOCOM to improve \( y_i(k) \).
16. End.

IV. EVALUATION OF THE PROPOSED STOCK MARKET PREDICTION TECHNIQUE

RESULTS AND ANALYSIS

In this section, the performance of the proposed technique is evaluated. For that, the experimental data of used indices and the values of parameters settings are described. Finally the results and discussion of these results are presented.

A. Experimental Data

The data for the stock market prediction experiments have been collected for Standard’s and Poor’s 500 (S&P 500), National Association of Securities Dealers Automated Quotations 100 (NASDAQ-100), and Dow Jones Industrial Average (DJIA). These common known indices in USA stock market are used for evaluation of the proposed prediction model. These experimental data consist of daily close price and technical indicators derived from those indices. Total number of samples for the stock indices is 2500 trading days, from 2 January 2005 to 31 December 2014. Each sample consists of the opening price, highest price, lowest price, closing price and the total volume of the stocks traded for the day.

B. Parameter Settings

In this section, the setting of the parameters which were used in the experiments are presented. The inertia weight \( w \) was linearly decreased from 0.9 to 0.4; acceleration coefficients were set to \( c_1 = c_2 = 2 \); the maximum velocity was set to \( V_{\text{max}} = 0.5 \) and \( X_{\text{max}} = 1 \). The swarm size was set to 30. The maximum number of iterations was set to 100. Initialization range of particle positions was \( -1 \leq x_i \leq 1 \). All mean square errors (MSE) were computed over 30 runs. In short term prediction experiment, the training period was set to 100, 200, and 500 days to predict test period of 100 days. In long term prediction experiment, the training period was set to 1000 and 1500 days to predict test period of 750 days.

C. Results and Discussion

The evaluation of the proposed prediction model was performed using two types of prediction, short-term prediction and long-term prediction. The convergence characteristics of PSOCOM, ABFO, BFO, GA and PSO models for 1 day ahead prediction of DJIA, NASDAQ-100 and S&P 500 stock indices
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for short term and long term prediction are shown in figures from 1 to 6, respectively.

To clarify the learning characteristics of the compared models in short and long term, the mean square error (MSE) was considered as a measure during training process.

As we see, Figures from 1 to 6, show the variation in the MSE vs. the number of iterations. It’s clear that the MSE decreases when the number of iterations increases.

The comparison between of learning characteristics models to predict DJIA for one day advance in short term prediction is shown in Figure 2, and for long term in figure 3.

The comparison of learning characteristics models to predict NASDAQ-100 for one day advance in short term prediction is shown in Figure 4, and for long term in Figure 5.

The comparison of learning characteristics models to predict S&P500 for one day advance in short term prediction is shown in Figure 6, and for long term in Figure 7.
The figures proposed PSOCoM converged faster than the other methods such as ABFO, BFO, GA, and standard PSO during training process and reached the best minimum value of MSE indicating to the convergence of the weights. This emphasizes that the proposed PSOCoM overcomes the other compared methods, in learning characteristics, then the proposed prediction model superiors the other models in abstracting the important feature during training to perform more accurate prediction. According to MSE, the previous results clearly indicated that the proposed PSOCoM based model offers faster convergence during training followed by ABFO, PSO, BFO and then GA, based models.

The following curves show the comparison between the actual price and predicted price produced by the proposed PSOCOM model for DJIA, NASDAQ100, and S&P500 respectively.

Figures from 8 to 10 show the actual vs. predicted price for DJIA, NASDAQ100, and S&P500 indices for seven days ahead using the proposed PSOCOM model when test data are used as input. Comparison reveals very good agreement between the actual and predicted prices for DJIA, NASDAQ100, and S&P500 indices. It is in general observed that the proposed models predict DJIA, NASDAQ100, and S&P500 stock indices with less than 1% error for seven days ahead, because that the proposed PSOCOM converged faster than the other versions of other techniques during training process and reached the best minimum value of MSE indicating to the convergence of the weights. This leads to the fact that the proposed PSOCOM superiors the other techniques in learning characteristics, so the proposed prediction model superiors the other models in abstracting the important feature during training to perform more accurate prediction.
V. CONCLUSION AND FUTURE WORK

A new stock market prediction model, based on the PSOCoM technique was proposed. The PSOCoM technique is used in the Suggested prediction model to adjust the weights of the adaptive linear combiner. The results of the experiments showed that the proposed forecasting technique is better than the other methods in terms of the accuracy of the prediction. The proposed forecasting model gives accurate prediction for short term and long term prediction. As a result, the proposed stock market prediction model is more efficient from the other compared models. So, the suggested prediction model is a new promising forecasting model for stock market prediction. In the future, more experiments and more comparison with other prediction models can be done. In addition, based on the proposed prediction technique, a new selection model can be designed in order to select the best stocks with highest profit and minimum risk. Also, it can develop a new automated system based on the presented technique to become an intelligent agent that makes trades in stock markets to get maximum return with minimum loss and gives the decision to buy or sell for the best selected stocks, and gives the final return at the end of the determined period.
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