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Abstract—Most of the information retrieval (IR) models rank 

the documents by computing a score using only the 

lexicographical query terms or frequency information of the 

query terms in the document. These models have a limitation as 

they does not consider the terms proximity in the document or 

the term-mismatch or both of the two. The terms proximity 

information is an important factor that determines the 

relatedness of the document to the query. The ranking functions 

of the Spectral-Based Information Retrieval Model (SBIRM) 

consider the query terms frequency and proximity in the 

document by comparing the signals of the query terms in the 

spectral domain instead of the spatial domain using Discrete 

Wavelet Transform (DWT). The query expansion (QE) 

approaches are used to overcome the word-mismatch problem by 

adding terms to query, which have related meaning with the 

query. The QE approaches are divided to statistical approach 

Kullback-Leibler divergence (KLD) and semantic approach P-

WNET that uses WordNet. These approaches enhance the 

performance. Based on the foregoing considerations, the 

objective of this research is to build an efficient QESBIRM that 

combines QE and proximity SBIRM by implementing the 

SBIRM using the DWT and KLD or P-WNET. The experiments 

conducted to test and evaluate the QESBIRM using Text 

Retrieval Conference (TREC) dataset. The result shows that the 

SBIRM with the KLD or P-WNET model outperform the 

SBIRM model in precision (P@), R-precision, Geometric Mean 

Average Precision (GMAP) and Mean Average Precision (MAP).  

Keywords—Information Retrieval; Discrete Wavelet 

Transform; Query Expansion; Term Signal; Spectral Based 
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I. INTRODUCTION 

Many ranking functions or similar functions such as Cosine 
and Okapi do not take into consideration the query terms 
proximity. proximity-base ranking functions based on the 
supposition, when the query terms closeness to each other, the 
document becomes more relevant to the query [1].The 
document that contains the query terms in one sentence or 
paragraph is more related than the document, which includes 
the query terms that far from each other. In a document, the 
closeness of the query terms is a significant factor as much as 
their frequency that must not ignore in the information retrieval 
(IR) model. 

The Spectral-Based Information Retrieval Model (SBIRM) 
ranks the documents according to document scores that 
combine the frequency and proximity of the query terms [2].  It 
compares the terms of the query in the spectral domain instead 

of the spatial domain to take proximity in consideration 
without computing many comparisons. It creates a signal for a 
term, which maps the term frequency and position into the 
frequency domain and time domain respectively. To score the 
documents in SBIRM, compare the query terms spectrum that 
obtained by performing a mathematical transform such as 
Fourier Transform (FT) [3], Discrete Cosine Transform (DCT) 
[4] or Discrete Wavelet Transform (DWT) [5]. 

The conventional IR model lexicographic matches the 
query terms with the documents collection. In natural 
language, two terms can be lexicographically different 
although they are semantically similar. Therefore, directly 
matching the user query, which can include terms that are not 
present in documents leads to failure to retrieve the related 
documents that have other words with the same meaning. The 
query expansion (QE)  approaches overcome vocabulary 
mismatch issues and enhance the performance of the retrieval 
by expanding the query with additional relevant terms without 
users' intervention. The query is expanded by subjoining either 
statistically related terms to the terms of the original query or 
semantically related terms chosen from some lexical database. 
Some statistical QE approaches in [6, 7, 8, 9] and semantic QE 
approaches in [10, 11, 12, 13, 14, 15, 16, 17] expand a query 
outperform IR model that ignores the proximity. 

This research aims to design a QESBIRM that can retrieve 
the document relevant to the query terms using a proximity 
base IR model and QE techniques. This model combines two 
models: first, the SBIRM model using the DWT  [5] that takes 
the proximity factor in its ranking function, and second, the 
statistical QE and semantic QE which overcomes vocabulary 
mismatch. With this merging, one can benefit from proximity 
ranking function and extend the query with more informative 
terms to enhance the performance of the IR model. 

A thorough literature review will be presented along with a 
discussion of the proposed model in section two of this paper. 
The experiment is described in section three followed by 
results analysis. The conclusions and suggestions for future 
work will are outlined at the end of the paper. 

II. LITERATURE REVIEW 

A. Proximity-Base Information Retrieval Model 

The proximity-base Model assumption is based on the fact 
that the document is extremely relevant to the query when the 
query terms occur near to each other. It uses spatial location 
information as a new factor to compute the document score in 
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information retrieval rather than touching the surface of the 
document by counting the query terms. The shortest substring 
retrieval model is one of the proximity-base Model proposed 
by Clarke in [18]. In this model, the document scores based on 
the shortest substring of text in the document that matches the 
query. This is done by creating a data structure called a 
Generalized Concordance List (GCL). These GCLs contain the 
query terms position in the document. This model does not 
consider term frequency in the documents when computing the 
document score although it is an important factor. It also takes 
long query time to create GCL and do not compute the score to 
the document that contains one term. 

In the fuzzy proximity model [19], the document score is 
computed using the fuzzy proximity degree of the query terms 
appearance.  The drawbacks of this model are that all the query 
terms have to occur in the document. If one query term does 
not occur or query terms are away from each other more than 
closeness parameter, the document score becomes zero. In 
addition, the model does not consider the frequency of the 
query term in the document. 

Some research combines the proximity information to 
frequency scoring function [20, 21, 22]. The proximity IR 
model [20, 21] does not improve the performance significantly 
while the BM25P model [22] improves the performance but it 
is sensitive to the window size. 

The Markov Random Field model considers Full 
Independence, Sequential Dependence, and Full Dependence 
between query terms but it is also sensitive to the window size 
[23]. 

In the proximity model, each query term positions is 
compared with the other query terms to calculate the document 
score. Subsequently, the comparisons number grows 
combinatorially if the query terms number grows [24, 25, 26]. 
This problem was overcome in SBIRM [2] by comparing the 
terms of the query in the domain of the spectral. In addition, 
the previous proximity models measure the proximity of the 
query terms only in specific region or window while SBIRM 
measures the proximity of the query terms in the whole 
document. 

Briefly, the SBIRM steps are: first, the term signal is 
created. Then, the term signals transform into term spectra by 
using a spectral transform. After that, all terms spectral signal 
in is stored in each document. Next, the query terms signal is 
retrieved for every document. Finally, the document score is 
obtained by combing the spectra of the query terms. In the 
spectral domain, the query term frequency and position are 
represented by magnitude and phase values. 

Park et al. [3] used the FT in SBIRM model. This model 
called Fourier Domain Scoring (FDS). Unfortunately, the FDS 
has a large index storage space [27]. To overcome this 
problem, the SBIRM use the DCT to perform document 
ranking [4] .The SBRM high precision still achieved by this 
model. The frequency information is extracted from the signal 
as a whole using the FT and DCT transforms. 

Many data mining problems use the Wavelets transform as 
efficient and effective solutions [28] because it has properties 
[29] such as multiresolution decomposition structure. 

Therefore, Park and others used the DWT in SBIRM [5]. The 
DWT in document ranking is able to concentrate at different 
resolutions on the signal portions [5].The signal is break into 
wavelets of different scales and positions, so that it can analyze 
the patterns of the terms in the document at various resolutions 
(whole, halves, quarters, or eighths). 

Using the signal concept as representation model with 
DWT led to improvement in the performance of text mining 
tasks like document clustering [30], document classification 
[31, 32, 33] and recommender system on Twitter [34]. 

B. Automatic Query Expansion Approaches 

In respect of information retrieval application, there is a 
long history for the QE. The experimental and scientific 
reached by this application reached to maturity especially in 
laboratory settings like Text Retrieval Conference (TREC). 
The QE is a process of broadening the query terms using words 
that share statistical relationships or meaning with query terms. 
Usually, the queries consist of two or three terms, which are 
sometimes not enough to understand the expectations of the 
end user and fail to express topic of search. Various approaches 
used to expand the query over IR model that ignore the 
proximity information.  Some of this approaches use an 
external resource or use target corpus or both. 

The target corpus approaches is classified to local and 
global. The global approaches analyze the whole corpus to 
explore terms that co-occurred. When the terms co-occurs 
frequently with query term, they are consider as related terms. 
One of the global approaches constructs automatically in the 
indexing stage and named as co-occurrence thesaurus. On the 
other hand, the local approaches use the top relevant 
documents of the initial search results. The global approaches 
are less effective than local because they relies on the 
collection frequency features but are irrelevant with the terms 
of the query [10]. 

The latent semantic indexing (LSI) is classified as global 
approach [35]. It computes the singular value decomposition of 
the term-document matrix to replace the document features 
with smaller new features set. This new generated features are 
then used to expand the query. The Rocchio’s is one of the 
sample Local approaches [36]. It expands the query with the 
top relevant documents terms that re-weights by sum weights 
of that term in all top relevant documents. Rivas and other are 
well known to enhance the performance of the IR using 
Rocchio’s with the biomedical dataset  [37]. The limitation of 
this approach is the term weight that reflects the significance of 
that term to the entire collection instead of its usefulness to the 
user query. Local approaches based on distribution analysis, 
which distinguishes between useful expansion terms and bad 
expansion terms by comparing  the appearance in relevant 
documents with the query with that in all documents. In other 
words, the score of the appropriate expansion term becomes 
high when its frequency is high in relevant documents 
compared with the collection. One of this statistical 
comparative analysis approach uses a chi-square variant to 
select the pertinent terms [8]. On the other hand, The 
Robertson Selection Value approach Uses Swets theory [7]. 
Carpineto et al. [6] proposed an effective approach that 
depends on the terms probability distributions in the related 
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documents and in the corpus. In average, the Kullback-Leibler 
divergence (KLD)  performance outperforms the previous 
expansion approaches based on distribution analysis when 
applied to selecting and weighting expansion terms [6]. Amati 
[9], calculates the divergence between the distributions of the 
terms using Bose-Einstein statistics (Bo1) and the KLD. In a 
different study [39], the KLD gave a good performance 
compared with the Bo1. 

The Local context analysis (LCA) [38] is a local approach 
base on co-occurrence analysis. It computes term co-
occurrence degree with whole query terms using co-occurrence 
information of the top-ranked documents. Pal and Mandar [39] 
proposed newLCA that tries to improve LCA [39]. The 
Relevance Models (RM1) is another co-occurrence approach 
[40]. The LCA, newLCA and RM1 sometimes do not  perform 
at the expected level. 

The external resource approaches use esources such as 
Dictionaries, Thesaurus, WordNet, Ontology and other 
semantic resources [10]. Many of the works have concentrated 
on the use of WordNet to improve the IR performance. Many 
studies extended the query using all synonyms contained in a 
synset which contains query terms [11, 41, 42].The rest of 
other approaches set all synonyms of the synset, which contain 
query terms as CET. They then use the word sense 
disambiguate (WSD) approach to determine the right sense 
synsets. Finally, they consider the synonyms of the right sense 
synsets as expansion terms. Giannis and others use the most 
common sense WSD approach [12]. Recently, Meili et al. [14] 
used the synonym of the synsets that has the same parts-of-
speech with query term to extend each query terms. Fang [15] 
used the Jaccard coefficient to expand the query using 
synonyms of the synset that contain query terms and have high 
overlap between its glosses and the query terms glosses. Tyar 
and Then [16] proposed considering the glosses of the 
Synonyms, Hypernyms and Hyponyms synsets in the Gloss 
overlap WSD that using Jaccard coefficient. The drawback of 
these approaches are usually sensitive to WSD and the 
expansion terms independently of the content of the corpus and 
query [10]. 

The target corpus and external resource approaches first, 
use corpus as a source of candidate expansion terms (CET). 
Then, compute semantic similarity score of this CET with 
query terms using WordNet.  Finally, it add the terms, which 
have a high score to the query. The semantic similarity 
measure in [17] using edge base counting approaches while in 
[13], the gloss overlap approach is used. The drawback of edge 
base counting approach is that it measures semantic similarity 
between two terms only if they have the same part of speech. 

C. Query Expansion and Proximity-Based Information 

Retrieval Model 

Park [3] expands the query using the Rocchio approach 
over the FDS model. The precision of the expanded query over 
the FDS model is less than the FDS without expansion [2]. 
Audeh [43] studied the effect of the QE on the proximity base 
IR. He uses LSI and WordNet synonyms to extend the query 
over fuzzy proximity model. The experiment showed an 
inadequate performance of the QE approaches over the fuzzy 
proximity model. The WordNet synonyms low performance 

can be improved by taking only the right sense instead of all 
query terms synonyms while the LSI can be improved by 
considering enough number of pseudo-documents. The fuzzy 
proximity model is high selectivity model. For some queries; it 
got less than five documents. Unlike these papers, the current 
study use better proximity base IR model and good 
performance query expansion approach. Over the BM25P He 
et al. [22] expanded the query using KLD QE approach that 
sometimes leads to a degraded performance. The performance 
of the MRF model improves by expanding the query using 
RM1 approach [44]. Unlike these papers, the current work uses 
better proximity base IR model and good performance query 
expansion approach. 

III. ARCHITECTURE OF PROPOSED MODEL 

The QESBIRM used in this work retrieves more relevant 
documents to the query by using good performance proximity 
model (SBIRM) and expands it with semantic relevant terms 
that overcome the mismatch problem. This is achieved by 
finding semantic similar term using on average the best 
distribution approach (KLD), the best target corpus and 
external resource approaches (P-WNET), and finally 
combining these approaches. 

The proposed model is composed of two stages: text 
preprocessing and indexing stage; and processing query stage. 
The text preprocessing and indexing stage consist the 
following steps: 

Text preprocessing, create term signals, apply weighting 
scheme on the term signal, apply wavelet transform on the 
signal and create an inverted index. It is all done in offline 
mode. The processing query stage steps are as follow: first, 
preprocessing the query. Second, apply weighting scheme on 
the query term. Third, retrieve query terms transformed signal. 
After that, compute the documents Scores. Then, the retrieved 
top ranking documents are sent to automatic query expansion 
model to extract the related terms as expansion features. 
Finally, the new query is sent to the spectral-based retrieval 
model to retrieve the final rank documents. The model 
architecture is shown in Fig. 1. In the following paragraphs 
more details on each model steps is provided. 

D. Text Preprocessing 

The text preprocessing is an essential part of any text 
mining application. At this stage, a combination of four 
common text-preprocessing methods were used: tokenization, 
case folding, stop word removal and stemming [2, 31]. First, 
the tokenization step, which is the task of converting a raw text 
file into a stream of individual tokens (words) by using spaces 
and line breaks and removing all punctuation marks, brackets, 
number and symbols [31]. 

Next, the case folding step which involves converting the 
case of every letter in the tokens to a common case. Usually, 
the lower case is the common case [2]. The following Stop 
Word Removal step ignores many terms that are not useful 
such as and, a, and the, in the English language because they 
are very common. If they are used in a query, nearly all of the 
documents in the set would return because every document 
would contain these words. If they are included in the index, 
the term weight would be very low. 
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
Fig. 1. General Architecture of a proposed model 

Therefore, these terms are ignored. By doing this the terms 
number contained in the document set lexicon is reduced. 
Therefore, the amount of processing done by the indexer also 
reduces [2]. Finally, the Stemming step converts each term to 
its stem by removing all of a term's prefixes and suffixes [2]. 
The information retrieval model applies a stemming process in 
text preprocessing because it makes the tasks less dependent on  
particular forms of words. It also reduces the size of the 
vocabulary, which might otherwise have to contain all possible 
word forms [31]. In general, porter2  is the best overall 
stemming algorithm [45]. 

E. Term signals 

Rather than mapping a document to a vector that contains 
the count of each word, the SBIRM maps each document into a 
collection of term signals.  

The term signal, introduced by [3], it is a vector 
representation that displays the spread of the term throughout 
the document. It shows the term occurrences number in 
specific partitions or bins within the document. 

  To create the signal of the term first, divide the document 
into an equal number of bins. Then, represent the term t signal 
in document d using (1): 

 ̃   = [ ̃        ̃     ...  ̃       ] (1)

where  ̃      is the number of times term t occurred in bin b 

in document d. 

For example, document d is divided into eight bins (B=8) 
and they contain two terms "computer" and "data".  
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Fig. 2. shows how the term signal creates for the terms 
"computer" and "data". As shown in Fig. 2, "computer" two 
times occurs in    , one time in      , and two times in      ; 
"data" occurs one time in      , one time in     , three times 
in     . The term signals for "computer" and "data " are shown 
in (2). 

 ̃          = [0,0,0,2,0,1,0,2]   ̃       = [1,0,1,0,0,3,0,0]     (2)

F. Weighting Scheme 

In the index stage, once the term signal created for each 
term in the corpus, the weighting scheme should apply to 
minimize the impact of highly common terms or high 
frequency terms in documents [4]. The BD-ACI-BCA 
weighting scheme was chosen as document weighting scheme 
in this experiments, which is shown to be one of the best 
methods [46]. In term signals, to apply this weighting scheme, 
the need to modify it to weigh the term signal instead of 
weighing the term in the document like Vector Space Model. 
In this work, it is applied to each signal component considering 
each bin as separate document [4]. 

       =
           

  
 (3)

Where        and        is the weight of term t and 

occurrence number of term t in bin b in document d 
respectively. 

   =(1-s)+s.
   

        
        (4) 

Where s is the slope parameter (0.7),     is the document 
vector norm and          is the average of the documents 
vector norm in the collection. 

     =1+        (5)

Where      is the term t occurrence number in document d   

In query stage, the following BD-ACI-BCA scheme using to 
weighting the query term [5]: 

      = (1 + log (    )) log (1 +    /   ) (6)

Where      and      are the weight and the frequency of the 

term t in query q, respectively,    is the documents number, 
which term t occurrence in,    is the large value of   for all t. 

G. Signal Transform 

Different signal levels resolution provide by DWT. The 
DWT is a sequence of high-pass and low-pass filters. The 
HWT can be described by high-pass filter (wavelet 

coefficients) is [  √       √ ] . While the low-pass filter 

(scaling function) is [  √      √ ] as appears in Fig. 3[5, 47]. 

For example, let  ̃   = [3, 0, 0, 1, 1, 0, 0, 0] is the term t 

signal in document d when perform HWT. The Signal 

Transform will be W. ̃   =[ 
 

√ 
, 

 

√ 
, 

 

√ 
, 

 

√ 
, 

 

√ 
, 
  

√ 
, 

 

√ 
, 0]. 

The terms positions at many resolutions appear in the 
transformed signal. Each transformed signal component 
provides term occurrences information in the specific location. 
In the first component, (5/√8) show that there are five term 
appears. The term occurrence three times in the signal first half 
more than the second half as in the second component. There is 
two more term appearance in the first quarter than the second 
quarter. As the fourth component appears, there is one more 
term appearance in the third quarter than in the fourth quarter. 
The signal eighths compare in the next four components. 

H. Inverted index 

An inverted index can created to store the word vectors. In 
this model, the words in each document were represented as: 

              (7)

Where y is the non-zero bins component,   is the bin 
number and   is the spectral value of bin    [3]. 

I. The Document Score 

 
Fig. 2. Haar wavelet transform 

The SBRM [2], [5] compute the document score by using 
the phase and magnitude information of the query terms 
transform signal. The phase describes the proximity 
information while the magnitude value of the component 
describes the term frequency. To compute the score of the 
document, let the transformed signal of the query term t in the 

document d where a number of components B is  ̃    

[                         ] . First, for every spectral component,  

the magnitude and phase, defined by equation (8) and (9) are 
respectively calculated. 

         |       |                                                    (8) 

and the phase which defined as 

For each weighted term signal x in each 

document d 
Repeat 

     n ← number of elements in x 

     Compute half of x as n/2 

     Initialize i to 0 

     Initialize j to 0 

     Set temp to empty list  

     Set result to empty list  

     While j < n–3  

            temp[i] = (x[j] + x[j+1]) / √  

             temp[i+half] = (x[j] – x[j+1]) / √   

             i ← i + 1 

             j ← j + 2  

       temp[i] = (x[n–2] + x[n–1]) / √    

       temp[i+half] = (x[n–2] – x[n–1]) / √   

       result ← second have of temp 

       x ← first have of temp  

   Until number of elements in x = 1 
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                                                               (9) 

Then, for each component the zero phase precision is 
calculated using equation (10) 

  ̅    |
                        

  
| (10)

where q is the query terms and #(q) is the number of the 
query tokens. The components phases that have zero 

magnitudes ignores in the zero phase precision ( ̅   ) because 

these phase values mean nothing. After that, the score is 
computed using equation (11): 

        ̅               (11) 

Finally, the components scores are combined to obtain the 
document score: 

    ‖ ̃ ‖  (12) 

where  ̃  [                    ] and ‖ ̃ ‖  is the    norm 

compute by: 

 ‖ ̃ ‖   |     |
    

    (13) 

J. Kullback-Leibler divergence Query Expansion Approach 

Carpineto et al. [6] proposed interesting query expansion 
approaches based on term distribution analysis. They used the 
KLD concept [48]. The distributions variance between the 
terms in the top relevant documents collection that is obtained 
from the first pass retrieval using the query and entire 
document collection is the base of the scoring function. The 
query expands with high probability terms in the top related 
document compared with low probability in the whole set. The 
KLD score of term in the CET are computed using the 
equation: 

    ( )    ( )     
  ( )

  ( )
 (14)

Where   ( ) is the term t probability in the top relevant 
documents R, and   ( ) is the term t probability in the corpus 
C, given by the following equations: 

   ( )  
        

            
 (15)

   ( )  
        

            
 (16)

Where     is the term t frequency in document d. 

K. P-WNET Query Expansion approach 

The scoring function of the P-WNET approach considers 
three parameter [13]. First, the semantic similarity between t 
and   using WordNet gloss overlap. Second, the t’s rareness in 
the corpus. Finally, the similarity score of the top relevant 
document that contains t. 

        
=

     

      
      

   (17) 

Where     
is the number of common term between t and    

definitions and    is the number of terms in t definitions. 

      =max(0.0001,      
        

      
)  (18)

                   s(t,  )=        
         (

   (   )

          (    )
)     (19) 

 S(t)= 
 (    )

   (    )
     (20) 

L. Reweight scheme 

After adding the expansion terms to the authentic query 
term, the new query must be reweighed. One of the best 
reweighing schemes is the scheme that is derived from KLD or 
P-WNET. The weight of the new query is computed using the 
following equation [13]: 

     ( )    
     ( )

           ( )
   

      ( )

            ( )
 (21) 

 

Fig. 3. The example of create the term signals 
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Fig. 4. The text preprocessing and indexing stage steps 

Where w_orig (t) is the weight of the term t in the original 
query that normalized using the maximum query terms weight. 
The Score(t) is the KLD score or P-WNET score of the term t 
that also normalized using the maximum the terms score in the 
top document. The steps that are used in the Text preprocessing 
and indexing stage and the query processing stage appear in 
Fig. 4 and 5 respectively. 

IV. EXPERIMENTS 

In this work, python language is used to program the 
proposed information retrieval model. The TREC dataset was 
used for the Linguistic Data Consortium (LDC) in 
Philadelphia, USA. The documents set is the Associated Press 
disk 2 and Wall Street Journal disk 2 (AP2WSJ2 ) which 
consist of 154,443 documents. The query set is the queries 
number from 51 to 200 from TREC 1, 2, and 3. Queries, which 
also called ‘topics’ in TREC, have special SGML mark-up tags 
such as narr, desc and title.  

Only the queries title field used contain in average 2.3 word 
length. Relevance judgments are also part of the TREC 
collection. In fact, the relevance judgment is marked each 
document in the documents set as either irrelevant or relevant 
with every query. 

To examine the performance of the QESBIRM, two 
experiments were conducted using the data set. The first 
experiment was for SBIRM model, and the second experiment 
was for QESBIRM that used KLD, P-WNET expansion 
approach. 

The retrieval performance of the QE approach is affected 
by two parameters. One of the parameter is the top ranked 
documents number that known as pseudo-relevance set. The 
second is the informative expansion terms number that, add to 
the query. The parameters set to D=10 and T=20, 40, 60 
respectively, which perform a good improvement base on the 
studies in [6, 10, 13]. 

V. RESULTS 

As see in Fig.6 and 7 and Table 1, the SBIRM using KLD 
or P-WNET improve the performance of the SBIRM. Main 
reasons behind this are the mismatch issues. It is concluded 
that the hybrid approach used in this work, i.e. SBIRM using 
KLD and P-WNET produces high performance in retrieve 
more relevant document by considering the proximity and 
expand the query. 

VI. CONCLUSIONS 

This research studies the impact of extending the query by 
adding statistical and semantic related terms to the original 
query terms on proximity base IR model. This is done by 
combining the SBIRM model with KLD or P-WNET. The 
QESBIRM using KLD, P-WNET were tested and evaluated. 
The experiment results show that the QESBIRM using KLD 
and P-WNET approach outperformed the SBIRM in precision, 
GMAP and MAP metric. 

Recommended future work is to investigate the impact of 
the other QE approaches and combine KLD and P-WordNet in 
the SBIRM proximity base IR. It is also of interest to evaluate 
the model developed with samples written in other languages 
like Arabic. Another possible research direction is to discover 
the performance of other proximity base retrieval models with 
extending the query using QE approaches. Finally, the 
semantic features can use in text mining models such as text 
classification and clustering that consider the proximity. 

TABLE I. THE PERFORMANCE RESULTS OF THE SBIRM AND QESBIRM 

 

Approach 
P@10 P@15 P@20 

Map 

 

G-

MAP 

R-

precion 

SBIRM  0.439 0.421 0.406 0.232 0.111 0.270 

SBIRM with 

KLD 
(D=10,T=60) 

0.465 0.447 0.421 0.244 0.113 0.271 

SBIRM with 

KLD 
(D=10,T=40) 

0.469 0.448 0.430 0.249 0.115 0.277 

SBIRM with 

KLD 
(D=10,T=20) 
 

0.467 0.438 0.422 0.252 0.114 0.281 

SBIRM with 

P-WNET 

(D=10,T=60) 

0.459 0.436 0.422 0.251 0.119 0.284 

SBIRM with 

P-WNET 

(D=10,T=40) 

0.472 0.444 0.422 0.245 0.117 0.277 

SBIRM with 

P-WNET 

(D=10,T=20) 

0.467 0.44 0.423 0.942 0.119 0.281 

 

 

 

 

 

 

For every d document in the data set 

      For each term t in document d  

 create term signal 𝑓𝑑 𝑡 

 weight the signal ω 𝑑 𝑡 

 Transform the signal (ζ 𝑑 𝑡) =Spectral 

Transform (ω 𝑑 𝑡) 

 Stored the Transformed signals in an 

inverted index. 
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1) For each query term t   Q 

 Retrieve inverted list 𝐼𝑡 containing Transforming term signals {ζ   𝑡, ζ   𝑡, ..., ζ 𝑑 𝑡} 

2) Compute the score for each d document in set using Transform signal (
𝑑 𝑡

). 

a) For each magnitudes of the spectral component 
𝑑 𝑡 𝑏

   ζ 𝑑 𝑡 

i. Calculate the magnitudes of the signal component using (8) 

ii. Calculate the unit phase of the signal component  using (9) 

iii. In the spectra of the word signal , For each b component  

A. Calculate the Zero phase precision using (10) 

B. Compute the score of the component as (11) 

𝑠𝑑 𝑏 = ᶲ𝑑 𝑏  𝑤𝑞 𝑡𝐻𝑑 𝑡 𝑏𝑡  𝑄  

b) Combine component score to obtain document score using (12) 

3) Sort the document base on the document score. 

4) Select top D retrieved documents. 

5) CET list that contains all unique terms of top k retrieved documents. 

6) Compute the KLD or P-WNET score for each term in CET equation using (14, 20) respectively. 

7) Select T top score terms expansion terms from CET. 

8) Add expansion terms to the original query to formulate the new query. 

9) Re-weight the new query. 

 Repeat step 1, 2 and 3 with the new query. 

Fig. 5. The query processing stage steps 

Fig. 6. Comparison of the SBIRM and KLD over the SBIRM 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Comparison of the SBIRM and P-WNET over the SBIRM 
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