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Abstract—The most important functions in objects classification and recognition system are to segment the objects from the input image, extract common features from the objects, and classify these objects as a member of one of the considered object classes. In this paper, we present a new approach for feature-based objects classification. The main idea of the new approach is the fusion of two different feature vectors that are calculated using Fourier descriptors and moment invariants. The fused moment-Fourier feature vector is invariant to image scaling, rotation, and translation. The fused feature vector for a reference object is used for training feed-forward neural network classifier. Classification of some hand tools is used to evaluate the performance of the proposed classification approach. The results show an appreciable increase in the classification accuracy rate with a considerable decrease in the classifier learning time.
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I. INTRODUCTION

Pattern recognition is a complicated process that consists of many steps, such as image preprocessing, segmentation, feature extraction and patterns classification. The major steps of the pattern recognition process are the feature extraction and patterns classification. Selection of a feature extraction method is probably the single most important factor in achieving high recognition performance [1].

A principal characteristic of pattern recognition problem is that the number of different objects that the system has to cope with is unlimited. That is mainly because of the various shapes of the object, e.g., by varying object scale, orientation and translation. Thus, the problem can’t be solved by straightforward template matching. Each object must be classified to one of the pattern classes. The Neural Network (NN) classifier is supervised trained based on a sample of typical objects representing different classes. The classifier then can classify new unknown objects with minimum error.

In the presented paper, we introduce a feature fusion based approach for pattern classification. The proposed fused feature vector consists of reduced Fourier descriptors and four moment invariants. The new approach aims to enhance the classification rate and learning time of the neural network classifier by taking advantage of the inherent complementary of the Fourier descriptors and moment invariants features.

The rest of the paper is organized as follows: In Section 2, the related work is introduced. The proposed work is presented in Section 3. Section 4 presents the pattern classifier. Section 5 shows the experimental results. Finally, the paper ends with the conclusion.

II. RELATED WORK

In literature, there are many image feature extraction methods that have been offered by researchers. These approaches can be categorized into either holistic or local image feature extraction. The first is based on producing statistical information pattern from a big number of training samples of data such as the principal component analysis (PCA) [2]. PCA is improved by many researchers such as 2D PCA [3], block PCA [4], or incremental PCA [5]. Also, matrix decomposition and linear combination are heavily used methods [6]. The holistic approaches have a couple of disadvantages. They don’t take into consideration the local detailed information. They are easily affected by the geometric shape changes and noise variation. The local feature extraction methods can prevail over these disadvantages. In [7] authors presented a texture feature description method. It is called a local binary pattern method (LBP). The method is based on computing a binary sequence with 3×3 neighborhoods matrix. The central pixel values are compared to its neighbors and then an LBP histogram is produced as a texture description feature.

The fixed neighborhoods make it easy to restrict the larger neighborhood structure, which is an obvious disadvantage for the LBP method. In [8], [9] authors introduced a region based method with a co-occurrence matrix. This method gives good results especially with medical data sets. To overcome the illumination sensitivity problem, Gabor wavelets filters are considered as a good candidate that could be used in handling this issue. It is an excellent feature representation that is not affected by the illumination or expression variation. In literature, there are a lot of Gabor Extraction methods which give very outstanding results with good performance indicator and ability to work with wide range of applications such as local normalization entropy-like weighted Gabor features [10], Gabor wavelets combined with volumetric fractal dimension [11] and fusion of multi-channels classifier [12]. Neural networks have been extensively used for purpose of objects classification. Among several NN architectures the Back-Propagation model is the most widely used [13]. In [14] authors presented an Extension Neural Network (ENN) for recognizing the tool cutting state. Their results show shorter learning time and better recognition accuracy.
III. PROPOSED APPROACH

Fig. 1 illustrates the proposed objects classification process using the feature fusion approach.

A gray scale images are acquired for each object by a digital camera. These gray scale images are then converted to binary images. An object pixel is considered a boundary point if any of its neighbors is classified as background pixel. Tracking the boundary around a pattern is the process of keeping only those pixels that form the boundary of that pattern. This process transforms the two-dimensional binary image into a scalar vector representing the coordinates of boundary points of that pattern. Each boundary is uniquely determined by specifying the location of its initial point and a sequence of points having the same labels as the initial point. Contour tracking have been done using Left Most Looking (LML) algorithm [15]. By taking the Discrete Fourier Transform (DFT) of the object contours, we obtained 16 Fourier descriptors feature vector, which have been handled to become rotation, scale and translation invariant, the same way as described in [16].

A reduced Fourier descriptor feature vector of only 8 descriptors has been computed, by Applying the DFT on the ordinary 16 Fourier descriptors feature vector [17].

Hu’s seven moment invariants that are invariant under translation, rotation, and scaling have been calculated from the objects [15], [18]-[20].

\[
\phi_1 = \eta_{20} + \eta_{02},
\]

\[
\phi_2 = (\eta_{20} - \eta_{02})^2 + 4\eta_{11}^2,
\]

\[
\phi_3 = (\eta_{30} - 3\eta_{12})^2 + (3\eta_{21} - \eta_{03})^2,
\]

\[
\phi_4 = (\eta_{30} + \eta_{12})^2 + (\eta_{21} + \eta_{03})^2,
\]

\[
\phi_5 = (\eta_{30} - 3\eta_{12})(\eta_{30} + \eta_{12})(\eta_{06} + \eta_{12})^2 - 3(\eta_{30} + \eta_{03})^2 + (3\eta_{21} - \eta_{03})^2 - (\eta_{21} + \eta_{03})^2,
\]

\[
\phi_6 = (\eta_{30} - \eta_{06})[(\eta_{30} + \eta_{12})(\eta_{06} + \eta_{12})^2 - (\eta_{30} + \eta_{03})^2] + 4\eta_{11}(\eta_{30} + \eta_{12})(\eta_{21} + \eta_{03}) - (3\eta_{30} + \eta_{03})^2 + (3\eta_{21} - \eta_{03})(\eta_{21} + \eta_{03})^2 - (\eta_{21} + \eta_{03})^2,
\]

\[
X(3(\eta_{30} + \eta_{12})^2 - (\eta_{21} + \eta_{03})^2).
\]

Where, \( \eta_{pq} \) is the normalized central moment of order \((p+q)\)

\[
\eta_{pq} = \frac{\mu_{pq}}{\mu_{00}}, \quad w = \frac{p + q}{2} + 1
\]

and \( \mu_{00} \) is the central moment of order \((p+q)\). For binary pattern \( G \) is defined as

\[
\mu_{pq} = \sum \sum_{G} (x-x_c)^p (y-y_c)^q
\]

Where, \((x_c, y_c)\) are coordinates of the center of gravity of pattern \( G \) and are defined as:

\[
x_c = \frac{m_{10}}{m_{00}}, \quad y_c = \frac{m_{01}}{m_{00}}
\]

Where, \( m_{pq} \) is the regular geometric moment and for binary pattern \( G \) defined as:

\[
m_{pq} = \sum_{G} x^p y^q
\]

Aiming to enhance the classification accuracy rate and reducing the training time, we developed a new approach for objects classification by combining the moment invariants feature vector with the reduced Fourier descriptors feature vector. Reduced Fourier descriptors are calculated from the object contours while moment invariants are calculated from the objects body. Thus, the fused feature vector is developed to achieve higher classification accuracy rate and reliability by taking advantage of the inherent complementary of the two feature extraction methods. We have used the first four moment invariants \((\phi_1, \phi_2, \phi_3 \text{ and } \phi_4)\) in addition to the eight reduced Fourier descriptors resulting in a fused feature vector of 12 coefficients.

IV. NEURAL NETWORK CLASSIFIER

The Feed-forward neural network is the most frequently used among many neural network paradigms, which satisfy the requirements of pattern classification [18], [21]. A Feed-forward neural network, consisting of an input layer, a hidden layer, and an output layer, is considered as shown in Fig. 2. The input layer has 8, 7 and 12 nodes in case of reduced Fourier descriptors, moment invariants and fused feature vectors respectively. The hidden layer has 6, 4 and 8 nodes in case of reduced Fourier descriptors, moment invariants and fused feature vectors, respectively. While the output layer has only three nodes. Each processing element (neuron) is connected to all those in the adjacent layers. The Sigmoid function is used as node transfer function.
We have considered four kinds of hand tools as training patterns; so three output nodes are sufficient as they can represent up to eight different patterns. The output should be (001) for pattern number 1, (010) for pattern number 2, (011) for number 3 and so on. For the neural network training, we have applied “back-propagation learning algorithm” with momentum. All the weights are initially set to random values with a uniform distribution over [-0.5, 0.5]. The patterns in Fig. 3 have been used as training patterns. The training error in case of using any of the feature vectors found to be < 0.0001 with learning rate of 0.5 and momentum term of 0.7.

For classifying of the test patterns, we have defined an output vector {out (1), out (2), and out (3)} by thresholding neural net outputs \( z_i \) in such a way that for \( i = 1, 2, 3 \)

\[
\text{out}(i) = \begin{cases} 
1 & \text{for } z_i \geq 0.9 \\
0 & \text{for } z_i \leq 0.1 \\
\text{unknown} & \text{for } 0.1 < z_i < 0.9 
\end{cases} \tag{6}
\]

V. RESULTS

This section represents the conducted experimentations along with their results. Two experiments have been conducted. The first is to recognize hand tools. While the second experiment is to recognize rotated and scaled version of these hand tools.

The first experiment is to classify some hand tools without any variations in scale, rotation or translation. As a sample for this experiment four objects have been assigned as shown in Fig. 3(a). First, the objects contours have been detected and tracked as shown in Fig. 3(b). Second, the ordinary Fourier Descriptors (FDs) and the reduced FDs feature vectors have been calculated as indicated in Table 1. Then, we calculated the seven moment invariants and the hybrid feature vector as shown in Tables 2 and 3, respectively. Finally, the feature vectors that were extracted using the above-mentioned methods have been applied to a back propagation neural network classifier.

![Fig. 2. Neural network classifier using proposed fused feature vector.](image)

![Fig. 3. Training set of objects, 2 samples per object. (a) Training objects. (b) Training object’s contours.](image)
TABLE III. HYBRID FEATURE VECTORS

<table>
<thead>
<tr>
<th>Object-1</th>
<th>Object-2</th>
<th>Object-3</th>
<th>Object-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>0.542</td>
<td>0.541</td>
<td>0.357</td>
</tr>
<tr>
<td>F2</td>
<td>0.310</td>
<td>0.311</td>
<td>0.240</td>
</tr>
<tr>
<td>F3</td>
<td>0.276</td>
<td>0.282</td>
<td>0.154</td>
</tr>
<tr>
<td>F4</td>
<td>0.277</td>
<td>0.279</td>
<td>0.175</td>
</tr>
<tr>
<td>F5</td>
<td>0.330</td>
<td>0.339</td>
<td>0.170</td>
</tr>
<tr>
<td>F6</td>
<td>0.033</td>
<td>0.048</td>
<td>0.027</td>
</tr>
<tr>
<td>F7</td>
<td>0.198</td>
<td>0.188</td>
<td>0.074</td>
</tr>
<tr>
<td>F8</td>
<td>0.460</td>
<td>0.456</td>
<td>0.178</td>
</tr>
<tr>
<td>F9</td>
<td>0.296</td>
<td>0.296</td>
<td>0.758</td>
</tr>
<tr>
<td>F10</td>
<td>0.047</td>
<td>0.048</td>
<td>0.524</td>
</tr>
<tr>
<td>F11</td>
<td>0.016</td>
<td>0.016</td>
<td>0.280</td>
</tr>
<tr>
<td>F12</td>
<td>0.009</td>
<td>0.009</td>
<td>0.242</td>
</tr>
</tbody>
</table>

In this experiment, we have examined our classifier by applying the same feature vectors of the objects in Fig. 3(b) that have been used for training the neural net classifiers. The results showed that the recognition rate is 100% in all approaches.

The second experiments evaluate the performance of the proposed objects classification technique with rotated, scaled and translated samples of the reference objects. Fig. 4(a) and (b) show scaled, translated and rotated versions of the objects that have been used in training the neural network classifier to be used as testing sets of patterns. While Fig. 4(c) shows the set of hand tools used for testing.

The first stage in this experiment is to obtain the first 16 Fourier descriptors and the reduced FDs for those patterns, then, use the resulted reduced FDs feature vectors as input to the classifier and record the results of recognition process. The second stage is to obtain the seven moment invariants feature vector and the hybrid feature vector for each pattern to use them as input feature vectors for the neural network classifier, then, records the results of recognition. At last, the results of both stage’s recognition rates are compared.

For the performance evaluation of the classifier using the feature vectors computed in first and second stages; a large testing set for each of the target objects was constructed to have seven scale variations from 1.0 to 0.4, for each of 12 rotation angles, a total of 12 rotation angles times 7 scale factors equals 84 testing samples. This results in a testing set of 336 patterns for the four target objects. Table 4 shows a comparison between the recognition rates using the three feature vectors.

TABLE IV. COMPARISON BETWEEN RECOGNITION RATES

<table>
<thead>
<tr>
<th>Object</th>
<th>Reduced FDs</th>
<th>Moments</th>
<th>Fused Feature vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>97.62%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>2</td>
<td>92.86%</td>
<td>92.86%</td>
<td>97.62%</td>
</tr>
<tr>
<td>3</td>
<td>97.62%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>4</td>
<td>92.86%</td>
<td>92.86%</td>
<td>95.24%</td>
</tr>
</tbody>
</table>

Training time (ms) | 3855 | 2704 | 1673 |

VI. CONCLUSIONS

This paper introduces a feature fusion based approach for objects classification. The proposed feature fusion based approach consists of a fused feature vector of four moment invariants and eight reduced Fourier descriptors. The fused feature vector is invariant to object scaling, rotation and translation. A feed-forward neural network has been used as objects classifier. The proposed approach has been applied to recognize and classify four different hand tools. The results show that the use of fused feature vector outperforms the individual use of Fourier descriptors or moment invariants. The results show an appreciable increase in the classification accuracy rate while considerably decrease the classifier learning time compared to the learning time in case of using reduced FDs or moment invariants feature vectors.
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