A Model for Forecasting the Number of Cases and Distribution Pattern of Dengue Hemorrhagic Fever in Indonesia
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Abstract—Dengue Hemorrhagic Fever (DHF) outbreaks is one of the lethal health problems in Indonesia. Aedes aegypti type of insect proliferation as the main vector of DHF has affected climate factors, such as temperature, humidity, rainfall, and irradiation time. Therefore, to project the number of DHF cases is a very important assignment for the Ministry of Health to initiate contingencies planning as a prevention step in confronting the increasing number of DHF cases in nearby future. This study aims in developing a forecasting model in anticipating the number of cases and distribution pattern of DHF with multivariate time series using Vector Autoregressive Spatial Autocorrelation (VARSA). VARSA model uses multivariate time series, such as a number of DHF case, minimum temperature, maximum temperature, rainfall, average humidity, irradiation time and population density. This modeling is done in two steps: Vector Autoregressive modeling to predict the number of DHF cases and Local Indicators of Spatial Association (LISA) method to visualize distribution pattern of DHF based on the spatial connectivity of the number of DHF cases among the neighboring districts. This study covers 17 districts in Sleman Yogyakarta, resulting in low errors with Root Means Square Error (RMSE) of 2.10 and Mean Absolute Error (MAE ) of 1.51. This model produces smaller errors than using univariate time series methods, such as Linear regression and Autoregressive Integrated Moving Average (ARIMA).
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I. INTRODUCTION

Dengue Hemorrhagic Fever (DHF) is an acute and endemic disease which periodically causes outbreaks and even epidemics. DHF is widely found in tropical and sub-tropical areas [1]. Data from around the world shows Asia ranks first in the number of DHF patients each year. Meanwhile, from 1968 to 2009, the World Health Organization (WHO) listed Indonesia as the country with the highest dengue fever case in Southeast Asia [2].

DHF is a disease caused by dengue virus that is transmitted from person to person through the bite of aedes aegypti mosquitoes [3]. This disease is caused by the dengue virus of the genus flavivirus, flaviviridae family. Dengue transmitting mosquitoes are present in almost all corners of Indonesia, except in places with an altitude of more than 1000 meters above sea level. Several factors that influence the occurrence of DHF include low immune status and a population density of infectious mosquitoes due to mosquito breeding places that usually occur in the rainy season [4].

The number of DHF cases in 34 provinces in Indonesia based on data from the Ministry of Health in 2012 recorded as many as 90,425 cases and 816 people died. In 2013 recorded as many as 112,511 cases and 871 people died, In the year 2014 recorded as many as 71,668 case, and 641 people died , In the year 2015 recorded as many as 129,650 case, and 1,071 people died [5].

Preventive program namely the eradication of mosquito nest has been widely conducted nationally and regionally. This preventive activity is carried out by draining, closing, burying water reservoir and applying larvicide, keeping larvae fish and using a mosquito net, examination and eradication of larvae periodically no more than three months, and fumigation.

Nevertheless, those preventive actions have not been able to reduce the number of DHF patients nationally. The low ability in preventing of dengue fever is due to some factors. The first is the unpredictable time, place and number of events. The second is the unavailability of index and vulnerability maps of the region based on the time of the incident. The third is the unavailability of reliable model for forecasting DHF cases. Forecasting the number of DHF cases is very important for public health service to anticipate
affirmative planning for the prevention of the increasing number of DHF cases in the nearby future. Anticipated planning is needed to avoid problems such as unneccessaries or delayed precautions, or even with the increased casualties and lack of spaces and personnel for handling DHF patients.

In previous related studies the process of forecasting numbers of DHF cases were done by using ARIMA method [6] and SARIMA method [7]. Unfortunately, those studies focused on predicting the number of DHF cases without considering the spatial connectivity between an area and its neighborhoods. Moreover, this study aims to predict the number of case and distribution pattern of DHF using a combination of vector autoregressive and spatial autocorrelation (VARSA) model. This study is expected to help the public health service, especially for Sleman regency, Yogyakarta in the preventing the increasing numbers of Dengue Hemorrhagic Fever cases in the future.

The remaining of this paper is organized as follows. Section two deals with previous studies related to this study. The proposed method is presented in section three. The experiments study are discussed in section four, and the last section contains conclusion and recommendation for the future work.

II. RELATED WORKS

The purpose of applying time series, in general, is to understand future behavior through measurement of attribute data in a past time series by using trend, cyclic and seasonal indicators. [8]-[12]. The study of forecasting the number of dengue fever cases using the ARIMA method has been done by [13]-[16] and the SARIMA method [17]-[21].

The study using the VAR method to predict the number of DHF cases has been done by [22]. The main advantage of VAR is that multivariate variables are both explained and explanatory variables. Hence, this model performs more accurate predictions using the relations between multiple variables [23].

This model is very popular in economics and explains the underlying causal mechanisms by using granger causality test [24], [25]. This test determines whether past variables can provide predictive information.

Forecasting time series analysis has been a major tool in many applications in meteorological phenomena, such as rainfall, humidity, and temperature [26], [27]. The development of the forecasting model by estimating the weight parameters by the least squares method on the hybridizing exponential smoothing model with neural network does not give optimal results [28]. This is because square errors in the emerging model will shift the fit curve to another point to reduce the accuracy of the forecasting result.

From the forecasting field review, the number of dengue cases can be analyzed that the application of the VAR method for forecasting the number of DHF case short-term and long-term (one or twelve periods) has good accuracy with low errors and meets the parsimony principle (simplicity) to be applied.

III. PROPOSED METHOD

Fig. 1 shows the proposed forecasting the number of case and distribution pattern of DHF using the VARSA model. The model starts from the input data in the form of climate, a number of DHF case and population density data. The climate variable data consists of such as minimum temperature, maximum temperature, average temperature, rainfall, average humidity and irradiation time. All data then do the preprocessing to eliminate the missing value and equalize the data period. The preprocessed data is then processed to forecast the number of DHF cases using the VAR method. The model is then tested using the RMSE and MAE methods, to see prediction errors compared to actual data. Forecasting results are then visualized using spatial autocorrelation by obtaining a digital district map data in Sleman. Visualization in this study using Local Indicator Spatial Association (LISA) method to see patterns of the distribution pattern of DHF case based on spatial connectivity among neighboring districts.
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Fig. 1. Forecasting the number of case and distribution pattern of DHF using VARSA model.

Fig. 2 shows the research steps of forecasting the number of cases and distribution pattern of DHF using VARSA model. This model consists of four steps namely prepreprocessing data, create forecasting model, evaluation forecasting model and visualization distribution pattern of DHF with spatial autocorrelation.

In the first step, the preprocessing data, there are three kinds of data, namely, climate data, the number of DHF cases and population density data. Those data were collected from the district in Sleman, Yogyakarta-Indonesia, from 2010 to 2015. The climate data consist of minimum temperature,
maximum temperature, average temperature, humidity, rainfall and irradiation time variable. Firstly, the activities of climate data preprocessing are replacing the missing value using interpolation smoothing spline method, the correlation test to find out the influential climate variables using Keyser Meyer Olkin (KMO) method, and aggregating daily data of those influential climate variables into monthly. Secondly, the number of DHF cases is preprocessed by aggregation of data per incident into monthly data per district. Thirdly, the preprocessing of population density data is done by dividing the yearly data into monthly data per district.

After all data are clean and have the same period, then the second step is to build multivariate time series forecasting model using VAR method. The third step is to evaluate the forecasting model using MAE and RMSE method compared with actual data. The fourth step is to visualize the distribution pattern of DHF cases using Local Indicator of Spatial Association (LISA) method. This method is used to visualize the distribution patterns of DHF cases based on spatial connectivity between one district to its neighbors.

The preprocessing data experiments were performed for all missing values of the total of 2,037 climate data. The missing value consists of unmeasured data reaching 5.1% for minimum temperature, 8.20% for maximum temperature, 17.43% for average temperature, 17.48% for average humidity, 3.29% for rainfall and 3.58% for time irradiation. From the results of climate data analysis is required preprocessing stage to obtain data quality, with data input quality (noise free) will be obtained an output that has the validity and high accuracy. The process that will be done is cleaning data replacing missing value to clean climate data from noise and distortion value. Starting with checking the input data whether it has an empty / tuple value, if there is an empty value for the attribute, the empty value can be filled with the new value using linear interpolation method [29]. Eliminating the missing value of the initial climate data done in linear regression and smoothing spline method. Interpolation using smoothing spline is given by can be seen in (1):

\[
S(x) = \begin{cases} 
S_x(x) & x \in [x_i, x_{i+1}] \\
S_{ij}(x) & x \in [x_i, x_{i+1}, x_j] \\
\vdots & \vdots \\
S_{n-1,j}(x) & x \in [x_{n-1}, x_j] 
\end{cases}
\]

which each \(S_i(x)\) is a polynomial of degree \(k\).

The next process after the net climate data was correlation test to see the correlated variables using Keiser Mayer Olkin Factor Adequacy (KMO) method. Correlation test using KMO method is given by can be seen in (2):

\[
KMO = \frac{\sum_{i=1}^{n} r_{ij}^2}{\sum_{i=1}^{n} r_{ij}^2 + \sum_{ij} u_{ij}}
\]

Where,

- \(R = [r_{ij}]\) is the correlation matrix and
- \(U = [u_{ij}]\) is the partial covariance matrix.

### B. Creating of Forecasting Model of DHF Multivariate Time Series using Vector Autoregressive

The vector autoregression (VAR) model is one of the most successful, flexible, and easy to use models for the analysis of multivariate time series. It is a natural extension of the univariate autoregressive model to dynamic multivariate time series. The VAR model has proven to be especially useful for describing the dynamic behavior of economic and financial time series and for forecasting. It often provides superior forecasts to those from univariate time series models and elaborate theory-based simultaneous equations models. Forecasts from VAR models are quite flexible because they can be made conditional on the potential future paths of specified variables in the model [22]. Vector Autoregressive in (3):

\[
R = [r_{ij}] 
\]

\[
U = [u_{ij}] 
\]
\[ Y_i = c + \sum_{i=1}^{p} \Phi_i y_{t-i} + \varepsilon_i \]  

(3)

Where, \( y_i \) is the vector of response time series variables at time \( t \). \( y_i \) has \( n \) elements. \( c \) is a constant vector of offsets, with \( n \) elements. \( \Phi_i \) are \( n \)-by-\( n \) matrices for each \( i \). The \( \Phi_i \) are autoregressive matrices. There are \( p \) autoregressive matrices, and some can be entirely composed of zeros. \( \varepsilon_i \) is a vector of serially uncorrelated innovations, vectors of length \( n \). The \( \varepsilon_i \) are multivariate normal random vectors with a covariance matrix \( \Sigma \).

C. Evaluation Forecasting Model

The evaluation forecasting model, is done to find the best forecasting method to be used for forecasting the number of DHF cases. Evaluation model using Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) to find the value of forecasting results, the smaller the error value than the more accurate forecasting results.

The Mean Absolute Error (MAE) is a quantity used to measure how close forecasts or predictions are to the eventual outcomes. MAE is given by can be seen in (4). RMSE is a quadratic scoring rule that also measures the average magnitude of the error. It’s the square root of the average of squared differences between prediction and actual observation. RMSE is given by can be seen in (5).

Assuming that the difference or error is obtained using the Root Mean Square Error [28]:

\[ \text{MAE} = \frac{1}{n} \sum_{j=1}^{n} |y_j - \hat{y}_j| \]  

(4)

\[ \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (P_i - O_i)^2}{n}} \]  

(5)

Where, \( y_i \) is actual data, \( \hat{y}_i \) is predicted data and \( n \) is the total number of data.

The accuracy of the method is a measure to show how appropriate the method used to reproduce the data in the coming period, the smaller the error value, the better and the right method used.

Data forecasting results of the VAR method will be used to determine the pattern of DHF deployment. The model can be used for determination of dispersion pattern. Data forecasting results of the Vector autoregressive method will be used to determine the pattern of DHF deployment.

The model can be used for the determination of DHF dispersion pattern because it can perform Short and long-term Dengue forecasting (1-12 months) with a minimum error value.

D. Visualization of DHF Distribution Pattern using Spatial Autocorrelation

Spatial Autocorrelation (SA) is defined as the correlation between observation areas in the form of spatial patterns. The SA outline can be positive if the value of the observed region is similar to its neighbor’s value and negative if the value of the observed region has a low degree of similarity with its neighbor.

The concept of spatial Autocorrelation indicator is divided into two methods of analysis namely the Global Indicator of Spatial Association (GISA) method and the Local Indicator of Spatial Association (LISA) method. GISA is used to determine the correlation within the entire set of observed data whereas LISA is used to determine the extent of spatially dependent variable data on the area around the observed location. In this research visualization pattern of dengue disease spread using LISA method.

The Local Indicator of Spatial Association (LISA) is a tool for the determination of spatial associations in each research area. The LISA method can indicate the region of centralization or the introduction of spatial phenomena in a region. LISA is as it is denoted in (6).

\[ I = z_i x \sum_{j=1}^{n} W_{ij} z_j \]  

(6)

Which, \( z_i \) and \( z_j \) are deviations determined by (7).

\[ Z_i = \frac{z_i - \bar{z}}{\overline{\sigma}} \]  

(7)

Value of \( W_{ij} \) is the weight matrix element determined by (8).

\[ \sum_{i=1}^{n} \sum_{j=1}^{n} W_{ij} = n \]  

(8)

The observed value of ‘I’ can be compared with the data distribution with the null hypothesis, it has no autocorrelation spatial, for example when the value of \( z_i \) is independent of the value of \( z_j (i \neq j) \) in its neighbor region.

IV. EXPERIMENTAL RESULTS

Experimental results and model evaluation Forecast Dengue hemorrhagic fever will be analyzed in Section IV.

A. Prapreprocessing Experiment Climate Data

In this experiment interpolation of climate data is performed with two methods of linear regression and smoothing spline. Graph of rainfall data and humidity of Sleman regency in 2010 until 2015 after preprocessing using linear regression method is presented in Fig. 3 and 4. In linear regression noise method is not seen on the chart with missing value but line connected does not follow curve pattern so it looks does not connect.
The second method uses smoothing spline method. In this method noise is not visible on the graph with has missing value with the connecting line connecting rainfall data and average humidity while maintaining the smoothness of the curve as shown in Fig. 5 and 6.

B. Experimental Forecasting Model the Number of DHF Cases using Vector Autoregressive Method

Fig. 7 shows predicted number of DHF cases in 2016 for Depok district (Fig. 7(a)), Kalasan District (Fig. 7(b)) and Mlati district (Fig. 7(c)). The graph shows variation pattern of predicted data cycle of DHF cases from 2010-2015 following the previous period and according to the actual data cycle variation pattern. The graph shows a prediction point (red line) almost equal to the actual point (black line) across almost the entire observation line. An important analysis of predictive experiments with the vector autoregressive method is that the 2016 prediction line shows a trend of seasonal patterns, the pattern indicates conformity with historical data patterns (actual data of previous years). Prediction pattern analysis shows that the corresponding vector autoregressive method is used to predict data on the number of DHF cases for the pattern of disease spread because the prediction pattern is seasonal. The analysis also shows the tendency of the vector autoregressive algorithm to be appropriate for short-term and long-term predictions.
dengue cases with the actual data. Table 2 shows the relatively small RMSE and MAE values.

**Table II. Average Comparison of Error Fitting Values Between Vector Autoregressive Algorithms with Linear Regression, and ARIMA Algorithms for 17 Districts in Sleman**

<table>
<thead>
<tr>
<th>No</th>
<th>Size Test</th>
<th>Linear Regression</th>
<th>ARIMA</th>
<th>VAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>RMSE</td>
<td>2.79</td>
<td>2.81</td>
<td>2.08</td>
</tr>
<tr>
<td>2</td>
<td>MAE</td>
<td>2.04</td>
<td>2.06</td>
<td>1.50</td>
</tr>
</tbody>
</table>

Evaluation fitting results the number of DHF cases in 17 districts using the VAR method has a low error, for the RMSE value of 2.08 and the MAE value of 1.50.

Comparison of error measurement between time series VAR algorithm with univariate time series algorithm using linear regression and ARIMA method for a number of DHF case in 2010 until 2015 for predicted data of 2016 could be seen in Table 3.

**Table III. Average Comparison of Error Forecasting Values Between Vector Autoregressive Algorithms with Linear Regression, and ARIMA Algorithms for 17 Districts in Sleman**

<table>
<thead>
<tr>
<th>No</th>
<th>Test Size</th>
<th>Linear Regression</th>
<th>ARIMA</th>
<th>VAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>RMSE</td>
<td>3.49</td>
<td>3.55</td>
<td>3.16</td>
</tr>
<tr>
<td>2</td>
<td>MAE</td>
<td>2.71</td>
<td>2.68</td>
<td>2.47</td>
</tr>
</tbody>
</table>

The results of the predictive data test of the number of DHF cases using linear regression algorithm for the RMSE value of 3.49, and MAE value of 2.71. ARIMA method for the RMSE value of 3.55 and MAE value of 2.68.

The comparison of test size values between time series univariate algorithms with the proposed time series multivariate model for 17 districts in Sleman Regency in Table 3 shows that the proposed model has lower Error value compared with linear regression and ARIMA methods.

In this study forecasting the number of cases will be used to determine the distribution pattern of DHF so that required model that can make a prediction of the short-term or long-term a number of DHF case (minimum 1-12 months) with a minimum error value. Recommendation based on analysis of experimental results, the model for forecasting the number of DHF cases appropriate for the planning needs of prevention of the spread of DHF disease is vector autoregressive spatial autocorrelation.

**D. Visualization of Forecasting the Distribution Pattern of DHF Case using Spatial Autocorrelation**

Fig. 8 shows districts that have hotspots are in Gamping, Depok and Mlati districts. The hotspots area indicates that the districts have the potential to spread DHF diseases so that the control of the spread needs to be done. While the districts that have coldspots are Mojuydan, Minggir, Seyegan, Sleman, Ngemplak and Prambanan. Coldspots areas have the potential to become vulnerable to the spread of dengue fever which is transmitted by the surrounding area is high.
Spatial autocorrelation analysis showed three districts in Sleman regency significant to High - High (HH) in 2010 until 2015; the area is Depok, Mlati, and Gamping District. This indicates that controlling the number of DHF cases need to be done by the public health service in the three districts.

The hotspots (HH) area is a connectivity of areas with high dengue fever cases in the study sites.

V. CONCLUSION

Forecasting DHF using the vector autoregressive spatial autocorrelation (VARSA) model is proven to perform both short and long-term forecasting with relatively lower error values than linear regression and ARIMA method. This model can also see the pattern of the spread of dengue cases, based on the spatial connectivity of the number of dengue fever cases among the neighboring districts.

Spatial autocorrelation analysis showed three districts in Sleman regency significant to High - High (HH). The area is Depok, Mlati and Gamping district. This indicates that controlling the number of DHF patients needs to be done by the public health service in the three districts.

Future research is recommended and suggested to expand the scope of the research study area (scope of DI Yogyakarta or all provinces within Indonesia). Subsequent research includes the addition of variables forecasting the number of cases of dengue fever with socioeconomic data and population density as well as conducting a comparative study of forecasting methods in are needed this research using artificial neural network method.
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