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Abstract—DoS attack tools have become increasingly sophis-
ticated challenging the existing detection systems to continually
improve their performances. In this paper we present a victim-
end DoS detection method based on Artificial Neural Networks
(ANN). In the proposed method a Feed-forward Neural Network
(FNN) is optimized to accurately detect DoS attack with minimum
resources usage. The proposed method consists of the following
three major steps: (1) Collection of the incoming network traffic,
(2) selection of relevant features for DoS detection using an
unsupervised Correlation-based Feature Selection (CFS) method,
(3) classification of the incoming network traffic into DoS traffic
or normal traffic. Various experiments were conducted to evaluate
the performance of the proposed method using two public
datasets namely UNSW-NB15 and NSL-KDD. The obtained
results are satisfactory when compared to the state-of-the-art
DoS detection methods.
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I. INTRODUCTION

DoS attack is a rapidly growing problem that continues to
threat web services’ availability in our days. It aims mainly to
deprive legitimate users from Internet services [1]. Despite the
important evolution of the information security technologies,
the attack continues to challenge the existing defense systems
[2]. According to [3] there are four implementation schemes
of DoS defense systems: Source-end, intermediate, distributed
and victim-end. Considering the difficulties of source-end, in-
termediate and distributed defense systems discussed in [3], we
designed the proposed DoS detection method as a victim-end
solution. The victim-end DoS defense systems are deployed
in the victim’s infrastructure, which allows efficient analysis
of the incoming network traffic to the victim. Although,
victim-end defense systems are the most practically applicable,
they require evolution and application of sophisticated and
intelligent techniques. However, the more sophisticated the
victim-end defense systems become, the more they consume
significant amounts of computational, storage and networking
resources of the victims. Therefore, the ideal DoS defense
system seem to be a victim-end defense system that can
detect the attack accurately, in less period of time and with
low computational cost. In this paper we present a DoS
detection method based on Artificial Neural Networks (ANN)
[4], [5]. The proposed method is a victim-end solution in
which a Feed-forward Neural Network (FNN) [6], [7] is

used to classify the incoming network traffic into DoS or
normal. The simplicity of the proposed method design which
consists of three layers (input, hidden and output layers) allows
to detect DoS attack with minimum resources usage. The
proposed method constitutes of three modules. The network
traffic collector module used to collect the incoming network
traffic to the victim’s routers. The data pre-processing mod-
ule responsible of normalizing the network traffic data and
selecting relevant features. The detection module classifies the
incoming network traffic into DoS traffic or normal traffic
using an ANN classifier. Several optimizations are applied
to the adopted ANN in order to improve the performance of
the proposed method. These optimizations include selection
of the optimum topology parameters and the optimum training
algorithm, weight initialization function and activation function
that yield better DoS detection performance. Kim K. J. et
al. [8] have presented many optimization techniques that can
improve the performance of a neural network for classification
tasks. To improve the processing time and detection perfor-
mance of the proposed method relevant features are selected
using a Correlation-based Feature Selection method [9], [10].
The proposed method was evaluated on two datasets namely
NSL-KDD [11] and UNSW-NB15 [12], [13]. Compared to
the state-of-the-art the obtained results are satisfactory. The
contributions of this paper can be summarized by the following
points:

• Optimization of a single ANN classifier to accurately
detect the DoS traffic in different network protocols,
rather than using a specific classifier for each network
protocol which is costly in computation and time.

• Adoption of an unsupervised CFS method for select-
ing relevant features of DoS attack with low compu-
tational cost.

The reminder of this paper is organized as follows. Section
II highlights state-of-the-art DoS detection methods which
are based on machine learning approaches. An overview of
the DoS attack is given in section III. Section IV introduces
the feature selection method used in this paper. Section V
presents a detailed explanation of the proposed DoS detection
method. The conducted experiments are given in section VI.
The obtained results, the results discussion and the conducted
comparisons are detailed in section VII. Finally, section VIII
draws the conclusion and outlines future works.
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II. RELATED WORKS

Several previous methods have been developed to enhance
the DoS detection time and accuracy by using Machine Learn-
ing approaches. Siaterlis C. et al. [14] have proposed a DoS
detection method based on Multi-Layer Perceptron (MLP). The
authors use multiple metrics to successfully detect flooding
attacks and classify them as incoming or outgoing attacks. The
MLP is trained with metrics coming from different types of
passive measurements of network which allows to enhance the
DoS detection performances. Similarly, Bhupendra Ingre and
Anamika Yadav [15] have used an ANN to detect various type
of attacks in the NSL-KDD dataset. Satisfactory results are
obtained based on several performance metrics. Akilandeswari
V. et al. [16] have used a Probabilistic Neural Network
to discriminate Flash Crowd Event from DoS attacks. The
method achieves high DoS detection accuracy with lower false
positives rate. Adel Ammar and Khaled Al-Shalfan [17] have
used feature selection method based on HSV to enhance the
performance of neural network for intrusion detection. Alan S.
et al. [18] have proposed a DoS Detection Mechanism based
on ANN (DDMA). The authors used three different topologies
of the MLP for detecting three types of DoS attacks based on
the background protocol used to perform each attack namely
TCP, UDP and ICMP. The mechanism detect accurately known
and unknown, zero day, DoS attacks. The main drawbacks of
DDMA are its large resource requirement and its limitation
on only the TCP, UDP and ICMP protocols. The majority of
the DoS defense systems in the literature are hybrid systems
and combine two or more ML approaches to detect the attack
which often overwhelms resources of the victim. Furthermore,
the early detection of DoS attack is the main drawback of the
existing DoS detection systems. Therefore, the need of a new
DoS detection method that can detect the attack accurately
with low computational and time costs.

III. DOS ATTACK

Flooding the victim with a large number of network packets
or repeatedly sending to it corrupted or infected packets are
the most common techniques used to perform the DoS attack
[3]. There are two categories of DoS attack namely Direct
DoS attack and Reflection-based DoS [19]. In the Direct DoS
attack the attacker uses the zombie hosts to flood directly the
victim host with a large number of network packets. Within
a short time interval the victim is crippled causing a deny of
services. Figure 1 illustrates the Direct DoS attack. Whereas, in

Fig. 1. Direct DoS attack

the Reflection-based DoS attack the attacker uses the zombie
hosts to take control over a set of compromised hosts called
Reflectors. The latter are used to forward a massive amount of

attack traffic to the victim host, as illustrated in figure 2. The
principal role of the Reflectors in this attack is to reflect the
Botmasters commands and hide his IP address. Understanding

Fig. 2. Reflection-based DoS attack

how DoS attack works is a necessary step towards the design of
appropriate DoS attack detection systems. In both types of DoS
attack, the computers infected by the same Bot conduct the
same behavior. This behavioral similarity leads to a correlation
or even a redundancy in the network traffic data of the
Reflectors belonging to the same Botnet. On the other hand,
the relevant features in the network traffic dataset of Reflectors
that belong to the same Botnet have the same variations over
the time. Based on this distinction of the DoS traffic and the
legitimate traffic, one can easily classify them.

IV. FEATURE SELECTION

Feature Selection (FS) is an important issue in machine
learning. It aims at selecting optimal subset of relevant features
from the original dataset. Removing trivial and redundant
features enhances the performances of the learning algorithm
and the modeling of the phenomena under analysis. However,
FS is usually skipped and the features are selected without a
proper justification [20]. There are mainly three categories of
feature selection approaches. Wrapper approach [20], [21] uses
a predetermined machine learning algorithm to select the new
features subset. Where the classification performance is used as
the evaluation criterion. Embedded approach performs feature
selection in the process of training and are usually specific
to the machine learning algorithm [20]. Filter approach [20],
[21] depends on the general characteristics of data to select the
new set of features. The features are ranked based on certain
statistical criteria, where the features with highest ranking
values are selected. Filter methods include Consistency-based
Feature Selection (CNF) [22] and Correlation-based Feature
Selection (CFS) [23]. In the CNF relevant features are selected
based on their contribution to enhance the learning algorithm’
accuracy. In spite of the important improvement in the accuracy
of the classifiers that CNF brings, it consumes important
computational resources and the selection takes more time.
Whereas, in CFS relevant features are selected based on
their correlation to the output class which does not requires
high computational and time cost to improve the classifier
performances. Hence, it is more appropriate for the DoS attack
detection problem. The CFS method used in this paper is based
on the Pearson Correlation Coefficient (PCC). A definition of
the PCC is given in the following section.
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A. Pearson correlation coefficient

The Pearson correlation coefficient (ρ), better known as
the correlation coefficient, is a measure of dependence or
similarity between two random variables [24]. ρ summarizes
the relationship between two variables that have a straight line
or linear relationship with each other. The Pearson correlation
coefficient ρ can be defined as follows. Suppose that there are
two variables X and Y , each having n values x1 ,x2, . . . , xn
and y1, y2, . . . , yn respectively. The Pearson’s coefficient ρ is
computed according to the following formula:

ρ =
cov(X,Y )√
σ2(X)σ2(Y )

(1)

Where cov(X,Y ) is the covariance between X and Y , and
σ is the standard deviation. Let the mean of X be x̄i and the
mean of Y be ȳi. The estimation of the Pearson correlation
coefficient ρ is given by:

ρ =

∑
i(xi − x̄i)(yi − ȳi)√∑

i(xi − x̄i)2
∑
j(yi − ȳi)2

(2)

The value of ρ lies between -1 and 1. ρ = −1 means
perfect negative correlation, as one variable increases the other
decreases. ρ = 1 means perfect positive correlation. ρ = 0
means no linear correlation between the two variables. Thus,
features redundancy can be detected by correlation analysis.
The features which are strongly correlated positively represent
a redundant information.

B. CFS method

The CFS method used in this paper constitutes of two main
steps. We already know that a feature is highly correlated to
to another feature as ρ between them go near to 1.

In the first step, for each pair of features Xi and Xj in the
dataset we compute the Pearson’s coefficient ρij in order to
detect redundant features subset. According the formulate (1),
ρij between Xi and Xj is defined as follows:

ρij =
cov(Xi, Xj)√
σ2(Xi)σ2(Xj)

(3)

We consider only whether the upper triangular ma-
trix ρij(i=1,2,...,j,j+1,...,n),or the lower triangular matrix
ρij(j=1,2,...,i,i+1,...,n). The features Xi and Xj corresponding
to ρij > δ are considered redundant, only one of them is
selected to the new dataset of relevant features. Where, δ is
the PCC threshold, its optimum value is δ = 0.4 which is
determined empirically (see section VII-B).

In the second step, for each feature we create a list of
its correlated features. The features correlated with highest
number of other features are considered relevant and they are
selected first for the new dataset. This because they contain
more information about their correlated features. The latter are
dropped from the ρij matrix. At the end a list of high relevant
features is constructed.

C. Dataset

The UNSW-NB15 dataset contains nine types of modern
attacks and new patterns of normal traffic. It has 49 features
split into five groups namely Flow features, Basic features,
Content features, Time features and Additional generated fea-
tures. This dataset contains a total number of 257,705 records
labeled whether by an attack type label or a normal label. A
number of 16,353 records correspond to the DDoS attack. For
efficient evaluation of the proposed method, normal and DDoS
records are filtered from UNSW-NB15. The resulted subset
consists of 109,370 records of DDoS and normal traffic. The
training and testing sets constitute respectively of 60% and
40% of the subset. Three major reasons motivated us to use
the UNSW-NB15 dataset. The dataset contains modern normal
and attack traffic, it is well structured and comprehensible and
it is more complex than other previous datasets which makes
it a good benchmark to evaluate our method. The NSL-KDD
dataset contains four types of attacks namely DoS, Probe,
R2L and U2R. It has 41 features divided to three groups:
Basic features, Traffic features and Content features. This
dataset contains a total number of 148,517 records in both
training and testing sets. We selected this dataset for two main
reasons. First, it is widely used for IDSs’ benchmarking in the
literature. Also, it overcomes some of the inherent problems
of its predecessors KDD Cup’99 and DARPA’98 [11], such
as records redundancy and duplication. To use the UNSW-
NB15 dataset in the learning of the proposed method, we
perform the following preprocessing tasks. First we drop the 14
additional generated features from the dataset. Second, as we
previously mentioned in section III, the DoS attack is mainly
based on Reflectors. Where a Reflector is a legitimate computer
controlled by the attacker, which use his IP address to perform
the DoS. Hence, in the DoS attack the IP address do not
contain relevant information to classify its traffic. The source
and destination IP features are then dropped from the dataset.
This allows to generate a reduced dataset of 33 features.
Finally, the CFS method is used to select relevant features
form the generated dataset. The final dataset is reduced from
33 features to 6 relevant features showed in table 1.

The final dataset constitutes of 31,283 records of DoS and
normal traffic. The records are labeled as 1 to designate a DoS
record and 0 to designate normal record.

V. ANN-BASED DOS DETECTION METHOD

A. Framework of the detection method

The basic framework of the proposed DoS detection
method consists of the following four modules:

Network traffic collector module: is a program imple-
mented in the edge network routers of the victim. This module
collects the incoming network packets to the victims routers.
For this purpose we use Tshark [25], other sniffer tools can
be used such as Tcpdum [26].

Data preprocessing module is responsible of normalizing
values of features and selecting relevnt features for DoS
detection. Generally, values of attributes in a network traffic
dataset are not distributed uniformly. It is important to maintain
a uniform distribution of each attribute values before starting
the learning process. For this purpose we use the MinMax
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method. In MinMax the values of features are scaled to the
range [0, 1] as follows:

xnewi =
xi −min(X)

max(X)−min(X)
(4)

Where X is a relevant feature, xi is a possible value of X
within the current time window and xnewi is the normalized
value. The module selects relevant features for DoS detection
from UNSW-NB15 [12], [13] or NSL-KDD [11] datasets using
the method detailed in IV-B.

DoS detection module: responsible of the classification
of the incoming network traffic to the victim’s routers. This
module is based on a three layers ANN, more details about
this module are given in V-B6. The proposed DoS detection
method follows a specific process that consists of three main
steps illustrated in figure 3.

Step I

Step II

Step III

Dataset of
relevant features

Learning of the MLP

New dataset
DoS detection using

the MLP

Extraction of the source IP addresses of the DoS attack

Updating firewall rules and deny the DoS attack sources

Dataset of results

Incoming network 
collector

Feature selection

Public dataset

Fig. 3. DoS detection process

B. Network traffic classification

This section introduces the adopted MLP to classify DoS
traffic and normal traffic. Moreover, we present here the
optimization techniques applied to the adopted MLP in order
to improve the DoS detection performances and time of the
proposed method. These techniques include the topology of
the MLP, the learning algorithm, the weights initialization
function, the activation function and the cost function. First
let us give an overview of the MLP.

1) Multi-layer perceptron: A Multi-Layer Perceptron
(MLP) is a feed-forward neural network which constitutes of
one or more hidden layers of neurons, computational units,
linked by weighted arcs often called synapses. Consider a
MLP in which the activation Zi of the ith unit is a non-linear
function. Each hidden unit of the MLP computes its input data
according to the following models [4], [5]:

Zi = f(ai) (5)

ai =
∑
j

wijzi + bi (6)

Where ai is given by a weighted linear sum of the outputs
of other units, wij is the synaptic weight from unit i to unit
j, and bi is a bias associated with unit i.

2) Topology of the adopted MLP: The MLP topology
used is related to the subset of relevant features of the input
dataset. According to the relevant features subsets obtained
in the section VI-B, we designed our MLP of 6 input units
for the UNSW-NB15 dataset and 5 input units for the NSL-
KDD dataset. For both datasets one output unit is used. The
discrimination of the DoS traffic from normal traffic does not
requires many hidden layers. Therefore, for this purpose we
used the single hidden layer MLP. The number of units in
the hidden layer is crucial for optimal learning and better
performances of the MLP. Large number of hidden units
causes the over-fitting problem. Whereas, a small number of
the hidden units causes the under-fitting problem [4], [5]. In
our case, based on the empirical results in section VII-C, the
optimum number of hidden units of the MLP that produces
best classification performances in less period of time is 7 for
the UNSW-NB15 dataset and 6 for the NSL-KDD dataset.

3) Learning algorithm: Backpropagation is a very popular
neural network learning algorithm because it is conceptually
simple, computationally efficient, and because it often works
[27]. In our case we trained the backpropagation algorithm
using the mini-batch stochastic gradient descent (SGD) algo-
rithm, which is much faster and which allows to the learning
algorithm to avoid local minimums [26].

4) Weights initialization function: The weights initializa-
tion function has a significant effect on the training process of
a neural network. Weights should be chosen randomly but in
such a way that the activation function is primarily activated
in its linear region. Extremely large or small weights causes
the saturation of the activation function in small gradients
and makes the learning slow. Whereas, intermediate weights
produce enough large gradients, hence the learning process
proceed quickly [27]. In order to achieve this, we used the
LeCun’s uniform initialization function [28], in which the
weights are drawn from a uniform distribution with mean zero
and standard deviation defined as follows:

σm = m−1/2 (7)

Where m is the number of the connections feeding into the
neuron.

5) Activation function: In this paper we used the standard
logistic function as the activation function of the adopted
MLP [29], [28]. The standard logistic function or softmax
is a generalized case of the logistic regression where the
labels were binary: y(i) ∈ {0, 1}. The Softmax allows us to
handle y(i) ∈ {1, . . . ,K}, where K is the number of classes.
Let {(x(1), y(1)), . . . , (x(m), y(m))} be a training set of m
labeled examples. Where x(i) are the input features and y(i)
represents the labels. In the logistic regression the labels are
binary y(i) ∈ {0, 1}. Whereas, in the standard logistic function
the labels are multi-class y(i) ∈ {1, 2, . . . ,K}. The standard
logistic function is defined as follows:

hθ(x) =
1

1 + exp(−θ>x)
(8)
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Where θ represents the model parameters which are trained
to minimize the cost function.

6) Cost function: In [29] Xavier G. and Yoshua B. found
that the standard logistic function coupled with the Cross-
entropy cost function worked much better for classification
problems than the quadratic cost which was traditionally used
to train feed-forward neural networks. Hence, we adopted the
Cross-entropy as our cost function which is defined as follows:

J(θ) = −

[
m∑
i=1

y(i) log hθ(x
(i)) + (1− y(i)) log (1− hθ(x(i)))

]
(9)

Where θ is the model parameters and hθ() represents the
activation function.

VI. EXPERIMENTS

In this section we aim to assess the performances of the
proposed DoS detection method and to illustrate the impact
of the optimization techniques on the MLP performances.
First, let us refer to the proposed method as ANN-based DoS
Detection Method (ADDM). The performances of ADDM
were compared with an unoptimized MLP (u-MLP) that we
developed for this purpose. Both methods ADDM and u-
MLP are trained and tested using the dataset of relevant
features obtained in section VI-B. Two more experiments were
performed in order to find the optimum PCC threshold value
and the optimum number of hidden units of the ADDM.
Further comparisons of ADDM performances were conducted
with the NSL-ANN [15], the HSV-ANN [17], the DDMA [18]
and the ANN [13]. The hardware used in our experiments is
a core i3 2.4 GH and 6 GB of memory running under Debian
8 x64. ADDM is implemented using two Python frameworks
namely Keras [30] and Theano [31].

A. Performance metrics

The main purpose of the ADDM is to classify the cap-
tured network flow data as either positive or negative which
correspond respectively to DoS traffic and normal traffic. The
confusion matrix has four categories: True positives (TP) are
examples correctly labeled as positives. False positives (FP)
refer to negative examples incorrectly labeled as positive. True
negatives (TN) correspond to negatives correctly labeled as
negative. Finally, false negatives (FN) refer to positive exam-
ples incorrectly labeled as negative. The experimental results
of the ADDM are evaluated using the following performance
metrics:

Accuracy: percentage of the traffic records that are cor-
rectly classified by the ADDM.

Accuracy = 100 ∗ TP + TN

TP + TN + TN + FN
(10)

Sensitivity or True Positive Rate (TPR):

Sensitivity =
TP

TP + FN
(11)

Specificity or True Negative Rate (TNR):

Specificity =
TN

FP + TN
(12)

False Alarm Rate (FAR): The false alarm rate is the
average ratio of the misclassified to classified records either
normal or abnormal as denoted in the following equation:

FAR =
FPR+ FNR

2
(13)

where FPR = FP
FP+TN is the false positive rate and

FNR = FN
FN+TP is the false negative rate.

Processing time: DoS detection time depends on two time
metrics: training time and testing time.

ROC and AUC curves: Receiver Operator Characteristic
(ROC) and Area Under ROC (AUC) curves are commonly
used to present results for binary decision problems in machine
learning. The ROC curve shows how the number of correctly
classified positive examples varies with the number of incor-
rectly classified negative examples. The AUC value represents
the accuracy of the classifier.

B. Data pre-processing

The values of each attributes in the UNSW-NB15 and NSL-
KDD datasets are not distributed uniformly. It is important to
maintain a uniform distribution of each input attribute in the
datasets before starting the training process of the MLP. For
this purpose the MinMax method, as described in section V-A,
is applied to the datasets. Then, the feature selection method
presented in section ?? is applied to both the UNSW-NB15
and the NSL-KDD datasets. Table I shows the final subsets of
relevant features used in the experiment.

TABLE I. RELEVANT FEATURES SELECTED FOR DDOS DETECTION

Dataset CFS subset

UNSW-NB15 F7,F10,F11,F12,F18,F32

NSL-KDD F6,F11,F19,F23,F26

VII. RESULTS AND DISCUSSION

A. DoS detection performances

In order to evaluate the performances of the ADDM and
u-MLP both datasets UNSW-NB15 and NSL-KDD are used.
The obtained testing results are compared with the findings in
the related works [15], [17], [18], [13]. Table 2 summarizes
the obtained results and the performed comparisons. It is
obvious that the ADDM has the highest testing accuracy rates
in the shortest period of time: 97.1% on UNSW-NB15 in
0.46s and 99.2% on NSL-KDD in 0.35s. Whereas, the u-
MLP achieved 79.2 on UNSW-NB15 in 3.05s and 83.5% on
NSL-KDD in 2.16s.The remain DoS detection accuracy rates
of DDMA, NSL-ANN, HSV-ANN and ANN are respectively
98%, 81.2%, 92% and 81.34%. The applied optimizations
techniques on the ADDM have improved significantly the
DoS detection accuracy rate. The shortest DoS detection time
intervals are 0.46s and 0.35s which correspond to the ADDM.
The feature selection phase has enabled the ADDM to reduce
drastically the DoS detection time. Overall, these experimental
results agree well with our expectation, i.e., the optimization
techniques applied on the ADDM improve the DoS detection
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TABLE II. THE TESTING PERFORMANCES OF THE ADDM COMPARED
WITH U-MLP, DDMA[18], NSL-ANN[15], HSV-ANN[17] AND

ANN[13]

Method Testing ac-
curacy rate
(%)

Testing
time
(s)

Dataset Sensitivity
(%)

Specificity
(%)

FAR
(%)

ADDM 97.1 0.46 UNSW-NB15 97 100 0.06
99.2 0.35 NSL-KDD 99 100 0.02

u-MLP 79.2 3.05 UNSW-NB15 82 87 0.14
83.5 2.16 NSL-KDD 90 93 0.11

DDMA 98 NA Local dataset 96 100 NA

NSL-ANN 81.2 NA NSL-KDD 0.96 0.70 0.32

HSV-
ANN

92 NA KDDCup 99 NA NA 0.15

ANN 81.34 NA UNSW-NB15 NA NA 21.13

ADDM ROC on NSL-KDD (AUC=0.992)

ADDM ROC on UNSW-NB15 (AUC=0.971)
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Fig. 4. ROC curves summarizing the DoS detection performances of ADDM
(a) and u-MLP (b).

performances and the processing time. The ROC curve of the
ADDM and the u-MLP are plotted in figures 4(a) and 4(b)
respectively. The experimental results obtained in the testing
phase are used to plot the ROC curves in order to better
understand the trade-of between the TPR and the FPR of the
ADDM and the u-MLP. Figures 4(a) and 4(b) depict that the
ADDM has high true positive rate with fewer false alarms.
Whereas, the u-MLP has lower true positive rate and high
false alarm rate that exceeds 15%. The ADDM acquired the
highest AUC values.

B. Optimum PCC Threshold Selection

Feature selection aims at selecting a set of relevant features
from the original dataset. Eliminating the redundancy allows
to reduce the dataset dimension, which improves the ADDM
processing time. While, using relevant features improves the
ADDM accuracy. The PCC threshold value ρ is used to find
high correlated features that contain redundant information.

From a set of redundant features only one feature is selected.
This implies selection of different distributions of features for
each value of δ. In order to determine the preference value
of δ which corresponds to the optimum dataset that produces
high accuracy rate, for each dataset the ADDM was fitted with
the obtained subsets corresponding to each value of δ. The
threshold value that corresponds to the highest accuracy rate
of ADDM is then selected. Figure 5 summarizes the conducted
experiment results to select the optimum value of δ, it shows
the ROC curves of the ADDM fitted with different feature
subsets for each value of δ. It is obvious that the value δ = 0.4
corresponds to the highest accuracy rate of ADDM. A dataset
of relevant features is then selected, as shown in table 1 section
VI-B.
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ADDM ROC - delta = 0.2 (AUC = 0.988)
ADDM ROC - delta = 0.4 (AUC = 0.997)
ADDM ROC - delta = 0.6 (AUC = 0.911)
ADDM ROC - delta = 0.8 (AUC = 0.907)

Fig. 5. ADDM ROC curves correspond to different PCC threshold values

C. Finding the optimam number of hidden units

TABLE III. ADDM TRAINING AND TESTING PERFORMANCES
AGAINST THE NUMBER OF HIDDEN UNITS OF THE MLP

Number of hidden units of the MLP
3 4 5 6 7 8 9 10

U
N

SW
-N

B
15 Avg of acc 0.88 092 0.94 0.95 0.97 0.96 0.95 0.95

Avg of loss 0.058 0.057 0.054 0.051 0.047 0.048 0.050 0.052

Train time(s) 2.511 2.855 3.201 3.016 3.128 3.035 3.253 3.647

Test time(s) 0.461 0.479 0.473 0.484 0.466 0.471 0.766 0.798

N
SL

-K
D

D Avg of acc 0.92 0.96 0.97 0.99 0.98 0.98 0.96 0.95

Avg of loss 0.034 0.029 0.024 0.023 0.25 0.026 0.032 0.045

Train time(s) 1.82 1.91 2.03 2.16 2.25 2.37 2.53 2.72

Test time(s) 0.35 0.38 0.42 0.51 0.56 0.62 0.73 0.88

Here, we aim to explain the process used to find the
optimum number of hidden units which produces high per-
formances of the ADDM in less period of time. This is not
known in advance, and must be determined by experiment. To
tackle this problem for each dataset ADDM was fitted with
the subsets of relevant features that corresponds to the PCC
threshold δ = 0.4 as mentioned in the previous section. Eight
numbers of hidden units are considered to collect the average
of accuracy, the average of loss, the training time and the
testing time of the ADDM. The numbers of hidden units used
are 3, 4, 5, 6, 7, 8, 9, and 10. Table 3 summarizes the obtained
results for each number of hidden units. As shown in table 3,
the lower periods of training and testing time of the ADDM

www.ijacsa.thesai.org 470 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 8, No. 4, 2017

corresponds to three hidden units. The ADDM training and
testing time appear to fluctuate with the increase of the number
of the hidden units. Whereas, the highest average of the testing
accuracy and the lower average of loss are reached when seven
hidden units are used. For these reasons, we used seven units
in the hidden layer of the basic MLP of the ADDM. At the
end, we concluded that the performances of the ADDM are
sensitive to the parameters δ and the number of hidden units.

VIII. CONCLUSION

In this paper we have presented a detection method of
the DoS attack based on ANN, named ADDM. A multi-layer
perceptron was optimized to improves the detection accuracy
and the detection time of the proposed method.

For the experiments two public datasets are used,
the UNSW-NB15 and the NSL-KDD. An unsupervised
correlation-based feature selection method is used to select
relevant features. Several experiments were conducted to eval-
uate the impact of the optimization techniques and the feature
selection method on the ADDM performances.

ADDM was compared with an unoptimized MLP (u-MLP)
and other methods in the literature. The experiment results
are in accordance with the hypothesis that application of the
optimization techniques improves the learning performances
of the basic MLP of ADDM. Furthermore, we notice that
the feature selection phase reduces drastically the dataset
dimension which improved the training and detection time of
the ADDM.

For future works we intend to upgrade the ADDM to detect
accurately other network attacks. Also, we are working on
integrating the ADDM in a real world implementation.
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