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Abstract—With the generation of massive amount of product-

centric responses from existing applications on collaborative 

platform, it is necessary to perform a discrete analytical 

operation on it. As majority of such responses are textual in 

nature, it increases the applicability of using text mining 

approaches on it. We review the existing research contribution in 

text mining to find that there are significant research gap. 

Therefore, the proposed study presents a technique called as 

RKE-CP i.e. Response-based Knowledge Extraction from 

Collaborative Platform where the term Collaborative points 

towards cloud environment. The proposed technique is designed 

using mathematical modelling where the maximum focus of 

design and implementation lies on accomplishing a good balance 

between faster response time in mining operation and higher 

precision/recall rate. The study outcome possess’ better precision 

score, recall, and lowered processing time as compared with the 

most relevant work text mining. 

Keywords—Text Mining; Collaborative Platform; Probability 

Theory; Heterogeneous Domain; Precision /Recall 

I. INTRODUCTION 

In the area of sales and marketing, customer generated 
response plays a significant role in shaping the behaviour of 
prospective customer behaviour over e-commerce or m-
commerce application [1] [2]. In existing system, majority of 
such responses are in terms of text on specific language which 
are generated every seconds in massive quantity [3] [4]. 
Although, there is a dedicated server or storage to save such 
massively generated text, but it is of no use until and unless 
some analysis is carried out on it. Text-mining is one such 
operation that applies the principle of data mining over the text 
of the contents in order to extract certain valuable knowledge 
from the text [5] [6]. However, the challenging part of the task 
is about the types of responses which are normally noun (for 
product) or adjectives (for response type). However, 
occurrences of such words are sometimes dynamic owing to 
the user’s behaviour that causes the machine to hardly 
understand the contextual meaning [7] [8]. Somehow if the 
meaning or knowledge is extracted from one dataset, the 
problem occurs as there is an uncertainty if the same algorithm 
could be deployed for different text without any change. 
Hence, performing knowledge extraction using text-mining 
approach considering heterogeneity in domain is one of the 
challenges that still the research community is trying to deal 

with. A response target could be represented as an object or 
product or services that the user expresses its response, usually 
they are noun [9] [10]. A simple example to understand this is 
consider i) a mobile user expressing a response “Bright Screen 
Resolution with responsive interface”, ii) a washing machine 
user expressing a response as “Contrast LED buttons with 
responsive screen”, and iii) a movie goer expresses as “good 
multiplex with 7 screens”. A closer look into the entire three 
different domains has same object i.e. screen, but in every 
place it bears different meaning and context. Hence, it is not 
possible to write a single query about the object screen in this 
case and this is all because of the adjectives connected to it as 
bright, responsive, and 7 screens. A closer look will also show 
that an adjective responsive is used in different way in 1st and 
2nd example that completely have different context. Hence, the 
problem becomes worst when the dataset heterogeneity is quite 
high. Hence, this paper presents a technique where 
heterogeneity of the responses is considered as a challenge in 
the viewpoint of text mining approach and hence is solved 
using a simple mathematical modelling that ensures faster 
response time. Section A discusses about the background of the 
study followed by problem identification in Section B. The 
highlight of proposed solution is given in Section C followed 
by algorithm implementation in Section II. The accomplished 
result of the study is discussed in Section III followed by 
conclusion of the paper in Section IV. 

A. Background 

This section discusses about the existing research 
contribution in text mining. Our prior study has already 
reviewed about effectiveness and issues in existing techniques 
[11]. Hence, this section will update more research work 
pertaining to text mining. Li et al. [12] have presented a 
framework for exploring the relevancy among the documents 
using text mining approach in order to excavate more 
information about document level feature extraction. A tree-
based mechanism for identifying the interaction of a person 
was introduced by Chang et al. [13] by representing semantics, 
context, and syntactic data over a convolution kernel. A 
problem of higher dimension of text mining over cloud-based 
big data was introduced by Vatrapu et al. [14]. An analysis of 
social set is presented that uses set theory and big data in order 
to understand the significance in contextual terms involved in 
user-defined responses. Jiang et al. [15] have presented a 
graph-based technique applicable in biomedical sector based 
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on word analogy. Artificial Neural Network was used for 
modelling the system of mapping multiple relationships among 
the words. The study outcome was testified using vector 
length, size of corpus, and iteration. Brown [16] has carried out 
a study about implying potential of using text mining in order 
to investigate probabilities of rail accidents. Aggarwal et al. 
[17] have discussed over using an algorithm in order to 
develop a clustering mechanism. There are also studied 
pertaining to visual-analytics which is recently gaining a good 
pace. One of such work has been carried out by Liu et al. [18] 
using dynamic Bayesian network. The authors have designed a 
visualization based on sedimentation for interactive streaming 
of textual data with precise detailing. A mathematical 
modelling was introduced that uses streaming tree cut approach 
along with quantitative evaluation method. Using ontology 
over text mining was seen in the work carried out Rajpathak et 
al. [19] using D-matrix. The target of this study was to 
investigate the domain of diagnosis and its associated fault 
followed by implication of text mining algorithm. Ontology 
was introduced to check the artefacts. Chen et al. [20] have 
presented a text mining model that searches for shared concept 
with minimal ranking. The technique was found to reduce the 
gap of distribution between domain source and domain 
targeted. Ma et al. [21] have also used ontology with text 
mining in order to perform selection of research-based projects. 
The technique was implemented on both English as well as 
Chinese text using supervised learning algorithm as well as 
evolutionary learning algorithm. The study outcome was 
validated with respect to precision and recall rate. A generative 
topic framework is introduced by the author on asynchronous 
textual contents [22]. Zhong et al. [23] have introduced a 
technique of pattern discovered in order to further leverage the 
performance of text mining. A simple pattern-based taxonomy 
framework has been created. The assessment of the technique 
was carried out using massive dataset. Ghose and Ipeirotis [24] 
have presented a study that measures the impact of customer-
generated reviews towards the financial aspect of product sales. 
Malin et al. [25] have introduced a technique where the 
semantic-based annotations were deployed in order to enhance 
the performance of knowledge discovery on text-mining 
approach. Usage of text mining was also seen to be applied on 
bioinformatics by Dai et al. [26] as well as identification of 
biomarkers by Li [27]. Similar direction of work is also studied 
by Qazi et al. [28] who have introduced a technique of feature 
representation using sequential mixed rule. The author has also 
used supervised machine learning algorithm in order to solve 
the problem associated with opinion mining approach. Using 
bag-of-words model, the proposed study has shown better text 
mining performance in the viewpoint of target identification 
and handling negation. The next section discusses about the 
problems that are associated with the existing system. 

B. The Problem 

The problems that are identified from the contribution of 
the existing research work are as follows: 

 Complex Modelling: Majority of the existing technique 
has deployed supervised learning technique which is 
not only computationally complex but its accuracy in 
outcome highly depends on training data size. It is good 

for offline analysis but not applicable for online 
analysis for larger size of text file. 

 Less Focus on Response: Maximum research work has 
focused on accomplishing accuracy, precision, recall 
rate, etc., but there is less focus on accomplishing 
lowered algorithm processing time on massive dataset. 
Faster response time is an essential criterion for time-
bound applications, which cannot be seen in existing 
studies. 

 Lesser effective mathematical modelling: Although, 
there are certain degrees of mathematical-based 
research modelling, but the extent of such studies are 
pretty less. Another bigger problem in the existing 
system is adoption of recursive function in modelling, 
which is not only time consuming but also is resource 
hungry application. 

Therefore, the proposed study has identified the above three 
points as open research issues towards leveraging the 
performance of text mining operation. The problem statement 
can be defined as: It is quite a challenging task to introduce a 
simple and non-recursive modelling approach towards text 
mining that has faster response time and higher 
precision/recall on complex dataset. 

C. The Proposed Solution 

The prime purpose of the proposed system is to introduce a 
simple and yet robust architecture of text mining in order to 
extract knowledge from various responses of the user 
pertaining to different context called as domain. The schematic 
architecture of proposed solution is highlighted in Figure 1. 
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Fig. 1. Schematic Diagram of Proposed RKE-CP 
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The proposed system takes the input of various responses 
from multiple domain and feeds to the data loader which is 
responsible for converting the text into machine readable 
strings. The mechanism than subjects the strings to data reader 
performs segregation of sentences and words. The next step is 
to perform computation of the component (or word) 
orientation, which is a mechanism of exploring the context and 
location of various significant terms. Applying undirected 
graph, G={ χ1, χ2, χ3}, the study constructs graph for response 
relationship. χ1 represents vertices with component targeted 
response and words of response, χ2 represents edges meaning 
that there is connectivity between two different response 
residing in two different vertices, and χ3 represents weight 
assigned to the edge signifying response that is associated with 
these two response vertices. The next part of the study 
implement the concept of word orientation which is basically a 
mathematical modelling integrating three components: (1) one-
to-many relationship, (2) probability of term existence, and (3) 
probability of term in particular location. A logical condition is 
then constructed that assess the limits of shift and switch 
function responsible for rectifying the context of the domain. 
This function will eventually eliminate any possibility of false 
positive among the different words from different domain 
bearing similar individual meaning but different contextual 
meaning as a whole. Finally, the extraction of the knowledge is 
carried out using further three empirical functions: (1) response 
relationship, (2) salience feature, and (3) domain feature. The 
next section discusses about the algorithm implementation 
followed by results obtained by implementing the algorithm. 

II. ALGORITHM IMPLEMENTATION 

The algorithm targets to apply a novel text mining 
approach in order to perform extract knowledge of diversified 
user’s responses on a collaborative platform. The algorithm 
takes the input of ρ (component orientation), σ (complete 
sentence), η (number of words), αi (total words that maps with 
δi), δi (individual i

th
 word), β (coexisting data attribute), τ (shift 

function), and γ (switch function), which after processing 
yields an output of K (Knowledge Discovery). For the 
proposed algorithm to be functional, it is necessary to keep its 
textual data to be highly domain specific. It will mean that each 
text file will be pertaining one specific and dominant domain. 
The algorithms take the input of text and organize a matrix 
form of it in order to apply mining approach. It then computes 
the cumulative possible word orientation ρ (Line 1), where, ρ= 
{(i, ai)|iϵ[1, η], aiϵ[1, η]} and ζ empirically represents a set 
equivalent to {δ1, δ2, …., δη}. The variable ai will represent the 
noun word at i

th
 position of the text. A novel function (Line 2) 

is used for exploring the unique information from the data 
captured from the collaborative platform that uses three 
different components in order to perform modelling of 
potential relationship among the textual responses. The first 
component η (αi | δi) represents a set of one to too many 
relationship that will mean that any single word can be used to 
amend the meaning of other words. The variable αi will 
represent total terms that are mapped with δi. The second 
component β (δi | δaij) empirically represents the probability that 
the term δi could possible co-exist with δaij for a given corpora. 
This will also mean that if there is more probability of any 
specific word in order to change the meaning in another word 

i.e. noun. Then that particular term δi will have maximum 
value of β (δi | δaij). The steps involved in the proposed study 
are as follows: 

Algorithm for RKE-CP 

Input: ρ, σ, η, αi, δi, β, τ, γ. 

Output: K 

Start 
1. ρ*=argmax f(ρ|ζ) 

2. Apply function for word orientation for a given text 
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3. While ηi1, j1>1 or γj1,j2>1 do 

4.   If (j1, a2)≠ ρ or (j2,aj1) ≠ ρ then 

5.     ζ=-1 

6.   End 

7.   If ηi1, j1>γj1,j2 then 

8.     Update η, γ 

9. End 

10. End 

11. Compute prob(δt|δo)=card(δt, δo)/card(δo) 

12. K= [Rrel, SF, DF] 

End 

The last component θ(j | aj, η) basically represents the data 
about term location for a given text in order to represent a 
probability of a particular term residing in location aj 
considered to be mapped with the location j of another word. 
We also introduce a variable called as τ and γ representing shift 
and switch function that will be computed as follows: 
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The above mathematical equation (1) shows the technique 
of computing τ and γ that is used over logical condition in Line 
4 of algorithm. In the above equation, the variable P represents 
probability, λ represents statistical significant factor, while the 
variable ϕ and ϑ represents lower and higher significance 
factor. The variable ε is a subset of a sentence. Basically, Line 
7-9 in the algorithm assists in filtering the unnecessary data 
using statistical approach and considers only the necessary 
information, which will be only considered in knowledge 
extraction process. Finally, a probability for ultimate text 
orientation between the two terms is computed as the 
cardinality (card in Line 11). The algorithm also computes the 
response relation attributed Rrel as equivalent to [h. P (δt|δo) + 
(1-h)P(δo|δt))

-1
. In this expression, the variable h (=0.05) 

represents progression coefficient in order to integrate the two 
orientation probabilities. Along with Rrel, SF and DF are also 
computed. SF represents feature for score of prominent 
condition computed using TF-IDF while DF represents domain 
feature computed using the technique discussed by Hai et al. 
[29]. The next section discusses about the results being 
accomplished after implementing the proposed system. 
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III. RESULT ANALYSIS 

This section discusses about the outcomes being 
accomplished from the proposed study where the assessment 
was carried out over normal 32 bit windows machine. The 
study also uses standard lexical database of Word Net. A 
synthetic dataset is built up considering a text file with 
different types of domain with sentences size ranging between 
5000 and 10,000. All the dataset used are large in size and 
hence a crawling is done arbitrarily over such larger sizes of 
sentences. The targets and the terms of the response are 
subjected to manual annotation. Table 1 highlight the data used 
adoption for carrying out evaluation. 

TABLE I. DATA SET CONSIDERED FOR ANALYSIS 

Domain Sentence 
#Response 

Term 

#Response 

Target 

Mobile 5000 555 959 

Hotel 5000 576 983 

Temple 4500 329 897 

Song 6000 654 965 

Mall 7000 123 934 

Vehicle 7500 675 955 

School 8000 455 989 

Hospital 8500 541 928 

Computer 10000 512 915 

The study outcome of proposed system is compared with 
that of the Lin et al. [30] and Yano et al. [31] who have carried 
out similar sort of research on text mining. Lin et al. [30] have 
introduced an entity recognition system carried out on massive 
data of social networking sites. The authors have used it for 
extracting a term for medical significance using unique 
representation techniques of word that consists of methods for 
embedding words, normalization of tokens, and usage of global 
vectors. Usage of n-gram tokenisation technique was seen in 
the work of Yano et al. [31] who have carried out text mining 
over similar datasets as that of Lin et al. [30] for extracting 
significant behaviour. The words that are specific to domain 
were extracted using Bayes classifier and n-gram tokenise. The 
study outcome of both the techniques has been mainly assessed 
using precision and recall factor and hence, we choose to retain 
the same for comparative analysis. The outcome of the study in 
Figure 2 highlights the precision accomplished from the 
different forms of techniques of text mining. The technique of 
Lin et al. [30] has usage of extraction of knowledge using 
much number of features but in including any feature that 
could minimise the data redundancies over different corpus. 
This leads to lowered precision of Lin et al. [30] model. 
Similarly, Yano et al. [31] model has implemented a naïve 
Bayes Classifier using heavy logs of behaviour history. The 
process ensure better mapping with behaviour but also yields 
false positive when a discrete behaviour is not found to be 
matching with trained database 

 
Fig. 2. Comparative Analysis of Precision 

 

Fig. 3. Comparative Analysis of Recall 

Figure 3 highlights the recall scores of the proposed study 
as well as existing system. The outcome shows that RKE-CP 
has better recall performance as compared to Lin et al. [30] and 
Yano et al. [31]. The proposed system has the benefit of better 
decision making on various domains applicable for larger size 
of text document. Once the data is subjected to data reader, the 
complete analysis starts by extracting sentence followed by 
extraction of words. The algorithm works after that. This 
phenomenon causes enough reduction of redundant data once it 
is again subjected for similarity check followed by operations 
involving TF-IDF causing further narrow down of higher 
dimensionality of the data. Therefore, the algorithm has dual 
advantages i.e. (1) reduction of storage or memory as 
dimensionality of the data reduces and increases accuracy 
indirectly, and (2) decrease of processing time. 
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Fig. 4. Comparative Analysis of Algorithm Processing Time 

Figure 4 showcases the algorithm processing time of the 
proposed system and existing system. The prime reason of the 
proposed system to have lowered processing time even without 
using any form of conventional learning algorithm is its simple 
mathematical modelling using orientation of the words. 
Majority of the problems in handling complexity of text mining 
was eliminated by applying function of word orientation as 
well as the logical conditions specified in the steps of 
algorithm. The algorithm processing time was computed in 
terms of seconds in normal core i5 processor and 4 GB RAM 
with same data sets on both proposed and existing system. 

IV. CONCLUSION & FUTURE SCOPE 

With the increase of cloud adoption and mobile networks, 
text-based response will always keep on increasing and a new 
challenge will be met in order to extract a significant level of 
knowledge from it. Response and their respective analysis with 
respect to text-mining turns up into a fascinated research 
domain because of an accessibility of a vast amount of user 
commented contents in survived sites, discussions and an 
online journals.  Various text-based responses have a wide 
range of different fields signifying different meaning and 
context to each sentence. In the proposed system, emphasis has 
been laid to the fact that when a specific word adds to any noun 
there are chances that it may change its meaning and complete 
context too sometimes. This is really confusing from machine-
based adaption viewpoint leading to a problem in text-mining. 
Therefore, the proposed research work introduces a technique 
called as RKE-CP which is supported by a simple 
mathematical modelling with its steps carefully controlled by 
using probability theory. Usage of probability theory has its 
own advantage in controlling the uncertain over controlling the 
precision rate of proposed study. One of the significant 
contribution/novelty of proposed study is that i) it offers a text-
mining algorithm with faster response time, ii) its mathematical 
modelling leads to elimination of various redundancies and 
complexities that are highly suitable in larger and complex text 
dataset, and iii) the nature of algorithm processing is quite 
responsible for dimensionality reduction of the data to be 
mined and thereby it leads to faster algorithm processing time.  

Our future work will be in the direction of further 
optimizing the mining performance. This can be carried out by 
designing a novel framework using keyword based text mining 

as well as using multivariate analysis methodology. Our first 
initiative will be to develop a mechanism of heterogeneous 
extraction of keywords using keyword clustering process as the 
first step of optimisation. This work will be targeting to 
accomplish reduced processing time. The next consecutive 
work will be to use semantic-based concept using context-
based annotation over heterogeneous domains over contextual 
document. The primary target will be to achieve higher 
accuracy and minimised processing time. 
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