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Abstract—Many studies have focused recently on building,
evaluating and comparing Arabic root extracting algorithm. The
main challenges facing root extraction algorithms are the absence
of standard data set for testing, comparing and enhancing
different Arabic root extraction algorithms. In addition, the
absence of complete lists of roots prefixes suffixes and patterns.
In this paper, we describe the development of a new corpus
driven from traditional Arabic dictionaries “mu’jams”. The goal
is to use the corpus, as a new gold standard data set for testing,
comparing and enhancing different Arabic root extraction
algorithms. This data set covers all types of words and all roots.
It contains each word and its root as a pair to avoid the
consultation of a human expert needed to verify the correct roots
of words used in the testing or comparing process. We describe
the individual phases of the corpus construction, i.e.
normalisation, reading derivation words and roots as a pair, and
reading each root and its definition part. We have automatically
extracted (12000) roots, (430) prefixes, (320) suffixes, (4320)
patterns, and (720,000) word-root pair. Konja’s and Garside
Arabic root extraction algorithm was tested on this corpus; the
accuracy was (63%), then we test it after supplying it with our
lists of roots prefixes suffixes and patterns, the accuracy of it
became 84%.

Keywords—Arabic root extraction algorithm; corpus; pattern;
prefix; suffix; root

. INTRODUCTION

Most researchers working in the field of Arabic root
extraction algorithms opt to construct their own manually
collected data set to run their experiments. Most of the time,
the data sets are either small or incomprehensive. Therefore,
their experimental findings may neither be convincing nor
clear as for how to scale up the results [1].

The literature abounds with discussions about the design of
Arabic stemming algorithms; yet little effort has gone into the
investigation of the nature of the data set at the core of all these
systems.

Al-Kabi and Al-Mustafa in [2], Ghwanmeh et el in [3], Al-
Kabi et al in [4], Taghva et al in [5], Alshalabi in [6], Al-
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Shalabi and Evens in [7], Yaseen and Hmeidi in [8], Hmeidi et
al in [9] and most new Arabic root extraction algorithms in the
literature have tested their proposed root extraction algorithm
on a different data set and compared their finding with other
existing work. However, the data set that they used did not
cover all types of words. In addition, the consultation by an
Arabic language expert was needed to verify the accuracy of
each finding manually.

Most of these algorithms manually constructed their own
lists of prefixes, suffixes, and patterns as no standard lists were
available. Thus, there was a huge variation between one
algorithm and another. As the larger, the lists are the more
accurate the result is.

Many research projects have studied Arabic root extraction
algorithms and their effectiveness. Most of these studies claim
an accuracy exceeding 75%. It has been found that the
accuracy of these algorithms has been decreased after testing
these algorithms on deferent data set other than what the
researcher has used.

For example, in [3] Ghwanmeh et el claimed 95% accuracy
for his algorithm. Testing the same algorithm in [4] on a
different data set the authors claimed an accuracy of 67.40%
for Ghwanmeh et el algorithm. Moreover, in [10] the authors
conducted another test on Ghwanmeh et el algorithm using
different data set. The author claimed an accuracy of 39%. This
is due to a variation in size and type of the data set used to test
Ghwanmeh et el stemmers [4].

As mentioned earlier, the lack of a standard data set was the
main problem faced these algorithms. Each algorithm uses its
own data set. These data sets are differed in size and type of
words and are not available for authors to use.

Arabic root extraction algorithms need a standard data set
to test their accuracy in comparison with other algorithms; this
data set should be large enough to cover all types of words and
cover all roots. This data set should contain the word and its
root as a pair. In addition, Arabic root extraction algorithms
need complete lists of roots, prefixes, suffixes, and patterns to
enhance their accuracy.
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The quality and coverage of the data set will determine the
quality and coverage of each Arabic root extraction algorithm,
and any limitations found in the data set will make their way
through to the algorithm.

Arabic root extraction is an important step toward
conducting effective research on most of the Arabic natural
language processing (ANLP) applications.

Arabic root extraction algorithms are used in information
retrieval systems, indexers, text mining, text classifiers, data
compression, spelling checkers, text summarisation and
machine translation. The algorithms extract stems or roots of
different words, so that words derived from the same stem or
root are grouped together.

In Latin-based languages, the stem and the root are the
same; however, this is not the case for the Arabic language.
Stemming is the first step toward finding the root. The stem is
simply defined as a word without a prefix or/and suffix [11].
Some further processing to a stem through the removal of some
infixes might be required to obtain an Arabic root.

For example, the stem from the word
where the root is "»3" [11].

”O_}Aﬁm\” iS ”edlé",

The lack of a gold standard dataset to be used to carry
benchmark tests of different Arabic root extraction algorithms
lead us to develop and build an automated corpus (Gold
standard dataset). The purpose of this corpus is to be used to
test, compare and enhance different Arabic root extraction
algorithms.

The standard gold data set:

e Should be large enough to contain all types of words
and roots. There exist about 12000 roots.

e The data set should contain the word and its root to
avoid the interference of a human expert normally
needed to verify the correct roots of each word used in
the testing or comparison process.

Our aim in this paper is to build a corpus pairing each word
to its root and contain a standard list of roots, prefixes, suffixes,
and patterns. The suggested corpus will help researchers to
enhance, test and compare the present root-extraction
algorithms and any future algorithms.

The structure of this paper is as follows. In Section 2,
previous approaches and their drawbacks have been discussed.
Section 3 describes proposed methodology, including details of
each process. Section 4 explains the experimental
implementation of our approach and the evaluation process.
Section 5 concludes the main points of the paper and gives
some future directions.

1. PREVIOUS WORKS

Khoja and Garside in [12] build corpus for the purpose of
Arabic root extraction , which contains (7) diacritic characters,
(38) punctuation characters, (5) definite articles, (168) stop
words, (11) prefixes, (28) suffixes, (3,822) trilateral roots,
(926) quadrilateral roots and (46) trilateral root patterns.
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The corpus exists freely and publicly for researchers to
download. The main issue here is that Khoja’s corpus is
limited in its contents, manually tagged and missing roots
derivatives.

Buckwalter in [13] build corpus for purpose of Arabic
morphological analyser, which contains (299) prefixes, (618)
suffixes, (4,749) roots including both trilateral and
quadrilateral roots, (82,185) stems, (38,600) lemmas, (1,648)
prefix-stem combinations, (1,285) stem-suffix combinations
and (598) prefix-suffix combinations.

Al-Shawakfa et al in [10] builds a corpus for the purpose
of evaluating and comparing Arabic root extraction algorithms.
This corpus was built based upon the set of trilateral Arabic
roots that were introduced by Buckwalter in [13].

The developed corpus was mainly built of 3823 trilateral
roots. By using these roots as a base, a corpus was obtained of
approximately 27.6 million unique words of size 1. 63GB.
Furthermore, all combinations of 73 ftrilateral patterns, 10
suffixes, and eight prefixes were applied to the roots to create
different forms of Arabic words. All generated words were
syntactically correct; but not necessary semantically correct.

Al-Shawakfa corpus did not require a manual root
verification upon completing the testing process.

The disadvantages of Al-Shawakfa corpus are:

e In many cases, many words are not semantically
correct.

e Although the fact that the corpus has contained large
data set, it has only covered 3823 roots out of 12000.

e Two types of words are missing:

1) Words with (changing the vowel letters with deferent
vowel letters "—>&Y! ".For example, the root "J&", "5" letter is
changing to """ in  "J&" word.

2) Words with (changing the place of a letter " Jlx¥) ")
type. For example, the root "4~", " 5" letter is changing to "" in
"sla"word, and the place of "I" has changed in the new word
too.

Sawlha and Atwell [14] constructed a broad-coverage
lexical resource to improve the accuracy of morphological
analysers and part-of-speech taggers of Arabic text. Twenty-
three lexicons have been collected from different web
resources freely available.

The lexicons’ texts contain 14,369,570 words, 2,184,315
vowelised word types and 569,412 non-vowelised word types.
According to Sawalha and Atwell's study, a tokenising module
for the program must specify the root entries and their
definition parts. Then, a bag of words is extracted from the
definition text. The bag stores pairs of word-root where each
word appearing on the definition part is associated to the root
of that part.

Many words appearing in the definition part are not
relevant to the root associated with that definition. Such words
are found inside the bag of words- root. A normalisation
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analysis that verifies the word-root pairs is done by applying
linguistic knowledge that governs the derivation process of
words from their roots. These conditions are simply described
as the following:

Condition 1 (check consonants): If all consonant letters
constructing the root appear in the analysed word, then check
condition 2.

Condition 2 (consonants order): If all root letters appear in
the same order as the word’s letters, then word-root
combination might be correct. [14]

Since the Arabic language is a sophisticated language, these
two conditions are not enough to be sure that this word is
derived from this root. Sawalha and Atwell algorithm was
implemented. The algorithm has retained successes in some
cases and fails in many cases.

Sawalha and Atwll research is a step forward towards
creating a new corpus derived from Arabic lexicons to be used
as a standard data set containing all the roots, a large number of
derivatives and pairing each root with its derivatives. Our
finding shows that there are many words are related to
unexpected roots.

Table 1 shows an example of words that are wrongly
related to the roots. In addition, the algorithm doesn’t declare
how many pairs of words roots were founded. It is clear; this
work needs more rules to enhance the results.

TABLE I. EXAMPLE OF WORDS THAT ARE WRONGLY RELATED TO THE
ROOTS BY SAWALHA AND ATWELL CORPUS
No Word Root Root by Sawalha and
Atwell
1 LR, e i
2 A —— <l
3 A ol il
4 ol s il
5 el C el
6 elauY) Laws L
7 ulds ol ul
8 ilia ey Wi
9 S s St
10 cala A foa
11 Call <l i of
12 Alaf af Jsf
13 el Bt Al
14 b Gl o
I1. METHOD

All Arabic roots and its derivations can be found in

(“mu’jams”,’sal=al”)  dictionaries. Most of the Arabic
dictionaries were studied carefully in this paper.
Traditional Arabic lexicons are not available in

computerised lexicographic databases. Moreover, they have
different arrangement methodologies than modern English
dictionaries [14]. Existing Arabic dictionaries suffer from

Vol. 8, No. 5, 2017

many issues. The main one was that they were built to be used
manually. Dictionaries in Arabic contain the roots as a title
followed by root definition part, which may contain one or
more paragraphs for each root; these paragraphs describe the
meaning of the root and contain possible word’s derivation
from the root. The definition part may extend to many pages.
Each dictionary has its own deferent definition part. New and
deferent information can be read for each root when reading
different dictionaries. Figure 1 shows a sample of text taken
from Al-Mesbah-Almonir dictionary (*“_idl zluadl aaes™) with
roots (" ,» ") and its definition parts. Figure 2 shows a
sample of text taken from Asas Al-Blaghah dictionary (a2
a3l sl with roots ("4, 4i") and its definition parts.
We can notice the deferent information given each time.

e\u‘}!\;u\;ﬂ\dﬁtwwu\ﬁc)}?ldﬂ\Gc‘),d\ N [ e ]
)dwn(u\)\,xuuuuu;\duj(u\jqnuyuwuuqsu\)dmj
m}:}\aﬂx\)dm_u.wjumupy\a\@ﬂu(mbwju)(uy
u‘ﬂd...a\du&)&.m]\jow\J\JMLY(uY\L@AwU\jiéN\GA
dmuumd&,_mw &g mm\ﬁfg\).&(dw\)ﬁ\wm
Blialy (s 48558 455 Ge B0 AdE W55 A *esm‘(u\—")
Jadaiyshads o

\hlé"é_"u“)ll Ja qjmud(_;:d\ JULJ\ A& A3 Y Ju\]
(ab\)m,dﬁﬁ\é\@suﬂwwu(m\):\.z&swaﬁ
‘J}J\)(.ﬁh)}(mb)&ﬂju)mwlhu.ﬁgsmh(AJ\)JQ_\DM\J&_\.\M
wy‘wuﬁwﬁﬁ‘(um‘);dnlﬂu#(m‘)xﬁuayjﬂ(
A&Y)un)l\d)mdilum;.\lw)ﬂluMJMU.U(m\,\)sy
L@.a_\.mLASdLH\wwM\;M\WMY(L\)Y\M)MLM;&J
A haball 43y 4 5 (451 Laline 55 ) UGS 08 500
\ﬂb)(ﬂ}b)ﬂ;ﬂdﬁ;uy@bw(\).\\)d;.d\ k_\)J\I;)&_l‘]
s uUJ(J‘-'Y‘J)“-'J-')-'L“d)“J s (L5)5) 565 4ads (
)”Lmn”uns)wumx(Juy\)dﬁ}@a(;;)ujmg\
\\J\M\ubs‘sﬁu_nw‘e.\h}:\d\ﬁ(}}\)u\dﬂdﬂ\(}h
Gl an, ety i )Sﬂb(ff)wﬁ; SR s U8 54K
@su\ﬁqh)@wc;)m‘;w@\@)mu@ﬁ)u)u)#.fs
o)_\ud.m().z\)FAJ\}LA.\\LL\;JUL.\M&\@}@})M(D}\)“)}
s

Fig. 1. Sample text of Al-Mesbah-Almonir dictionary.

The definition part is written as an article which defines
most of the derived words of a certain root and contains many
other words. These words are neither the root nor its
derivatives. They exist mainly for explaining the meaning of
the root. In Figure 1 the roots are written between two brackets;
the derived words are written between two parentheses with
red colour. This is a modified version of the original
dictionary; the original version did not distinguish between the
roots and its derivation.

The problem of the modified version is that many
parentheses contain words other than the root derivation words.
In addition, not all the root derivation words are written
between two parentheses.

Unfortunately, most of the existing Arabic dictionaries do
not distinguish between the roots and its derivation. In Figure 2
the roots are written on separate lines followed by their
definitions. Again, in many other places in the dictionary you
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will find other words are written on a separate line, and these
words are not roots. In other places in the dictionary, the roots
are written at the beginning of the paragraphs. These
dictionaries are written without any computerised
lexicographic representations. Manual work was carried out to
distinguish the roots from other entries.

<l
;",’_.:\‘)r-y\ C’)g\ .\.uu\_, ‘M}i gg\ M.:L:‘); aﬁi_, M_nLn\ ‘ﬁ J\A‘Y\ _.\Da\
I S L Y podl Ob) JE s S
aidl a3 Al cpld T ) M 8 e Saedl daaa
p =S S pmal ol g Caa pea 1 B2V B ey Al Ui 13 anaall Sl
‘;.N\AJEU:} ccaall al g1y (DN 8 m#u\}u&d}bﬁc\
ole s el 4 ) 5 gl

N
Jash Tee il @i, :Jstiy cpa¥) s el iy i) ol aladl Y
lalie s wll e ccnsiang cialiy Glpall chadly ol sy LY
Aty Y At g el Al 5 Gasa gl B a5 25V a8 e d
25k wlse N laall (e il GOA sl e (la s il
(3 0A) JB 3aga JSLE Y ) oay el sl gls el 2 a5 22K

BERSY M ‘Lﬁ-\:“ji_ﬁ e oSl sl S SN Gl
Uit g L) Q\ S ... LeanslS dalandl g de )y chn Azl Jd
Ledomi Lesaly

Y

JieS Gesall Jin jlis o @lile o 5 Ledle 85 ,Y) clsh 5 sl sl
il s ol s JA s oY) 535 e 2dl s 6 sl sLaD
O B el ey ladl Gae QLYY 38513 cd s LY J
£ ) o Ju 43 Ll
lalse Bl e Glal W8 4By s oK el e
& 2 Y idsiiy LSl Aladlly el B )5 cad skl (3854l 5 )
Ciall il By el ) e el gay JR) e e )l
a1l LS il e 3 4 caias ke gealls W iias
g U el A Ji el gy Cudie 13 i)
A 1 ATy ) 13 (36 iy 1Ll ) el (us ag

' el agin e ¢ Al agia

Fig. 2. Sample of text taken from Asas Al-Blaghah dictionary

Our study takes the following traditional Arabic lexicons:-

“Kitab Al-'Ayn” by Al-Khalil Al-Farahidi in [15], “Lisan
Al-Arab* by Ibn Manzur in [16], “Tag Al-‘Arus Min Gawahir
Al-Qamus” by Al-Zabidi in [17], “Asas Al-Balaghah” by Abu-
Al-Qasim Mahmud Bin ‘Amr Bin Ahmad Al-Zamahshari in
[18], “Al-Mugrib Fi Tartib Al-Mu‘Rib” by Abu Al-Fath Nasir
Ad-Din Al-Mutrazi in [19], “Mukhtar As-Sihah” by Abu Bakr
Al-Razi in [20], “Al-Musbah Al-Munir Fi Garib Al-Sharh Al-
Kabir” by Ahmad Bin Muhammad ‘Ali Al-Fayyumi in [21],
“Al-Muhit Fi Al- Luga” by Abu Al-Qasem Al-Sahib Bin
‘Abbad in [22], “Al-Sihah Fi Al-Luga” by Abu Nasr ’Isma‘il
Bin Hammad Al-Gawhari Al-Farabi in [23], and finally
“Kalemat Al-Quraan Al-kaream” by mohammed kheder in
[24].

A. Manual Annotations

Traditionally, lexicons are constructed in many ways.
Roots and lexical entries are presented without using any
computerised lexicographic representations, and the roots of
many of them are not distinguishable from other entries.
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In this study, the root has been distinguished manually from
other entries. Each root has been placed between two stars
symbol “*”. Figure 3 shows a sample text of Asas Al-Balaghah
dictionary after putting each root between two stars. The
process has covered all existing traditional dictionaries to
enable the researchers from reading each root and its definition
part automatically.

*%i*

eV Gl sty gl Gl il edag il 8 Y il
prd ol IS @B Y ey L el o) JB s 8
addl (ias Gl guld kA S e Baed) dnpaaa
eS.A‘)-\A‘ ?X} G pa e JG ‘)/P.lj A Ugd 13 el ;ﬂ}
coall al gy o rdsis Ladd oy WS g5k B &1 baS
ole e cuﬁ\} 4c ) C) Lﬁi 6%1{21\ 4l &Lb}
**,i*

Jush Tyee 4 <liy,y sty cpa¥) als caud) g Y ol adadl Y
e s al ol Ay cada g iy ol sl s lel) am LY
SELPRRNP LSV SN REEL I PR A IS O SRR, IKF- S
25k ddse (N el (a5 adal Bl A gl aday s i
DYl dam o galgls L SSul ash S ISon
Dbt g ) g L LeenlS Aalindl Ae ) chig cAxlll Jd
ey Le sy s

* pix

JieS osall Jia b o @llle e 5 Lgdle 85 Y @Sl 5 ) sl sLa
-Jaal )gtu .oﬁij Jaall J.;\j ).N\ Ry 23 :d&g} .zjﬁtd\ A
O B el ey olead) G L) G35 1) s LYY U
g El ol Ja 48l
Lol 3l (e lal a8 Ay, sy oS el
o N Y rdsis LSl Aailly el 55 cadlal (3854l 5L
il il Sy sl ) e Jusll aay (JA3) 2Dl (e bl
petn Cud 118 LS il (e A ) ke e pendls e ey
Lol Aul O e cllyg aalall Ja g :f.:uﬂ\ gty Cadie \93 o lalf
Ccid sy ATy e ) 13 oM Sl | ) ) elaed e

}u\*ydﬁmﬁ‘}\;d\‘;@_m

Fig. 3. Sample text of Asas Al-Balaghah dictionary after distinguishing the
roots

B. Normalisation

Text normalisation is defined as a process that consists of a
series of steps that should be followed to wrangle, clean and
standardise textual data to a form which could be consumed by
other NLP and analytics systems and applications as input [13].

The process steps of the proposed text normalisation are as
follows:

1) Remove kasheeda symbol (*_").

2) Remove punctuations.

3) Remove diacritics.

4) Remove non-letters.

5) Replace hamza’s forms ¢, 1, 5, ) s with .

6) Duplicating any letter that has the (Shaddah " “")
symbol.

C. Extract All Information

In this section, we try to read all
dictionaries.

information in

232|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

1) Extract Roots and Their Definitions Part

A separate database was created and saved for each studied
dictionary. The created database consists of the distinguished
root and their definition part. Table 2 shows a sample of the
created database for some roots and their definitions parts
taken from Asas Al-Balaghah dictionary.

TABLE Il SAMPLE OF THE DATABASE FOR ROOTS AND THEIR
DEFINITIONS FOR ASAS AL-BALAGHAH DICTIONARY
Full Text Root
u_ua).hM@\):Y\UA\M\)d‘,\d\‘\_\b)ah}ﬂh\@)‘ﬁy\&\ ul

AN esﬂdswaadlweudu‘__;s\_&hlw«} Aol o4 J8
A}Hﬂ)ﬁ&ﬁ]\d\ﬁﬁ)dh@\)\wubﬂd\w?&uﬂ
t\_hjual\dt\)u/\ad)u)mﬂu\)\;msd}kﬁc\ ?)LAS}?SAJAA‘
a\.c)qc..u\}‘\.c)J\S)diuY\d

LY Bigha | yee dll B85 J g8t g cpau) g 2V a5 ALY )l aledl Y )
RN/ IKY- PG PRCHEE LIRS ) YU SPCIV. AN JERE L PR PR [FCRY PRC O RV
.\Jl;\)}ﬂ:}uuyu)dmhjhby\‘ﬂ_u&JM\ .‘uh.\ﬂju‘aﬁ)!\)s.:u.h}
sl m\;h,u\f ot S s alge D Sladll ey adal sl Ca3A
Jaity il s oSl a3l (a8 1588 iyl JB Basa JSLE Y ) 8 5
[ RN P TPPRNS FONRES IR PSS RERRT P E S PGS
L@J)MLAM.\\J

JeS Gasall i Sl g e ey Gile 5 )1 iS5 5 3L B
Y U Jaal g s Jaal s e S e 23 Jas 5 sdall slal)
AN Gl JIB 4yl ) 5, Sl s Slall e Y1 385 131 J i
b )5 48yl (38 5all 55 5 Waalae 3l 5al) (e lal 18 uua);\uisu;\@j
wduﬂ‘e;dﬂ‘ 23 (n ol g 3 Y J s LS sl Alailly el

LS il 3 e A diey e manl 5 Lo ysiay o jiadl 43 285 Jaill )
Al O e llds Aadill JE5 (il agian Cadia 13 o liall agia s 1516
il Jsity ATy ltie) 1) u,\s‘f}\} dall @) elael ey al gl
Jguta_'.:\,\m)g&a!l*u )

2) Extract Derivation Words and Roots As Piar

Using the AIll the derivation words of each root are
extracted from the definition parts using the following
algorithm:

(Condition 1), examine consonants in the root:

If all consonants letters constructing the root appeared in
the analysed word, then continue, else the word is rejected,
consonants letters are all the letters except vowels. For
example, in the root "<iS" the word that doesn’t contain "&" |
"o or "< letters is rejected. For example, the word ")sS"
is accepted and the word " U" is rejected , so the pair(, " 38"
"iS") js accepted, and the pair (""", " 1 5" is rejected.

(Condition 2), examine consonants order:

If all root’s letters appear in the same order as the word’s
letters, then continue, else the word is rejected.

For example, in the root "<iS" if any of the words contain
"er e or " letters in deferent order than it appears in the
root, the word will be rejected. This implies that the pair ("<sy"
") is rejected.

(Condition 3), examine consonants in the word:

If the word contains at least one of these letters,” 'S, 'z', 'z,
FTC TIPS TS NS B SVE I S S AT I and these
letters are not in the root then the Word is rejected. For
example, in the root "z_~" the word "z =" is rejected. The
word contains the letter "~" which doesn’t exist in root letters,

so the pair ("zo=~", " zu~3") is rejected.
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(Condition 3.1), examine replacing letter by another in the
word"Jluyim:

There are exceptions for condition 3 for "» k" letters, if
"a" comes after "J" letter in the word, """ may be omitted from
the root, for example the word "_22)" is accepted for "_a)"
root, so the pair ("_»J", "_235") is accepted, in some cases "a"
is converted to "<"for simplifying purpose.

if "L" comes after "k, L o= ,0=" in the word, "k"may be
omitted from the root, for example, the word " rxbhal" is

accepted for "»=" root, so the pair (" se= ", " sdaal") is
accepted,  in some cases "k" is converted to "< for
simplifying purpose.

(Condition 4), examine vowels in the root:

If the root contains vowel’s letters “s , 5, 1, or Hamza ""

it’s not necessary to accept the root that contains an exact
letter. Words that contains vowel letters is accepted for the
same root following the rule of Ebdal “J\x" in Arabic. For
example, in the root "J&"we accept the word "J&", so the pair
("d#A ", "JE") is accepted.

(Condition 5), examine vowels order:

If all root’s vowel letters appear in the same order as the
word’s vowel letters, then the word is accepted. For example,
in the root "J&" and word "J&" the vowels are in same order,
which is after "&" letter and before "J" letter, so the pair (, "J4&"
"Js8 ") is accepted.

If some or all of the vowel’s letter in the root are appearing
in deferent order, the word is a candidate but not sure true. Like
the word “s=” is not derived from the root “xcs”. In this case
the word is wrongly related to the root, but in other cases is
not, like the word “&x” and the root “.”. These candidate
words are examined in all other dictionaries, if the root is the
same, we change it to be true. So initially these pairs are
rejected until we compare it with other dictionaries.

(Condition 6), examine the existence of vowels:

If some or all of vowel’s letters in the root are not
appearing in the word, the word is considered as a candidate
but not sure true. For example, the word “J¥ and the root
“Js&. In this example, the word is truly related to the root, but
like the word "ci" it is not derived from the root "cx". These
candidate words are examined in all other dictionaries, if the
root is the same, the root will be changed to a candidate root.
Initially these pairs are rejected until it has been compared with
other dictionaries.

(Condition 7), examine root for duplication letter

If the root has a duplication letter like the root "z=" the
word that has one or two "z" letter will be accepted I|ke "o
word and "<y so these pairs are accepted, (@ "w") and

(n " "CA"")
Furthermore, for this type of root the word that repeats the
full root letters after the first full root letters will be accepted,

for example, the word "< for the root "z==" , so the pair
("Cma" M) S accepted
(Condition 8), examine these rules:
233|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Our work is opposite to the root extraction algorithms
work, they start from the derivation words to find the root. In
our work, the root is known initially and then the derivation
words have to be found. When the root is known, finding the
derivation words is much easier than finding the root. We have
used the rules that were discovered by root extraction
algorithm in [25]. These rules are mention below:

Prefix letters:

These letters can be added only in the prefix part. They are
e« s J}. Prefix part: is the part of the word, one or more
letters before the first letter of the root word. So if we found
these letters in place other than prefix part, and these letters are
not a root’s letter this word will be rejected. In root extraction
algorithm finding, the prefix part is a challenge, but in our
work, we can determine the prefix part as the root is known.
For example, the word "4.)1" founded in the definition part of
" root, so "w, <, " letters are consonant in the word,
the part before "us" letter in the word is the prefix, which is
"J". This word is accepted because"J" can be in prefix part, so
the pair ("< Aadl") is accepted. And "4l also founded in
the definition part of "<li" root, so "« , « , I" letters are
consonant in the word, but "o«" is not in prefix place, its after
"" 5o the pair ("< AlLdI) is rejected.

Suffix letters:

These letters can be added only in the suffix part. Suffix
part: Is the part of the word, one or more letters after the last
letter of the original root word. So if we found these letters in
place other than suffix part and these letters are not root’s
letters the word is rejected. In this paper the Suffixes are
limited to single letter suffix: {c}.

For example, the word "4si" founded in definition part of
"Jsi" root, so "J, s, I letters are consonant, the part after "J"
letter in the word is the suffix part, which is "=". This word is
accepted as ““ »” was founded in the suffix part, so the pair
("ds A4 is accepted.

Another example is the word "ssi" founded in the
definition part of " " root, so ", s, I" letters are consonant,
"" js not a root letter, and has not been found in the suffix
part, it is before "s" and not after, so the pair ("ssl ") is
rejected.

Prefix-Suffix letters:

These letters can be found only on both sides of the word,
i.e. in the suffix part or in the prefix part. They are :{s, &, o}

If these letters have been spotted in place other than prefix
part or suffix part in the word, and these letters are not a root’s
letters this word is rejected. For example, the word "u=si" and
the root "u=i", this word is rejected because " ¢" is not in
prefix or suffix places, it’s neither before "™ nor after "w=", so
the pair (" o= ,o=sl") is rejected.
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All roots and their derivation words are stored in a
database. Table 3 shows a sample from the database for *“ Asas
Al-Balaghah” dictionary after picking the derivation words.

The database contains the roots, their derivation words, and
the definition part for each root; derivation words were
distinguished by putting each derivation word between
brackets.

TABLE Ill.  SAMPLE OF THE DATABASE FOR “ ASAS AL-BALAGAH” AFTER
PICKING THE DERIVATION WORDS.
Root Derivatives Definition Part
Words
1585 5 srainl 5 [1p8a] asdll [23a]
[1sadlais] [1sadad ] [1sadial 5] oslatll
s ta ata [pesadin 5] Cxislaia dile | grainl ya¥) o

e [2a] oie 5 Tadia [paadial 5] [paial]
Ao adine 3 ghna [3sdna] a5 il

A el 1X 8 U [Dadialg] a3
any Oy gl 13) ALl 3 U [adial 5]
[8a] aila (3 5 L) Jiia) Fiball [adial 5]
8 4gm s 45n y a3a 3 s

O S 135 il (5 8 Lo [opsaiialls]
[2a] e el 508 dic iy ¥ el o g (e
el e [35a3] L 3 o S 505

I s2diai s | sadiial
aginia g ) sadlats

s Tada adadal s anadal
Caadial g 3 pdne s
2dla adial g Adiial 5
et adla oysailall

3) Extract Prefixes, Suffixes and Patterns

Since the root and its derivation words are known, prefix,
suffix and the pattern can be extracted from each word. "<"
will replace the first root letter, "g" will replace second root
letter, and "J" will replace the third root letter in the word. If
the root is more than three letter length, "J" will replace all the
rest of the letters.

For example in Table 3 the trilateral root is "xi~" and the
derivation words are:

pdaial g anadal agiadiay )oadlady |sadads fsadialg lagda adac
’AJLA ,u)MLA.“} AJ:LA, _\.uua‘} ’A.\.ﬁ;‘) jk_l_\.uu;‘) ,J):;AM ’_\.ux; ”‘Aﬂ;,
" :# -

"<" will replace "z","¢" will replace "', and "J" will
replace "2" in all derivation words for "2ia" root. Now the
patterns are:-

(Jxd Slab aglail g agladl agilaby | sleliiy | slaiis, | sbeidl s Y gad Jait
" J&SJ ,JS:LB ,u)k;m‘) dS:LB, dﬂﬂ‘} ’Lla.:\ﬂ‘} ’J-L\ﬂ" .~~\} ’d)&SA

And for quadratic root like "z =", "<" replace "a","g"
replace "z", "J" replace ".", and "J" replace "z" in the
derivation words for "z_~2" root. So the derivation words
like("pd 52022 0 adia 7 axill")  the patterns will be (sl
"o ek G leie)

The part of the pattern before "<" is considered as prefix
and the part of the pattern after last "J" is considered as a
suffix, so "d=&" has no prefix or suffix, “osleldls” has "J)s"
prefix and "os" suffix. All prefixes suffixes and patterns in all
dictionaries were collected saved in a separate database, Table
4 shows a sample of the database for prefixes suffixes and
patterns.
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TABLE IV.  SAMPLE OF THE DATABASE FOR PREFIXES SUFFIXES AND
PATTERNS

No Word Pattern Prefix Suffix
1 Clivaiall O ladiall Caall g <l

2 Ofaie Uladle S o

3 PPN g slai] ol PO P)

4 aalia als aalilxils ] aals

5 [P | sladigd g Cai g Is

6 BE ) Ostading S O3

7 Clailall EDlelll Js &l

) R - . -

Now our corpus contains (12000) roots, (430) prefixes,
(4320) patterns, (720,000) word-root pair.

V. EXPERIMENT AND EVALUATION

In this section a comparison between our corpus, Khoja and
Garside corpus, Buckwalter corpus, and Al-Shawakfa et al
corpus was conducted. The result of the comparison is shown
in Table 5.
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authors wanted to test or compare these algorithms are the
manual verification for a result, and the absence of a corpus
that has the word and its root as a pair.

khoja accurcy

60%

50%

40%

30%
M khoja accurcy ’

20%

10%

r T 0%
Al-Shawakfa et al lists Khoja and Garside lists

TABLE V. COMPARISON BETWEEN OUR CORPUS, KHOJA AND GARSIDE
CORPUS, BUCKWALTER CORPUS, AND AL-SHAWAKFA ET AL CORPUS

No of No of No of No of No of word

Corpus 8 - .
root prefixes suffixes patterns | root pair

Khoja

and

Garside 4748 11 28 46 0

corpus

Buckwalt | 749 [ 299 618 3531 0

er corpus

Al-

gp:l‘”akfa 3823 |8 10 73 276000000

corpus

Our 12000 | 430 320 4320 720000

Corpus

The Table 5 shows that Khaja and Buckwalt corpuses have
not paired each word with its root. As mention earlier, Khojas
corpus has limited number of suffixes, prefixes and patterns. It
has been shown that Shawakfa corpus has more suffixes,
Prefixes and pattern in comparison with Khoja’s corpus. Our
corpus has the longest lists of roots, prefixes, suffixes and
patterns. Al-Shawakfa et al corpus have the longest list of the
word-root pair, but as mention in previous work section many
words are semantically incorrect.

Khoja and Garside reported 96% accuracy of her stemmer
using newspaper text on the assumption it was evaluated on the
developed corpus. However, details of the evaluation
methodology are not available, the text used in evaluation and
accuracy metrics[26].

Khoja and Garside algorithm was tested in many studies; it
was tested in [10] study, the test reveals an accuracy of 34%,
and tested in [3] study, the test reveals an accuracy of 74%.
This is due to differences in size and type of the data sets that
are used[4]. The main challenges or problems that faced

Fig. 4. Khoja and Garside algorithm’s accuracy before and after supplying
Al-Shawakfa et al corpus’s lists

Khojas algorithm was tested using Al-Shawakfa corpus. An
accuracy of 34% was obtained initially. The accuracy of the
test has increased to 55% after providing Khoja’s algorithm
with Al-Shawakfa corpus lists, see Figure 4.

Khoja and Garside algorithm was tested on the newly
developed corpus to compute the accuracy of their algorithm.
Khoja and Garside Algorithm achieved about (63%) average
accuracy. This is due to many factors:

Restricting the result for just (4748) roots, (3,822) trilateral
roots, (926) quadrilateral roots. It has ignored (7252) roots, for
example, the word "4ll" is stemmed is to the wrong root "oa",
because the root "<"is missing.

Missing a very large number of prefixes, suffix, and
patterns, for example, the word "—ws" is not stemmed,
because it is missing the pattern "de 5",

khoja accurcy

90%
80%
70%
60%
50%
40%
30%
20%
10%
0%

M khoja accurcy

Our lists Khoja and Garside lists

Fig. 5. Khoja and Garside algorithm’s accuracy before and after supplying
our corpus’s lists

Another test was conducted on Khoja and Garside
algorithm after supplying the newly developed corpus with our
lists of roots, prefixes, suffixes, and patterns. Khoja and
Garside algorithm has achieved (84%) average accuracy.
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Figure 5 shows Khoja and Garside algorithm accuracy average
rate before and after supplying the newly developed corpus’s
lists .

V. CONCLUSION AND FUTURE WORK

In this work, a new corpus has been developed based on
traditional manual Arabic dictionaries “mu’jams”. The
developed corpus was built mainly for testing, comparing and
enhancing Arabic root extraction algorithms; we automatically
extracted from these dictionaries (12000) roots, (430) prefixes,
(320) suffixes, (4320) patterns, (720,000) word-root pair.

The developed corpus covers all types of words and all
roots. It contains each word paired with its root. The
developed corpus will save a lot of time and effort compared
with the manual corpus previously used for testing purposes.

There is no need for the manual verification usually done
by consulting Arabic language experts. Arabic root extraction
algorithms can test and compare their finding using the newly
automated corpus.

Khoja and Garside Arabic root extraction algorithm was
tested using the developed corpus. The test has given results
with (63%) accuracy.

The test was carried out after supplying it with our lists of
roots prefixes, suffixes, and patterns the accuracy of it becomes
84%.

We plan to enhance the accuracy of Khoja and Garside
algorithm and solve problems such as affix ambiguity, Ebdal
and Eqlab, stop words, foreign words and the problem with one
solution.
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