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Abstract—Cloud computing (CC) is the next revolution in the 

Information and Communication Technology arena. CC is often 

provided as a service comparable to utility services such as 

electricity, water, and telecommunications. Cloud service 

providers (CSP) offers tailored CC services which are delivered 

as subscription-based services, in which customers pay based on 

the usage. Many organizations and service providers have started 

shifting from traditional server-cluster infrastructure to cloud-

based infrastructure. Nevertheless, security is one of the main 

factors that inhibit the proliferation of cloud computing. The 

threat of Distributed Denial of Service (DDoS) attack continues 

to wreak havoc in these cloud infrastructures. In addition to 

DDoS attacks, a new form of attack known as Economic Denial 

of Sustainability (EDoS) attack has emerged in recent years. 

DDoS attack in conventional computing setup usually disrupts 

the service, which affects the client reputation, and results in 

financial loss. In CC environment, service disruption is very rare 

due to the auto-scalability (Elasticity), capability, and availability 

of service level agreements (SLA). However, auto scalability 

utilize more computing resources in event of a DDoS attack, 

exceeding the economic bounds for service delivery, thereby 

triggering EDoS for the organization targeted. Although EDoS 

attacks are small at the moment, it is expected to grow in the 

near future in tandem with the growth in cloud usage. There are 

few EDoS detection and mitigation techniques available but they 

have weaknesses and are not efficient in mitigating EDoS. Hence, 

an enhanced EDoS mitigation mechanism (EDoS-EMM) has 

been proposed. The aim of this mechanism is to provide a real-

time detection and effective mitigation of EDoS attack. 

Keywords—Cloud computing; Economic Denial of 
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I. INTRODUCTION 

Internet has become an integral part of our everyday 
routine. Technology has evolved rapidly especially around the 
field of Information and Communication Technology (ICT) 
whereby new platforms are being continuously introduced; 
leading to newer opportunities and challenges [1], [2]. Cloud 
computing (CC) is one of the latest revolution in ICT [3]. It is 
a model in which computing is delivered as any other 
commoditized service like electricity, water, and 
telecommunication. CC solutions are usually offered by Cloud 
Service providers (CSP) by providing customizable cloud 

service models such as Infrastructure-as-a-Service, Platform-
as-a-Service, and Software-as-a-Service [4]. In fact, cloud 
spending was forecasted to touch $37 billion in 2016 
alone [5]. 

There are abundant of security concerns for CC as it 
incorporates numerous distinct technologies including 
networks, systems, virtualization, scheduling, DBMS 6 
management, load balancing, etc. [6]. Hence, security 
concerns for many of these systems and technologies are also 
applicable to CC. Security in the cloud is accomplished, in 
part, through third party utilities and assertion much like in 
old-fashioned outsourcing engagements [7]. However, as there 
is no collective CC security standard, there are additional 
challenges related with this. Cloud service providers tend to 
implement their own copyrighted standards and security 
technologies, and deploy divergent security models. 
Consequently, such tendencies call for qualities of each 
technology and system to be assessed individually. More of 
this discussion is presented in Section II. 

One of the most common security threats to most devices 
and services connected on the Internet is the Denial of Service 
(DoS) and Distributed Denial of Service (DDoS) attacks [8]. 
With the advent of CC, a mechanism known as sPOW was 
proposed by Khor and Nakao in 2009, so that the impact of 
DDoS can be alleviated by continuously scaling up the 
amount of required resources, i.e., elasticity (bandwidth), of 
devices and/or services [9]. Although it is true that service 
availability can be assured for legitimate users, a newer issue 
arises because of the usage of elasticity for withstanding 
DDoS attacks. The new issue is about the high cost that needs 
to be paid by the client/user of the CC platform due to extra 
resources allocated due to resource saturation caused by the 
DDoS attack [9], [10]. Consequently, a new term has been 
coined to characterize this particular issue that happens in a 
CC environment: an Economic Denial of Sustainability 
(EDoS) attack [11]. 

With the introduction of infrastructure as a service (IaaS) 
models for cloud computing, commodity servers have become 
a necessity for the computing resource needed by such IaaS 
models [4]. Organizations can now save on Capex for 
infrastructure, licensing as well as on Opex cost for 
maintenance and support service of infrastructure. Instead of 
handling all the costs by themselves, they just need to pay for 
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the bandwidth, storage, and computing power similar to the 
utility charge for water and electricity, i.e., pay-per-use. Since 
cloud infrastructures have an important auto-scaling feature, 
i.e., elasticity, compared to traditional computing 
infrastructures, they are less susceptible to flash flood and 
DDoS attack. However, the elastic nature of cloud computing 
can be used against the clients in a different form of attack, an 
EDoS attack. The intention of EDoS attacks is not to overkill 
and crash a server as that of traditional DDoS attack; instead, 
the objective of an EDoS attack is to consume cloud resources 
in such a manner as to affect the cloud hosting expenses to 
incur high cost on the victim’s bills [11]. 

In the remainder part of this article, DDoS is asserted as a 
major cause of EDoS attack in CC environments. In addition, 
this article also investigates the existing techniques proposed 
to detect and mitigate DDoS (EDoS) attacks and their 
limitations in CC environments. Afterwards, the details of the 
proposed mechanism are described in details to mitigate it 
effectively. 

II. RELATED WORKS 

Most of the current literature available addresses mainly 
on DDoS protection emphasizing on techniques for preventing 
of apparently malicious traffic at the network or application 
layer. There is very limited number of literature that are 
available to provide deployable solutions specifically for 
mitigating EDoS attacks in Cloud Computing environment. 
Most of the researchers in the field of CC and network 
monitoring are relying on the predefined threshold and on 
entropy techniques to detect anomalies in network traffic. 
Some of the well-known EDoS defence techniques are as 
under. 

A. Self-verifying Proof of Work (sPOW) 

Khor and Nakao proposed a self-verifying proof of work 
(sPoW) [9]. This method employs an application layer 
mitigation mechanism. The main function of this mechanism 
is to filter the attack traffic before it starts overcommitting 
resources. The concept of self-verifying Proof of Work 
(sPoW) is introduced to transform the network level DDoS 
traffic to distinguish the EDoS attack, On-demand network 
filter and prioritize legitimate traffic. sPoW consists of two 
main activities: 1) converting network-level DDoS into traffic 
that can be distinguished and filtered by simple packet pattern 
matching, and 2) allowing the remaining legitimate traffic 
stream to pass through. The combination of both legitimate 
and application-level DDoS traffic then competes for server 
resources by solving self-verifying proof of work (sPoW). The 
first action discards network-level DDoS traffic before it 
activates the billing mechanism. The second action uses 
puzzle solving technique to allow genuine traffic to contend 
and reduce the aggregate of expensive cloud resources 
consumed on application-level DDoS. 

sPoW is the solitary steadfast method to prevent EDoS in 
CC. Conversely, it also inherits a number of limitations. 
Firstly, asymmetric computational power consumption for the 
clients. Solving computational puzzles require more CPU 
power and suitable only to faster CPUs. Therefore, mobile 
devices with less processing power will not be able to resolve 

the puzzles, thus unable to access the cloud resources. Green 
et al. iterates the problem of computational disproportion 
when Graphics Processing Unit (GPU) is used by attacker to 
resolve the puzzles [12]. Secondly, the Server must create 
separate channels to address each request. In case of a large 
number of incoming requests, server will generate number of 
puzzles which leads to puzzle accumulation attack if puzzles 
do not resolve in time. 

B. Cloud Trace Back (CTB) 

Ashley Chonka and co-researchers proposed the Cloud 
Trace Back (CTB) and Cloud protector model [13]. CTB is 
built upon Deterministic Packet Marking (DPM) algorithm 
[14]. CTB is implemented on the edge routers in directive to 
be close to the source of the cloud network. In directive to use 
Cloud Trace Back Mark (CTM) tag in the CTB header, it is 
positioned in front of the web-server. Consequently, all 
service requests are initially forwarded to the CTB for 
marking, thus efficiently confiscating the service provider’s 
address and averting a direct attack. If an attack is effective to 
bring the web-service down, the target server will recover and 
rebuild the CTM tag to disclose the identity of the target 
source. CTB requires Cloud Protector (CP) to eliminate a 
DDoS attack. CP acts as a filter engine. The CP is a self-
learning back propagation Neural Network (NN), to support 
detection and filtration of DDoS [15]. A neural network is a 
set of connected units made up of input, hidden and output 
layers. In a neural network, the emphasis is on the Threshold 
Logic Unit (TLU). The TLU injects input objects into an array 
of prejudiced quantities and calculate to check and compare 
with the defined threshold values [16]. 

In 2012 VivinSandar and Shenai came up with the 
framework to address EDoS by confronting HTTP and XML 
based DDoS attack [17]. This framework is a combination of a 
firewall and challenge server. The challenge server directs the 
Graphic Turning Test (GTT) to the user and if the user solves 
the offered GTT, then user host is added to the whitelist of the 
firewall to allow future access of the user. On the contrary, if 
the user fails to resolve the test in case of automated tools or 
bot, then host will be added to firewall’s blacklist and user 
access will be blocked in the future. This framework limits 
traffic from automated tools or bots, but it provides no 
protection in case attack is initiated from already whitelisted 
hosts (or spoofed). Furthermore, this method is very 
elementary in providing a firm protection against EDoS. Also, 
this method faces the same challenges with sPow in puzzle 
resolution and computing power requirements besides being 
prone to puzzle accumulation attack. 

C. EDoS-Shield  

Sqalli and co-researchers proposed a mitigation technique 
called EDoS-Shield [18]. The scheme differentiates between 
legitimate and malicious requests through verification of 
human presence at the end-user machine. The proposed 
architecture of the EDoS-Shield mitigation mechanism 
comprises of Virtual Firewall (VF) and Verifier Nodes that 
operates in tandem to perform the EDoS mitigation tasks. The 
firewall filters incoming requests based on two lists, namely: 
whitelist and blacklist. Whenever the client makes an initial 
access request, the verifier node verifies it through a Turing 
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test. If the client passes the Turing test, its IP address will be 
included in the white list and subsequent requests from the 
same client are forwarded directly to the cloud scheduler, 
approving resource allocations. On the contrary, if a user fails 
the Turing test, its IP address will be held in the black list and 
subsequent requests from this user will be dropped by the 
front-end firewall itself. However, the proposed approach has 
a few shortcomings. Firstly, its vulnerability to IP address 
spoofing. An EDoS attack perpetrated by an attacker using a 
spoofed IP address belonging to the white list of the verifier 
node, would remain undetected. A second shortcoming is the 
high number of false positives identified through blocking of 
many IP addresses belonging to legitimate users, as the two 
lists are not updated in a timely and accurate manner. 

An enhanced version of the EDoS-Shield was proposed in 
2012 by Al-Haidari and co-researchers [19] wherein, a Time-
To-Live (TTL) field is appended alongside the IP address of 
end-users requesting for cloud services. In this approach, the 
authors attempt to thwart the threat of spoofed IP addresses, as 
the distinctness in IP addresses when accompanied with a TTL 
field; will help differentiate malicious clients using spoofed 
addresses from legitimate ones. A similar scheme proposed by 
Chapade and co-researchers allows for classification of 
network traffic into legitimate and anomalous based on mean 
absolute variances of TTL values [20]. 

D. Scrubber Service 

Naresh Kumar and co-researchers proposed In-cloud 
scrubber service for EDoS mitigation [21]. This method 
consists of on-demand EDoS mitigation web service 
(Scrubber Service). In-Cloud Scrubber spawns a service and 
validate the client side submission of a crypto puzzle [18]. The 
service provider can select between two modes: normal mode 
or suspected mode. When the service provider perceives that 
the web server is under normal situation, then it runs in normal 
mode. In suspected mode, the consumer/user resolves the 
spawned crypto puzzle through brute force method to attest its 
legitimacy for service access. Once the service provider 
observes the web server resource exhaustion beyond an 
acceptable limit and high bandwidth utilization, this could be 
considered as high level DDoS attacks. Thus, service provider 
enables its suspected mode and an On-demand call is directed 
to the Scrubber service to generate and verifies hard puzzle. If 
the service provider observes low-level DDoS attacks, i.e., the 
web server resource exhaustion level is within an acceptable 
limit with normal bandwidth utilization, the Scrubber service 
generates and verifies moderate puzzle. 

E. EDoS Armor 

In the year 2013, Masood proposed an EDoS mitigation 
framework for E-Commerce applications [22]. It is a two-fold 
solution with an admission control and a congestion control. 
This is a multi-dimensional protection system; firstly, when 

user initiates a session, the server sends a challenge to the 
user, it may be either a GTT or a cryptographic puzzle form. 
Once the user resolves the challenge, the request will get 
forwarded to admission control. If the user could not resolve, 
the session of the user will be dropped and the number of 
connections to the server will be limited for the user. This 
mechanism uses port hiding method to limit the users, as 
attack cannot be initiated in the absence of valid port number. 
In the next phase, user browsing behavior is monitored for 
continuous learning. If an anomalous behavior is observed, 
service priority for such users is reduced resulting in slow 
service response thereby mitigating application DDoS. 

Although, there are some existing mechanisms to mitigate 
EDoS attacks as aforementioned. Nevertheless, these 
mechanisms possesses some constraints which limits their 
implementation in CC environments. Therefore, an enhanced 
mechanism is needed to counter EDoS attacks. Hence, we 
designed an effective mitigation mechanism to address the 
EDoS attacks in CC environments. 

III. PROPOSED MECHANISM  

This section discusses the proposed EDoS Mitigation 
Mechanism (EMM) in Cloud Computing (CC) environments. 
This mechanism aims to deliver an enhancement over existing 
mitigation techniques that were discussed in Section II to 
minimize the damages caused by an EDoS attack. The design 
of the proposed mechanism, i.e., EDoS-EMM and its 
components are discussed in relevant subsection. 

EDoS-EMM involves the amalgamation of three main but 
interconnected modules which are called: 1) Data 
preparation, 2) Detection, and 3) Mitigation. The first module, 
i.e., Data Preparation, is accountable for flow-based 
monitoring and data collection. The collected flow 
information is processed and segregated based on the type of 
protocol before the flows being summarized and passed to the 
next module. The second or the Detection module analyses the 
collected datagram packets and process them in real-time to 
extract information like source and destination IP, port 
number, and number of packets per second. This module is 
also responsible to allow dynamic threshold settings as well as 
anomaly detection. Finally, the Mitigation module is 
responsible for generation of alerts and mitigation of attacks. 
This module initiates the process of updating of rules on the 
network devices to take appropriate action like blocking 
network traffic originating from an IP address for specific 
period. The decisions are made through a decision engine that 
analyses the incoming traffic against a set of rules. Fig. 1 
depicts the architecture of the proposed EDoS-EMM. 

In the following subsections, all components within each 
of the mentioned modules are discussed in depth in terms of 
their functionalities. 
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Fig. 1. Architecture design of EDoS-EMM. 

A. Data Preparation Module 

The data preparation module is responsible for data 
gathering, segregation, and normalization of flow information 
as shown in Fig. 2, which is essential to perform flow-based 
flooding detection using OpenFlow (OF) controllers [23]. This 
module collects flow information and periodically exports 
them to the protocol-based segregation component as 
mentioned in the following subsections. 

 

Fig. 2. Components within data preparation module. 

1) Network Flow Collection 
Network flows from the network switch will be collected 

using sFlow agent with a design as depicted in Fig. 3. The 
collected flows are then sent to sFlow collector for 
information extraction. To overcome the limitation with native 
approach as discussed in Section II, EDoS-EMM leverages on 
packet sampling technique provided by sFlow to monitor 
traffic in real-time, Packet sampling decouple the flow 
collection process form the forwarding plane and provide all 
flow-related statistical information. It collects the packet 
samples creating flow and update counters for every flow 
entry as controller application. This method provided efficient 
and aggregated packet forwarding, eliminating the specific 
flow entries requirement of native OF approach and overcome 
flow table size limitations by reducing the number of flow 
entries in OF switches. 

 
Fig. 3. Network flow collection process. 

sFlow collector collects the updates of respective counters 
in monitoring module on a periodic basis, i.e., packet 
sampling, and hence eliminating the need to maintain and 
compare detailed flow information for each flow entry. 
Therefore, EDoS-EMM uses a simplified flow collection 
algorithm as shown in Fig. 4, to minimize system resource 
requirements and provides adequate information for a reliable 
attack detection process. 

 

Fig. 4. sFlow agent algorithm. 

Flow Sampling and Counter Sampling are two types of 
sampling techniques available for a sFlow agent [24]. Both 
sampling is independent of one another and recommended to 
use in conjunction. Flow Sampling collects statistics about a 
specific service whereas Counter Sampling collects 
information about traffic on interface. Flow Sampling is based 
on sampling ratio, sFlow agent can parse sample packet 
information for incoming and outgoing packets of an 
interface. Flow sampling technique monitors the traffic details 
and parse behavior of network traffic. In Counter Sampling 
technique, sFlow agent gets periodic statistics on a monitored 
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network interface. This technique focus only on the traffic 
statistics rather than traffic details on network interface. 

2) Protocol Based Flow Segregation and Summarization 
This component filters and segregates the flow information 

using 6-tuple information collected from 12 tuple information 
from sFlow datagrams. The extracted information is filtered 
based on the protocol or on service like TCP, UDP, and ICMP 
protocols with flow going towards a destination host IP. This 
component extracts the 6-tuple information like switch ID, 
source IP, destination IP, source port, destination port, and 
counter from the datagram as shown in Fig. 5. Extracted 
information is then further processed using sketch data 
structure [25], a probability data summary procedure, to 
randomly cumulative high dimensional data stream into small 
dimensions. The sketch data structure is a probabilistic data 
summary technique. It randomly aggregates high dimensional 
data streams into smaller dimensions. 

 

Fig. 5. Extraction of essential flow information by sFlow agent. 

In this data structure, every data element 𝑎𝑖 = (𝑘𝑖, 𝑣𝑖) 
consist of key 𝑘𝑖 and its associated value 𝑣𝑖 in sketch data 
modelling. Whenever new packets arrived in network, its 
corresponding value gets added with the same key. The 
proposed EDoS-EMM utilizes Source IP (srcIP) as the key 
and the number of packets per service protocol (ICMP, UDP, 
HTTP) as the corresponding value as shown in Fig. 6. 

 

Fig. 6. Data feed within the sketch data structure. 

This information will later be utilized by Module 2 as 
described in Subsection B to set a dynamic threshold using 

Hellinger Distance and Entropy based flood detection for 
alerting and mitigation of attack. 

B. Detection Module 

The Detection module has two independent components 
namely: Threshold detection and Anomaly Detection. 
Threshold calculation component relies on Hellinger Distance 
(HD) probability distribution whereas anomaly in traffic is 
detected using an entropy method. Output of the both module 
is correlated to confirm the attack in network and provided as 
input to Module 3 for generating alerts and perform the 
mitigation of attacks. A natural idea for flooding detection is 
to identify changes in traffic volume or rate. In such methods, 
alarms are raised if the traffic volume during a time interval is 
larger than a threshold predicted according to past normal 
conditions. A main issue of volume/rate monitoring is that the 
detection accuracy can be severely degraded if the normal rate 
is dynamic in the observation window due to the random 
nature and the flooding attack rate is not very high [26]. The 
Hellinger distance (HD) [27] which describes the deviation 
between two probability distributions, has been proposed as a 
detection method. The Hellinger distance is defined between 
vectors having only positive or zero elements. The HD 
mechanism has shown its strong capability to detect flooding 
attack because the low-rate flooding is likely to have different 
probability distributions from the normal traffic [27]. 

Sample flows collected by the sFlow agent will be 
processed using sFlow-RT and REST API’s to control the 
packet flow in the network using an OpenFlow controller. The 
segregated traffic from Module 1 is fed as input to Module 2 
for training data as depicted in Fig. 7. 

 
Fig. 7. Segregated traffic and data training processes. 

1) Threshold Detection 
To indicate the anomaly in the network, a detection 

threshold is required. To obtain a dynamic threshold that 
allows the proposed mechanism to be used in any kind of 
network environment, EDoS-EMM relies on the Hellinger 
Distance (HD) probability distribution method. HD is used to 
measure the distance between two probability distribution 
[28]. To compute HD, assume two distributions on same 
sample space are present, namely 𝑃:(𝑝1,𝑝2,………,𝑝𝑛) and 
𝑄:(𝑞1,𝑞2,………,𝑞𝑛). HD between two distributions can then 
be defined as: 

   (𝑃 𝑄 )   
 

 
 ∑    
  (√𝑃𝑖   √𝑄𝑖)

2   
(1) 

As it may be obvious, any benign changes observed in a 
monitored traffic pattern may indicate high HD values, 
resulting to higher false positives. To address this anomaly, 
EDoS-EMM adopts Exponential Weighted Moving Average 
(EWMA) method. A dynamic threshold will then be 
calculated as: 
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    |       |     (3) 

        (    )               (4) 

    
                     + 𝜇 .         (5) 

Where  𝑛 represent the current counter value in row one 
for the source IP in HD.  𝑛 and  𝑛+1 are the estimated average 
of current and upcoming HD.  𝑛 gauge the deviation of  𝑛+1 
from  𝑛.  𝑛 and  𝑛+1 denote current and subsequent mean 
deviation. EWMA by G.J. Ross is utilized to forecast the 
upcoming values based on current values [29]. On the basis of 

 𝑛+1 and  𝑛+1 the estimated threshold     
          is calculated 

where the recommended value of   and 𝛽 is defined as 0.125 
and 0.25, respectively [29]. Threshold should be defined as 
higher value than the HD in normal condition to prevent any 
false alarms. Therefore, the variables 𝜆 and 𝜇 help in defining 
a safe margin for each threshold value [30]. 

In case of a potential EDoS attack, the threshold will shift 
the probability distribution acquired from current sketched 
dataset. Thus the  𝐷1 become larger than the threshold 
calculated and anomaly detection is enumerated. To safeguard 
the threshold in case of an attack, “estimation freezing” is also 
performed. In this procedure, the current training set is first 
frozen and the upcoming dataset is proceeded to be tested in 
next time interval. Thus, HD will be calculated between frozen 
dataset and the upcoming dataset. This “one freezing one 
proceeding” action will continue till the  𝐷1 value drop 
below the current threshold value. The main motive is to keep 
the  𝐷1 value high during attack. Secondly, the threshold is 
frozen to avoid being impacted by the attack, by not updating 
it until the  𝐷1 drops below the defined threshold using the 
above-mentioned equations. 

2) Anomaly Detection  
Consolidated data from previous component are provided 

as input to attack detection module at regular interval of time. 
In the case of EDoS-EMM 20s time window is chosen, to 
achieve near real-time attack detection coherent with similar 
studies [31], [32]. 

For each time-window (20s), this component inspects all 
flow entries, revealing any anomaly in network flow and 
classifying a likely attacker or the victim of the attack. This 
architecture can integrate various algorithms especially 
statistical anomaly detection [33], machine learning-based 
anomaly detection [34] and data mining based anomaly 
detection [35] as presented in [36], [37]. In the proposed 
EDoS-EMM, an entropy-based algorithm [38] is adopted as 
the anomaly detection algorithm. This chosen algorithm not 
only effectively classifies attack patterns, but also 
distinguishes the attackers and the victims. Once network 
anomaly is detected, the algorithm examines and correlates 
definite network metrics identifying the attack and revealing 
all related information to the Attack Mitigation module. 

Entropy-based detection method can be applied to monitor 
network abnormalities in any type of network topologies with 
diverse traffic characteristics for classification and detection 

of anomalies. Entropy measures the randomness of a unique 
data set. Higher and lower values of entropy signify dispersed 
and/or concentrated probability distributions, respectively. To 
ensure a metric neutral of the number of unique values of the 
data set, the entropy is normalized by dividing it with the 
highest entropy value of the data set, so that its values range in 
(0, 1). Note that the source IP address (srcIP), the source port 
(srcPort), the destination IP address (dstIP) and the 
destination port (dstPort) are the required feature for the 
traffic flow distributions. In case of an attack, the attack 
source generates a large number of flows, causing the source 
IP address to dominate in the flow distribution. Based on 
fluctuations in entropy, the algorithm can distinguish the 
anomaly in network using dynamic thresholds. 

Shannon introduced entropy to measure the ambiguity of 
random variable in operational data [39], [40]. When applied 
to an information source, the entropy measures the 
information enclosed in a message and is inversely related to 
its probability of occurrence [41]. Due to this, the word 
“entropy” is also referred to as information entropy which is 
defined as the average amount of the information in certain 
event [42]. 

Suppose that there are a set of 𝑛 events {𝑎1,2,…….,𝑎𝑛} 
whose probabilities of occurrence are {𝑝1,𝑝2,…….,𝑝𝑛} 
respectively. In a selection of the event, the information gain 
from an event 𝑎𝑖 on that particular selection is log (1𝑝𝑖). For N 
selections, the occurrence of event 𝑎𝑖 is (𝑁∗ 𝑝𝑖). Thus, the 
total information 𝐼 obtained from N selection is: 

I = ∑ (𝑁 ∗ 𝑝𝑖) 
    *    (

 

  
)    (6) 

Then entropy which is average information of an event is 

 Entropy = 
 

 
 = (

 

 
)∑ (𝑁 ∗ 𝑝𝑖) 

    *    (
 

  
)  (7) 

Entropy =     ∑ (𝑝𝑖) 
    *    (𝑝𝑖)   (8) 

Where, K is a positive constant which is the choice of a 
unit of measurement [39]. From the equation of entropy, it has 
been shown that the more uniform a probability distribution is, 
the larger is its information entropy [43]. The entropy is said 
to be at its maximum when all the observed events have an 
equal probability pi, which signals the most uncertain situation 
[39]. In other words, an event which has higher entropy is less 
predictable based on the interpretation of entropy as an 
information measure [43]. 

C. Mitigation Module 

This module is responsible for identification & mitigation 
of attack in the network. Input from Module 2 (threshold and 
anomaly detections module) is provided to decision engine 
where a dynamic threshold is used to detect the EDoS attack 
and entropy analysis is used to verify the existence of attack. 
Both feedbacks from Module 2 is correlated with the traffic 
statistics from the OpenFlow network Switch. Based on the 
correlation, the decision engine in tandem with the mitigation 
engine make decision to either drop the packet on network 
perimeter or report the anomaly to the network/client 
administrator. Fig. 8 depicts the components and process of 
Mitigation module. 
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Fig. 8. Flow diagram of mitigation module. 

1) Decision Engine 
Decisions engine correlate the input from Module 2 as well 

as the statistics from the traffic flow through the OF Switch to 
compare and classify the anomaly in the network. For 
instance, Decision engine compares the defined threshold in 
Module 2 with the traffic flowing in the network along with its 
corresponding entropy value. If the network flow from an IP 
address to the client network, with the defined threshold 
exceeded and entropy value is 1, then it is classified as attack. 
Subsequently a request is forwarded to mitigation module to 
drop the network traffic originating from that IP address. 
Whereas, if the flow is less than the defined threshold and the 
entropy is lesser than 1, a network anomaly will get registered 
and an alert is raised as presented in Fig. 9. 

 

Fig. 9. Flow diagram of decision engine. 

2) Mitigation Engine 
Mitigation engine generates rule updates from the 

information gathered by Module 2. Attacker/anomaly-
generating IP addresses gets identified along with the 
corresponding switch address. This engine creates rule to drop 
or block an IP address at the cloud’s network switch. Once a 
rule is formulated as shown in Fig. 10, it is sent to OpenFlow 
controller to push it to the network switch to mitigate the 
ongoing attack. This engine also generates an additional 
message to send to user/client and Security operation Centre 
of the respective Cloud Service Provider (CSP) via E-
mail/SMS or other methods. 

 

Fig. 10. Flow updated rule sample. 

3) Alerting Engine 
Alerting engine allows EDoS-EMM to generate alert and 

update the client’s cloud administrators via periodic email 
updates. In case of an anomaly detected in the network, this 
engine sends network updates using its periodic update cycle 
as defined by client. Whereas, in case of an attack, it 
immediately sends a Short Message Service (SMS) along with 
an E-mail alert to the client as well as CSP’s Security 
Operation Centre (SOC) for notifying the ongoing attack. 

IV. CONCLUSION AND FUTURE WORK 

In this paper, an enhanced EDoS mitigation mechanism 
has been presented. The proposed mechanism, i.e., EDoS-
EMM is expected to address the limitations of existing EDoS 
techniques by providing real-time detection and mitigation of 
EDoS attack in cloud computing environments. The design of 
an EDoS-EMM mechanism was built on three modules 
approach, i.e., data preparation, detection, and mitigation 
modules. The purpose of this modular approach was to 
perform network flow processing, anomaly detection, and 
mitigation of an EDoS attack respectively. To refine the 
incoming network traffic sFlow agent algorithm has been 
proposed. Moreover, to achieve the high accuracy of anomaly 
detection Hellinger distance and entropy methods were 
incorporated. The future work will be to verify the 
effectiveness of EDoS-EMM based on its capability of 
handling the various scenarios whereby different types of 
attack traffic will be generated from various tools with random 
packet size and throughput. This includes HTTP and UDP 
attack traffic besides a flow of legitimate traffic (normal 
traffic). 
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