Prediction of Stroke using Data Mining Classification Techniques
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Abstract—Stroke is a neurological disease that occurs when a brain cell dies as a result of oxygen and nutrient deficiency. Stroke detection within the first few hours improves the chances to prevent complications and improve health care and management of patients. In addition, significant effect of medications that were used as treatment for stroke would appear only if they were given within the first three hours since the beginning of stroke. A framework has been designed based on data mining techniques on Stroke data set that is obtained from Ministry of National Guards Health Affairs hospitals, Kingdom of Saudi Arabia. A data mining model was built with 95% accuracy. Furthermore, this study showed that patient with the following medical conditions, such as heart diseases (hypertension mainly), immunity diseases, diabetes militias, kidney diseases, hyperlipidemia, epilepsy, or blood (platelets) disorders has a higher probability to develop stroke.
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I. INTRODUCTION

Knowledge Discovery from Data (KDD) is a growing field of computer science that deals with information gain and decision support through large data analysis and automated extraction of patterns.

Information gain from health data may lead to innovative solution or better treatment plan for patients. In order to gain knowledge intelligently from stroke data, a data mining technique is utilized to semi-automatically process data and generate data mining model that can be used by health care professionals [1].

A stroke is a neurological disease that occurs when a brain cells die because of oxygen and nutrient deficiency. Occlusion of brain blood vessel by a clot or blood vessel rupturing are the major causes of oxygen and nutrient supply deficiency [2]. Cerebro-Vascular Accident (CVA) is the previous name of stroke, which divided nowadays into three types known as Hemorrhagic stroke, Acute Ischemic stroke, or Transient Ischemic Attack [2], [3].

Stroke detection within the first few hours improves the chances to prevent complications and improve health care and management of patients [4]. In addition, significant effect of medications that used as treatment for stroke will appear only if they were given within the first three hours since the beginning of stroke [4].

According to heart disease and stroke statistics update of 2015 [5], 11.13% of deaths globally were accounting for stroke. With 33 million affected persons, stroke is the second leading cause of death worldwide. Furthermore, it is the first leading cause of adult disability with 16.9 million affected persons [5], [6].

According to the Global Burden of Diseases (GBD), Disability-Adjusted Life Years (DALYs) measure showed that the rate of DALYs in Saudi Arabia increased by 50% from 1990 to 2010 because of stroke [6], [7]. In addition, the number of Years of Life Lost (YLLs) statistics of 2010 showed that stroke was the fourth reason of death in Saudi Arabia with an increased rate of 52% since 1990 [8]. Therefore, early prediction of stroke will facilitate effective therapy administration within an appropriate period [9].

The main objectives of this research are twofold: i) Use data mining techniques to predict patient at risk of developing stroke; and ii) Find the patient with who has higher chances to develop stroke. Therefore, three classification algorithms, namely C4.5, Jrip, and multi layers perceptron (MLP), are used on stroke patient data set collected from National Guard hospitals in three different cities in Kingdom of Saudi Arabia. The three classifiers are compared with each to find the best performance with the goal of finding the best predication model. Hence, framework has been developed to identify stroke patients using proper decision support tool that would help in achieving the following goals: i) Decrease the impact of stroke on patient life; ii) Improve country’s population life expectancy and health; and iii) Reduce health care budget.

The remaining segments of this research article are arranged as following: Section 2 presents the literature review on using data mining to predict stroke. Section 3 explains the methodology while Section 4 presents the results and discussion. Finally, Section 5 includes the conclusion and future work.

II. LITERATURE REVIEW

Stroke has a high impact on public health and countries’ economies that lead to build several stroke associations with the aim of improving lives quality by providing public health
education, lifestyle modification, evidence-based treatment guidelines, and Cardiopulmonary resuscitation (CPR) training [5]-[9]. In addition, it leads to conduct multiple researchers, which focus on finding preventive and educational materials for stroke [5]-[9]. Defining risk factors were the main goal for several researches about stroke [10]-[21]. A research was conducted in Taiwan, that showed age had a significant risk factor for stroke with patients older than 65-year-old with hypertension, and diabetes mellitus (DM), while, gender and cerebral ischemic events were non-significant factors [10]. Another study took its place in United States revealed that the main risk factors were hypertension, DM, hyperlipidemia, smoking, obesity, and congestive heart failure [11].

With the advance development of technology and the high performance of data analysis tools, health care researchers seek a suitable tool to prevent or detect acute stroke in its early stages. Data mining technique provides researchers with a helpful tool to analyze a large amount of data, such as in the case of health care organization, and facilitate the detection of common patterns for such conditions. Therefore, it could provide a prediction model to identify possible individuals to develop such disease [12]-[18].

Decision support tools were the main outcome for many health-related data mining articles. Sheng-Feng Sunga, et al. [19] analyzed data of acute ischemic stroke patients to develop a prediction model for the severity of the disease. In their study, they used K-nearest neighbor model, multiple linear regression, and regression tree model, that resulted an accuracy of 0.743, 0.742, and 0.737, with 95% confidential interval [19].

Ahmet K. Arslan et al. [20] used three data mining algorithms, namely: Support Vector Machine (SVM), Stochastic Gradient Boosting (SGB) and penalized logistic regression (PLR) to predict stroke. SVM achieved an accuracy of 98% [20]. In addition, by using K-nearest neighbor and C4.5 decision tree, Leila Amini et al. [18] achieved an accuracy of stroke prediction equal to 94.2% and 95.4% respectively. Artificial Neural Network (ANN) prediction model achieved a predictive accuracy of thrombotic stroke equal to 89% as shown in Shanthi et al. study [21]. Stroke is being observed as a rapidly growing health issue in Saudi Arabia. It is the second cause of death by killing 14.4 thousand people in 2012. Therefore, it becomes one of the health care issues in Saudi Arabia. The lack of researches that focus on the role of technology, mainly KDD, in predicting of stroke in the Saudi Arabia, leads to this research.

III. METHODOLOGY

In this section, the methodology is explained including on how the data sets are obtained, attributes, the data mining algorithms and the evaluation criteria.

A. Data Collection

Data received from the data governance department at King Abdulaziz Medical City (KAMC). KAMC opens on 2001 at Riyadh city. KAMC grows up to become one of the top hospitals in the Middle East with a bed capacity of more than 1500 by 2016. KAMC is serving 2.5 million outpatients and around 60,000 in-patients annually. The data set was extracted from KAMC contained all patients who were diagnosed as stroke case or stroke mimic case on 2016 from the 2nd of January to 31st of September. The reason behind using this time frame is due to the installation of new Health Information System at KAMC. There are two classes in the data set. The first class includes the medical records for patient’s known to have stroke while the second class includes records of stroke mimic patients, who usually misdiagnosed as stroke patient due to the similarity of the symptoms. This data set consists of 969 instances, 69 of them classified as stroke mimics while 899 classified as stroke patients. The data set contains 360 females (37.15 %) 33 of them diagnosed as stroke mimic and 327 as stroke cases. As well, 607 males (62.6%) 36 of them are stroke mimic while 571 are stroke cases (Fig. 1).

![Fig. 1. Stroke gender statistics.](image)

B. The Attributes

The obtained data set contained 1004 attributes. It main attributes are the class (stroke, stroke-mimic), age (ordinal), gender (female, male), number of medication (numeric), medication name (taken, not-taken), and lab test name (normal, abnormal).

Attribute selection was applied then to reduce data dimensionality. Attribute selection is a data mining technique that used to select the most relevant attributes [1], [22]. Principle Component Analysis (PCA) is utilized [22]. It is a data mining technique that works on dimensionality reduction. The idea of this technique is to create a new alternative attribute that combines several previous attributes essence. This algorithm has the ability of reducing attribute noise by transforming it to the PCA space, eliminating the worst eigenvector then transform it back to the original space [1], [22].

The final attribute sets are related to patient age, gender, lipid disorder, lab test abnormalities, hypertension medications, diabetes medications, and other medications are included, which resulted of data set that contains 147 attributes. Moreover, data are divided to two separate data sets: training data set to build the model, and test data set to evaluate the model.
C. Data Mining Algorithms

For their known high accuracy rate, J48 (C4.5), JRip, and Neural Network (multilayer perceptron [MLP]) algorithms were applied on the stroke training data set to build a model. All data mining algorithms have been applied using Weka Software (Version 3.8, Machine Learning Group, University of Waikato, Hamilton, New Zealand). C4.5- J48 in WEKA, is an algorithm that works first by choosing the root attribute through attribute selection (gain ratio) [22], [24], [25]. It then works to build decision tree branches from that attribute values and distribute instances into its corresponding branch [22], [24], [25]. This process will be repeated until all instances are assigned to their correct class [22], [24], [25]. On the other hand, RIPPER algorithm, Jrip in WEKA, is a rule based algorithm [22], [26]. The algorithm takes certain steps to build its model. First, a set of rules will be constructed using incremental reduced error [22], [26]. Then each class will be examined against those rules repeatedly until all instances of each class are covered [22], [26]. At the end, rules that cover all classes will be used to build the model [26].

The third algorithm is a Neural Network called Multilayer perceptron (MLP). MLP is a forward feed neural network [22], [27], [28]. It uses one direction feed of input through one or more layers to produce output layer [22], [27], [28]. To train this algorithm a back-propagation learning algorithm usually used, and it helps to solve non-linearity problem [22], [27], [28].

IV. Results

Results are shown for data with all attributes (row data) and data after attributes section (data after using PCA).

A. Results of Prediction Model with All Attributes (Raw Data)

The comparison of the data mining algorithms used with 10-fold cross validation method, were data set first performed on training data set before any attribute reduction methods. It is shown that Jrip has the highest accuracy rate with 86.96% followed by MLP with 85.7% and C4.5 with 84.67%. As well, when test data set supplied to the model a better accuracy is achieved as the following: Jrip has the highest accuracy rate with 92.6%, followed by 89.4% for both MLP and 85.53% for C4.5.

The comparison of the data mining algorithms performed after applying PCA on Stroke data, showed that C4.5 has the highest accuracy on the test data set (95.25%).
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General, it can be seen that C4.5 and Jrip are the highest classifiers in name of accuracy after PCA on the unseen data set (test data set), Table 1.

V. Discussion

In an attempt to use stroke data for the prediction of stroke patients, the difference between the process on raw data, and after principle component analysis were examined. The result obtained in this research confirmed the benefit of PCA.

The technique can be used in collaboration with C4.5, Jrip, and MLP as a new framework in identifying new stroke patient. This framework works by reducing number of attributes (variables) to the optimal number using Csf subset evaluation, followed by PCA and then supplies the new data set to the three chosen algorithms. The research found that the accuracy of this approach is approximately 95% (for C4.5 algorithm), compared to un-processed data. The proposed approach showed an improvement of classification accuracy on the test data by 9.72%, 0.58%, 5.02% for J48, Jrip, and MLP respectively. Finally, based on this experiment the highest achieved accuracy was for C4.5 by 95.25%.

The results of this study showed that among the important lab test abnormalities to diagnose stroke, creatinine-MB (CKMB) came first, followed by lymph auto, eGFR, and HbA1C. CKMB is a test used to determine if the elevation of creatine kinase is due to heart muscle damage or skeletal muscle damage [23]. Lymph auto, is a lab test that measure white blood cells to exclude any immune system diseases [23]. The estimated glomerular filtration rate (eGFR), is a lab test used to screen renal function and evaluate it [23]. Finally, Hemoglobin A1c (HbA1C) used mainly to diagnose diabetes mellitus by measuring the average blood glucose level through three months periods [23]. In addition, the result of attribute ranking using Information gain attribute evolution algorithm showed that patient receiving following medication has high risk to develop stroke: Atorvastatin (lipid-lowering medication) [3], Amlodipine (hypertension medication) [3], Levetiracetam (anticonvulsant medication) [3], Metformin (diabetes mellitus medication) [3], Aspirin (antiplatelet medication) [3], Clopidogrel (antiplatelet medication) [3].

This means that patient who develop heart diseases (hypertension mainly), immunity diseases, diabetes mellitus, kidney diseases, hyperlipidemia, epilepsy, or blood (platelets) disorders, has a higher probability to develop stroke.

VI. Conclusion

Health care organizations have gained big benefit from data mining in name of big data analysis and decision support system. In this research, stroke patient data has been collected from kamc-ngha that ended up with 17 attributes rather than class attribute.
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