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Abstract—Congestion typically occurs when the number of
crowds exceeds the capacity of facilities. In some cases, when
buildings have to be evacuated, people might be trapped in
congestion and cannot escape from the building early enough
which might even lead to stampedes. Crowd Congestion Mapping
(CCM) is a system that enables organizations to find information
about the crowd congestion in target places. This project provides
the ability to make the right decision to determine the reasons that
led to that and to do the appropriate procedures to avoid this
from happening again by optimizing locations and dimensions
of the emergency exits less congested path on the target places.
The system collects crowd congestion data from the locations and
makes it available to corporations via target map. The congestion
is plotted on target place map, for example, the red line for highly
congested location, the pink line for mildly congested location and
green line for free flow of humans in the location.
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I. INTRODUCTION

There is great interest in the surveillance system, especially
in cases of high congestion as the ability to identify objects
and follow them or to detect the times that become congestion.
These things have become important but difficult to measure,
so there is concentrate on computer vision algorithms to try to
solve these problems.

Work on the crowd has gained much attention in recent
years for a variety of applications such as video surveillance,
public safety design and traffic control. Many researchers have
handled more than one aspect of the analysis of crowded
scenes such as counting [9], [10], detecting anomalies [12],
Segmentation [11], and many other aspects [13]-[15], [19],
[20].

To help institutions and centers make appropriate deci-
sions in the event of congestion in advance, a system for
that is needed. In this paper, a system was proposed for
the identification of cases of crowded gatherings that may
occur at certain times, which may lead to security problems,
interruptions or other problems.this system is based on image
feature extraction and Feed-Forward Neural Networks (FFNN).
This system plotted gathered information on the map to explore
the hazardous locations to take a decision in this situation.

The rest of the paper is organized as follows. Section
II discusses the related work, The proposed Algorithm is
explained in Section III, Section IV discusses and analyzes
the results. Finally, the conclusions are drawn in Section V.

II. RELATED WORK

In the field of computer vision, many motions detection
algorithms are introduced in literature to detect abnormal
movement in dynamic congestion, but building an automatic
detection system is still a challenge.

Brostow and Cipolla in [4] present a system to detect
specific people in congestion, but this system has encountered
problems when have a noise or objects exist in congestion such
as kiosk or antiques.

Also, Pathan et al. [5] worked out a system in which
they identified all erroneous movements during the congestion
stages. But this system does not produce good results when
there is high congestion where it is not possible to recognize
the number of people because they use subtractions process in
the detection people.

Moreover, Krausz and Bauckhage in [2] proposed a system
works automatically for identifying the critical situation during
an increased number of the public by using system alarms, but
this system showed error in the detection even at normal state.
Dee and Caplier in [6] suggest a system depend on representing
the movement pattern of the crowd.

Shang et al. [10] proposed an end-to-end model using
CNN to handle the process of counting in crowd images
by simultaneously learning local and global count on the
full sized input images. Onoro-Rubio and Lopez-Sastre in
[16] proposed Hydra CNN to addressed the scale issue by
proposing a scale aware counting model by uses a pyramid of
image patches extracted at multiple scales to perform the final
density prediction. Zhang et al. [17] proposed Multi-column
Convolutional Neural Network (MCNN) architecture to extract
features generated by filters of different scales to generate the
final prediction for its crowd density map.

Boominathan et al. in [18] proposed a novel deep learning
framework by a combination of deep and shallow to tackle the
issue of scale variation for estimating crowd density to predict
the density map for a given crowd image.

Rohit et al. in [21] they proposed epsilon Support Value
Regression (SVR) fusion-based approach to help detect and
sort out people in images of the highly blocked crowd by
influence information on the global construction of the crowd
scenes and identifying people in these scenes.

III. PROPOSED METHOD

First of all, we acquired the video feed from surveillance
cameras of four locations in City Mall in Amman city. In order
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to detect from the video, we applied various images processing
procedures. The extracted image frames were divided into
several blocks. Then analyze each block by finding the circular
or the semicircular shape of edge detection.

The result was analyzed the collected objects based on
bright and dark color. Then the objects were counted and
people density can be plotted on map. The architecture of the
proposed system is presented via flow diagram as shown in
Fig. 1.

Fig. 1. Proposed algorithm architecture.

A. Feature Extraction

1) Initial coefficients by FFNN: We use Feed Forward
Neural Network (FFNN), which contains a set of layers, the
first layer is defined the variables of the network, and the last
layer is the output layer. Between these two layers are called
hidden layers. We use FFNN as a way, instead of randomly
determining the initial coefficients (see Fig. 2), where:
Rmin = Minimum radius of the interested object (human
head).
Rmax = Maximum radius of the interested object (human
head).
EdgTh = Edge detection threshold.
Sens = Sensitivity level for interested object detection.

Therefore, instead of having the initial coefficients ran-
domly and changing their values by trial and error. We use
FFNN to accurately measure them, based on our knowledge
about the accurate number of persons in the image. So any
new test image can be analyzed more accurately.

2) Partitioning the image: A given a training video frame
of City Mall for Ground floor i, where i = 1, 2...N and N
denotes the total number of training frames, we first partition

the frame into K blocks regions (see Fig. 3). The frame is
dividing into 8 blocks and the coordinates of each block by
(1), (2):

BL = FL/8 (1)

BW = FW/8 (2)

Where BL is the block length, BW is the block width, FL
is frame length, and FW is a frame width.

Fig. 2. ANN configuration.

B. Blocks Analysis

For every blocks region we apply the object polarity
determination then we find the circular and the semicircular
shapes after that we apply edge detection to reduce the false
positive.

Fig. 3. Image before and after blocking.

1) Object polarity determination: In this process we detect
the color by the polarity of the image horizontally, and
determine the real bright and real dark objects, by (3) and
(4) below:

∑c−21
21 (

∑20
−20

∑c
1

∑r
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∣∣p(r − 1−p(r))

∣∣) > 20)

41
(3)
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Where c is the column index, r is the row index and p is
the current pixel, this equation investigates the pixels for each
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41 column and compares them with the next 42 columns. This
way we can determine the polarity of the image horizontally,
and determine the real bright and real dark objects.

2) Circular or semicircular object detection: After portion-
ing the frames for blocks and applying the object polarity,
then we will find the circular and semicircular shape by using
Hough Circle transform. Hough transform is used to determine
which circuits are present in an image given, whether the
circuit is a wheel, head or other[1]. In this paper, we use the
circular Hough transform (CHT) [7] and randomized Hough
transforms [8]. How the CHT works is based on (5):

(x− a)2 + (y − b)2 = r2 (5)

Where a and b are the coordinates of the circle center, and
r is its radius. In Fig. 4 the solid line represents the circle
and the dashed lines represent the hypothetical circles from
the points on the edge of the actual circle.

The hypothetical circles in the image space can be pre-
sented in a parameter space as a circular cone. If r is increased
and equal to r, the hypothetical circles will intersect at point c,
and a circle can thereby be detected. The randomized Hough
transform is also used to detect ellipses. The ellipse detection
method requires five parameters: a center coordinates (x0, y0),
a rotation angles α, and the half-length of the major and minor
axes, a and b, respectively. These parameters are defined by
the equations below:

x0 =
x2 + x1

2
, y0 =

y2 + y1
2

(6)

a =

√
(x2 + x1)2 + (y2 + y1)2

2
, b2 =

a2d2sin2T

a2 − d2cos2T
(7)

α = arctan
y2 − y1
x2 − x1

(8)

Calculate the parameters in (6) across ellipse geometry
across (7). Here the coordination (x1, y1) and (x2, y2) are
endpoints of maximizing axis, and these equations are repeated
on all pixels in the image to determine the ellipse.

Fig. 4. The Hough transforms [1].

3) Edge detection: After finding circular and semicircular
shapes we apply the Canny Edge Detection to reduce false
positive. The Canny edge detector is an edge detection operator
that uses a multi-stage algorithm to detect a wide range of
edges in images [3]. We apply the process of canny edge
detection algorithm at the output images from the previous
phase, as shown in Fig. 5. With this phase, we finish the feature
extraction process and final result appears in Fig. 6.

Fig. 5. Some block after edge detection.

Fig. 6. The final result of crowd detection.

C. Objects Detection

As soon as we determine the location of the objects of
interest, the algorithm itself returns the coordinates of all
the detected objects and stores them in the vector. These
coordinates we use them in “plot” command to put circles
over them. Moreover, the number of the elements inside this
vector equals the number of interesting objects.

D. Connect to Corresponding Frames

After counting the number of objects in each frame, a link
is made between each frame with the appropriate location in
the mall. This algorithm applies to the four locations on the
ground floor of the mall. After that the number of objects
in each frame is collected for each location to determine the
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place where it is most crowded to apply a set of procedures
to mitigate them in the future.

E. Thresholding

The process of determining the location that has the highest
percentage of crowded depends on the threshold, which is
based on the capacity of the area, as defined in (9):

Areacapacity = Imagearea/personoccupationarea (9)

At the threshold algorithm as shown in Algorithm 1, we
have assumed arbitrary values to calculate the threshold, since
we have excluded half of the location area as an arbitrary value,
assuming that humans are not present there, such as kiosks,
decoration, stairs, etc. Thus, we assume that considered the
threshold for the other half as the place of the capability of
human existence.

As shown in Algorithm 1: line 1 calculate the area of the
location as C and in line 2 divide the area by two to calculate
the Ca as the area where humans are able to exist. In line
3-4, threshold Th computes as the human area Ca divided by
average human area as ε.

In line 5-10: threshold Th used to decide the crowded
locations by comparing the value of Th with ϕ, if ϕ value more
or equal to Th value then this location has highly crowded
and this location needs procedures to mitigate the hazardous
companies with congestion, but if ϕ value between the half
of Th value and Th-1 then this location has medium crowded,
the location considered not crowded if ϕ value less than Th-1.

ϕ= the AVG detected # of objects ∀ frames in one Location.
Algorithm 1: Threshold Algorithm
C = Full image area
Compute Ca */where Ca = C / 2
ε = Avg human area
Th = Ca / ε
If ϕ > = Th Then
Highly Crowd
Elseif ϕ >= Th /2 and ϕ ¡= Th-1 Then
Medium Crowd
Elseif ϕ < = Th-1 Then
Not Crowd

F. Plotting Information on Map

The information of object density of particular location in
City Mall was plotted on City Mall map, where the Green
color indicated to free flow of people, red line indicated high
crowd and pink line indicated mild crowd as shown in Fig. 7.

Fig. 7. Map after colored.

IV. RESULTS AND DISCUSSION

The experiments conducted over MATLAB environment.
The images it has been taken from various cameras of four
locations placed at different angles on the ground floor of City
Mall (Amman city).

The evaluation of the effectiveness of the proposed method
for the four locations has been tested as part of the study. As
the given data in Table I, the number of humans detected by
the system was compared with the actual number of humans
in image frames. The result was 96% accurate for the camera
at the location 4 and 99%-98% accurate for the camera on the
other three locations.

TABLE I. DETECTION RATES FOR EACH LOCATION

City Mall Locations Average Performance
Location 1 98%
Location 2 98%
Location 3 99%
Location 4 96%

The dataset for each location is visualizing the real number
of crowds in each image frame against the measured number
of proposed algorithm as shown in Fig. 8.

Fig. 8. Rate of Measured number vs. Real number.

The cent percent accuracy was not obtained because of
various reasons. When the brightness is low this approach
has a problem to differentiate between the human head and
objects. And when their dark background with a person wraps
his back to the camera (his face reversing the camera) made
a difficulty to distinguish between the color of the hair and
the background during the process of polarity. We expect that
illumination might help in solving this problem at future work.

The other problem that we encountered is the people who
stand behind the object (such as kiosks, etc.) wherein the
visible eye there is difficulty in distinguishing the presence
of that person or not.

The location of the camera affects the size of the head
radius for people are close or far from the camera, which
creates a problem in the training process of Neural network,
because we give a range of radius between the largest and
smallest value, and therefore may affect the detection of
humans with object have radius matched with given range
(such as the wheel of the kiosk).

We recommend using strong lighting and do not use a dark
background to be bright as much as they can. Make coverage
radius of the camera for human heads within a small range,
therefore no big gap within the same range. The process of
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calculating the crowd ratio depends on the environment since
the environment is determined the level of the crowd as it
varies between games at the stadium or in a mall. In this work
we assumed a congestion ratio based on the mall environment.

V. CONCLUSION

Overcrowd occur in institutions and malls in excess of
their ability to withstand these numbers, especially in times
of holidays and other occasions. In these times the crowd is
getting so critical, leading to problems in the stampede among
the crowd. In this paper, crowd counting mapping approach
was proposed, which based on image feature extraction and
FFNN. In this method, high congestion was detected early to
make the appropriate decision to deal with this situation so that
no problems occur in the future. After testing, high detection
rates were achieved, their accuracy could be as high as 98%.
The proposed algorithm uses a powerful set of features which
proved to be effective in the crowd detection and we believe
that our approach would be integrated with any organization
surveillance system. In the future we want to improve neural
network training using one of the meta-heuristic algorithms to
give more accuracy in detecting people.
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