Detection of Climate Crashes using Fuzzy Neural Networks
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Abstract—In this paper the detection of the climate crashes or failure that are associated with the use of climate models based on parameters induced from the climate simulation is considered. Detection and analysis of the crashes allows one to understand and improve the climate models. Fuzzy neural networks (FNN) based on Takagi-Sugeno-Kang (TSK) type fuzzy rule is presented to determine chances of failure of the climate models. For this purpose, the parameters characterising the climate crashes in the simulation are used. For comparative analysis, Support Vector Machine (SVM) is applied for simulation of the same problem. As a result of the comparison, the accuracy rates of 94.4% and 97.96% were obtained for SVM and FNN model correspondingly. The FNN model was discovered to be having better performance in modelling climate crashes.
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I. INTRODUCTION
Climate models play important role in the prediction of future climate changes. Tough climate models are offering huge benefits to the pupils. They are suffering from failure which is known as crashes or bifurcations. The failure in climate models is a result of their complex nature [1]-[4]. The scientific representation of this problem is too complex and huge, and the corresponding models involved are considered to be so complex [5]. Another important problem that has been characterised by the use of climate models is related to the software challenges. The software that is used for modelling climate takes time in changing climate conditions [6].

In the paper, the effects of ocean parameter uncertainties on climate simulation are considered. Modern tool such as uncertainty quantification (UQ) is used to solve simulation problems and improve existing climate models. Primary UQ is made up of parameters or coefficients whose values are always changing. However, Sternsrd [7] show that the changing of the parameters leads to difficulties and it became difficult to simulate the climate changes within required conditions. This can be solved by conducting the parameterization process separately [6]. The best way for climate simulation is the use of non-linear climate models. This can lead to huge changes in simulation output. But the models’ properties are restricted and model sometimes fails when the adjustable parameters are amplified using small perturbations [8]. Taking into account above-mentioned it is necessary to specify the reasons and causes for climate model simulation failure. It is also needed to define the conditions that can affect the effectiveness of climate models in simulating the climate changes.

There are set of parameters that have impact on climate. The weather conditions are chaotic and affect climate simulation [9]. When the wind blows, the weather is always being in a state of disequilibrium and the climate conditions are being affected. Greenhouse gas forcing is major chaotic effect while volcanoes, sun and weather changes, etc. are smaller chaotic effects. These factors can strongly influence a simulated model. Watanabe et al. in [10] shows that climate modelling is not an easy problem as weather changes cause chaotic behaviour and are characterized by Lorenz nonlinearity. This non-linearity is due to unpredictable air oscillation behaviour. Randall et al. in his paper [11] evaluates the use of climate models and their ability to predict future climate changes. The study showed that climate variables such as precipitation have lower predictability than temperature changes. The paper [12] analyzed the use of climate data to forecast future climate changes using a General Circulation Model. The study uses stochastic and generalized downsampling methods to generate the weekly data. Using various simulation models, it is possible to predict potential climate changes and their implications. The paper [13] showed that the integrated climate models could simulate climate changes. The study evaluates environmental policies targeted at reducing emissions and combines uncertainty quantification methods to simulate carbon components. The study recommends that improvements in climate models be extended to cover carbon cycle feedbacks, inertia and climate sensitivity. The paper [2] used distribution models and showed that careful selection of climate models is an important process which must not be done arbitrarily.

The climate models differ in complexity and success perspectives. These climate models consist of various subroutines, functions, algorithms (geologic, climate and biological), huge number lines of codes [11]. All these are used to describe conservative laws and equations related to momentum, energy and flow of matter within the earth’s reservoirs, between the land, oceans and atmosphere. All these ideas are based on views that climate models are not always reliable and effective, and are bound to fail [3], [14]. There are no concrete reasons and concurrences about failure in climate models. For instance, [15] mentioned that the use of numerous algorithms of anthropogenic, geologic, chemical and biological nature that are used in the simulation of climate-related issues and greenhouse gases, ozone, aerosols, Sulphur, nitrogen, and
cycles of carbon is the main reason of climate model failure. Such algorithms are used in a set of circumstances and time and have solid, liquid and gaseous elements [16], [17] showed that crashes occur at a high rate. Lucas et al. have considered predictions of climate models [18]. A research is required to add and refurbish existing information about crashes in climate models. Bifurcations or crashes are common in any situation irrespective of its complexity and went to establish that intermediate climate models are also prone to crashes. This study aims to examine and predict the failure of parameter-induced simulation crashes in climate models. The accurate prediction of climate crashes is very important. For this purpose, in this paper, FNN is used to predict the failure probability and improve prediction results. The paper is organised as follows. Section 2 presents fuzzy neural networks used for detection of climate crashes. Section 3 presents simulation study. Section 4 gives conclusions.

II. Fuzzy Neural Networks for Detection Climate Crashes

The Fuzzy neural networks (FNN) model conducts a fuzzy reasoning process using the neural network structure [19]-[22]. Here, problem is to determine the accurate values of the parameters of the FNN model. This is obtained through evaluation of the error response of the designed classification system. TSK-type fuzzy rules are basically used for designing the fuzzy systems. TSK fuzzy rules include fuzzy antecedent and crisp consequent parts. These fuzzy systems approximate nonlinear systems with linear ones and have the following form:

If \( x_1 \) is \( A_{11} \) and \( x_2 \) is \( A_{12} \) and ... and \( x_m \) is \( A_{1m} \) Then 
\[ y_1 = b_1 + \sum_{i=1}^{m} a_{1i} x_i \]

if \( x_1 \) is \( A_{12} \) and \( x_2 \) is \( A_{22} \) and ... and \( x_m \) is \( A_{m2} \) Then 
\[ y_2 = b_2 + \sum_{i=1}^{m} a_{2i} x_i \]

If \( x_1 \) is \( A_{1n} \) and \( x_2 \) is \( A_{2n} \) and ... and \( x_m \) is \( A_{mn} \) Then
\[ y_n = b_n + \sum_{i=1}^{m} a_{ni} x_i \]

where \( x_i \) and \( y_j \) are input and output signals of the system respectively, \( i=1,...,m \) is the number of input signals, \( j=1,...,r \) is a number of rules. \( A_{ij} \) are input fuzzy sets, \( b_j \) and \( a_{ij} \) are coefficients. Fuzzy sets are applied for the description of \( A_{ij} \) parameters of the antecedent parts of the fuzzy rules.

The structure of FNN used for prediction of the climate crashes is given in Fig. 1. The input layer (block) is used for distributing of the coming \( x_i \) signals. In next block the membership degrees of input signal for each linguistic value are calculated. Linguistic values are represented by Gaussian membership functions that are characterized by the width and center parameters.

\[ \mu_{ij}(x_i) = e^{-\frac{(x_i-c_{ij})^2}{\sigma_{ij}}} \quad i=1,m \quad j=1,r \]  

where, \( c_{ij} \) and \( \sigma_{ij} \) are centre and width of membership functions, correspondingly. These signals are inputs for the next rule layer.

The output signals of the rule layer are computed through the use of t-norm min (AND) operation:

\[ \mu_j(x) = \prod_{i=1}^{m} \mu_{ij}(x_i) \quad i=1,...,m \quad j=1,...,r \]  

where, \( \prod \) is the min operation. These \( \mu_j(x) \) signals are input signals for the output layer. The consequent layer includes \( n \) linear systems. In this layer, at first the values of the rules’ output are determined as

\[ y_{1j} = b_j + \sum_{i=1}^{m} a_{ij} x_i \]

The output signals of the rule layer are multiplied by the output signals of the consequent layer. The output of \( j \)-th node is calculated as

\[ y_j = \mu_j(x) y_{1j} \]

After calculating \( y_j \), the output signals of FNN are determined as

\[ u_k = \frac{\sum_{j=1}^{r} w_{jk} y_j}{\sum_{j=1}^{r} \mu_j(x)} \]

where, \( u_k \) are the output signals of FNN, \( k=1,...,n \). After calculating the output signal, the training of the parameters of the network starts. The algorithm described in [23]-[25] is used for learning the parameters of FNN.

![Fig. 1. The structure of FNN based prediction system.](image-url)
III. SIMULATION

In the paper, POP2 model is used to select ocean model parameters. These model parameters were subjected to different parameterizations on a sub-grid scale. The main emphasis behind such parameterization was to determine the resultant outcome of vertical and horizontal oceanic turbulent after simulation [18], [26], [27]. Table I provides details of the model parameters used in this study.

The parameters are taken according to the [18]. These are: spatial anisotropic viscosity that was used to determine the horizontal momentum and was represented by the parameters 13 to 18, isopycnal eddy-induced transport of the horizontal mixers that were for parameters 10 to 12, the parameters 7 to 9 that can be used to simulate mixed layer eddies and submesoscale, and were used for the abyssal tidal mixing. Further prescriptions were K-profile parameterization associated with vertical mixing and convection and these corresponded to parameters 1 to 6. The examination of the ensembles was done in three different stages with simulations amounting to 180. The first and second studies were used to program machine learning algorithms so that they can track and analyze simulation crashes. The third study was conducted so as to determine their potential to forecast simulation crashes. 46 failures were observed out of the 540 simulations that were done. The recorded failures were observed at different intervals of the integration phase. 18 POP2 parameter values were examined using a Latin hypercube method. This was also important as it resulted in the establishment of an ensemble. In addition, normalized log-uniform probability functions were also employed to represent the model parameters’ high and low values.

Statistical data were collected as a result of 540 simulations. During simulation, 494 successes and 46 failures occurring at the various times were observed. During simulation, Latin hypercube method is used to sample the values of the 18 POP2 parameters (Table I). The parameters of the model are represented with standard uniform and log-uniform probability distribution functions normalised in the interval [0,1].

Using statistical data, the training of FNN was performed. The problem is the accurate prediction of failures. The fragment of data set is given in Table II. In the table, the data from 1 to 18 are the values of input parameters. The data of number 19 are the values of output, that are 1 is the success, 0 is the failure.

The data sets include 18 inputs and one output. FNN is used for prediction purpose. At first, the parameters of FNN system is initialised randomly, then gradient descent algorithm is applied for training. The training is carried out using 10 fold cross-validation approach. During the design of FNN prediction system training, evaluation and test results are obtained. During training, evaluation and test stages root mean square error and recognition rate are used to measure FNN performance. RMSE is computed as

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i^d - y_i)^2}$$  \hspace{1cm} (6)

where $y_i^d$ and $y_i$ are the target and current output signals, the number of samples is represented by $N$. RMSE is applied for the training of the network. Accuracy rate is used to measure the performance of FNN using test data set.

During training, the input data sets are fed to the FNN input. Using formulas (1)-(5) the output of the network is computed. On the output, the deviation of current output from target signal is determined. This value is used to determine RMSE. Using RMSE, the training of FNN system is performed. The training is performed for 500 epochs. The simulation is performed using 8, 16, 24 fuzzy rules (hidden neurons). Root mean square errors (RMSE) indicate the difference between the actual values and the predicted values. Fig. 2 depicts the plot of RMSE values of FNN based system for 500 epochs. The simulation results for three cases are given in Table III. In all of the cases of the fuzzy neural algorithm that were conducted, success rates were observed to be averaging high above 93.15% for 8 rules. The accuracy rate for 16 rules 96.11%, for 24 rules 97.96% were obtained. The RMSE values for test data were 0.3607, 0.3146 and 0.2609 for 8, 16 and 24 fuzzy rules correspondingly. The highest accuracy rate can be observed to be associated with the activity of 24 rules with a success rate of 97.96% and is composed of 16 neurons. The obtained results are obtained by averaging of the simulations.

FNN with the 24 neurons was established to be the best model in terms of accuracy and this follows a recorded accuracy rate of 97.96% while model FNN with 8 neurons had the lowest accuracy rate of 93.15%.

The performance of FNN classifier is evaluated using Sensitivity, Specificity and Precision. These factors can be computed using true positive, true negative, false positive and false negative parameters. The FNN classifier that correctly predicts successes and failures are denoted true positives (TP) and true negatives (TN), respectively. The classifier that incorrectly predicts current output failures and successes are denoted as false negatives (FN) and false positives (FP), respectively. Using these parameters we can determine true positive rate (TPR), true negative rate (TNR) and positive predictive value (PPV). These variables are used to evaluate sensitivity, specificity and precision, correspondingly. Here,

$$TPR = \frac{TP}{(TP+FN)}; \hspace{0.5cm} TNR = \frac{TN}{(TN+FP)}; \hspace{0.5cm} PPV = \frac{TP}{(TP+FP)}$$  \hspace{1cm} (6)

When classifiers are predicting all output values perfectly then the values TPR and TNR (or sensitivity and specificity) become equal to 1. The values of TPR, TNR and PPV for FNN classifier for climate crashes prediction are given in Table IV.

For comparative analysis, the same problem is solved using support vector machine (SVM). Table V includes a fragment from the set of simulations. Six cases were used for the SVM algorithm with a 10-fold cross-validation and all the cases have attained accuracy rates that are above 91%. The highest accuracy rate of 94.1% can be noted to be in line with a quadratic SVM while the lowest rate of 91.5% is recorded for Fine Gaussian SVM and Coarse Gaussian SVM. The best one is Quadratic SVM, Accuracy with 10-Fold Cross-Validation is 94.4%.

Fig. 2 depicts the plot of RMSE values of FNN based system for 500 epochs. The simulation results for three cases are given in Table III. In all of the cases of the fuzzy neural algorithm that were conducted, success rates were observed to be averaging high above 93.15% for 8 rules. The accuracy rate for 16 rules 96.11%, for 24 rules 97.96% were obtained. The RMSE values for test data were 0.3607, 0.3146 and 0.2609 for 8, 16 and 24 fuzzy rules correspondingly. The highest accuracy rate can be observed to be associated with the activity of 24 rules with a success rate of 97.96% and is composed of 16 neurons. The obtained results are obtained by averaging of the simulations.

FNN with the 24 neurons was established to be the best model in terms of accuracy and this follows a recorded accuracy rate of 97.96% while model FNN with 8 neurons had the lowest accuracy rate of 93.15%.

The performance of FNN classifier is evaluated using Sensitivity, Specificity and Precision. These factors can be computed using true positive, true negative, false positive and false negative parameters. The FNN classifier that correctly predicts successes and failures are denoted true positives (TP) and true negatives (TN), respectively. The classifier that incorrectly predicts current output failures and successes are denoted as false negatives (FN) and false positives (FP), respectively. Using these parameters we can determine true positive rate (TPR), true negative rate (TNR) and positive predictive value (PPV). These variables are used to evaluate sensitivity, specificity and precision, correspondingly. Here,

$$TPR = \frac{TP}{(TP+FN)}; \hspace{0.5cm} TNR = \frac{TN}{(TN+FP)}; \hspace{0.5cm} PPV = \frac{TP}{(TP+FP)}$$  \hspace{1cm} (6)

When classifiers are predicting all output values perfectly then the values TPR and TNR (or sensitivity and specificity) become equal to 1. The values of TPR, TNR and PPV for FNN classifier for climate crashes prediction are given in Table IV.

For comparative analysis, the same problem is solved using support vector machine (SVM). Table V includes a fragment from the set of simulations. Six cases were used for the SVM algorithm with a 10-fold cross-validation and all the cases have attained accuracy rates that are above 91%. The highest accuracy rate of 94.1% can be noted to be in line with a quadratic SVM while the lowest rate of 91.5% is recorded for Fine Gaussian SVM and Coarse Gaussian SVM. The best one is Quadratic SVM, Accuracy with 10-Fold Cross-Validation is 94.4%.
As shown in Tables III and V, the recognition rates of the FNN system with 16 and 24 rules are better than SVM.

After training, the models’ performances are estimated to show which model has the best overall score. Such a score is termed the root mean square error (RMSE) on the validation set alternatively, it can be said to be useful in estimating the performance of the trained model on new data. Response plots were used to determine which model offers the best performance in terms of the predictability power. The decision criteria is to accept that the model is a good model and can forecast or predict the actual values on the margin between the actual and predicted values is small.

**TABLE I. CCSM4 OCEAN MODEL PARAMETERS**

<table>
<thead>
<tr>
<th>No.</th>
<th>Parameter</th>
<th>Module</th>
<th>Scale</th>
<th>(low, default, high)</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Vmix_kpp</td>
<td>Log</td>
<td>(4.0, 10.0, 20.0)</td>
<td>Prandl1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Max PSI induced diffusion</td>
<td>Vmix_kpp</td>
<td>Log</td>
<td>(0.1, 0.13, 0.5)</td>
<td>Bckgnd_vdc_psim</td>
</tr>
<tr>
<td>3</td>
<td>Equatorial diffusivity</td>
<td>Vmix_kpp</td>
<td>Log</td>
<td>(0.01, 0.01, 0.5)</td>
<td>Bckgnd_vdc_eq</td>
</tr>
<tr>
<td>4</td>
<td>Banda sea diffusivity</td>
<td>Vmix_kpp</td>
<td>Lin</td>
<td>(0.5, 1.0, 0.5)</td>
<td>Bckgnd_vdc_ban</td>
</tr>
<tr>
<td>5</td>
<td>Base background vertical diffusivity</td>
<td>Vmix_kpp</td>
<td>Log</td>
<td>(0.032, 0.16, 0.8)</td>
<td>Bckgnd_vdc1</td>
</tr>
<tr>
<td>6</td>
<td>Mixed diffusion coefficients</td>
<td>Vertical_mix</td>
<td>Log</td>
<td>(1.0, 10.0, 50.0) x 10^4</td>
<td>Convect_cor</td>
</tr>
<tr>
<td>7</td>
<td>Convect_visc (momentum) and convect_diff (tracer)</td>
<td>Tidal</td>
<td>Log</td>
<td>(2.5, 5.0, 20.0) x 10^4</td>
<td>Vertical_decay_scale</td>
</tr>
<tr>
<td>8</td>
<td>Tide induced turbulence’s vertical decay scale</td>
<td>Tidal</td>
<td>Log</td>
<td>(25.0, 100.0, 200.0)</td>
<td>Tidal_mix_max</td>
</tr>
<tr>
<td>9</td>
<td>Tidal mixing threshold</td>
<td>Mix_submesos</td>
<td>Lin</td>
<td>(0.05, 0.07, 0.01)</td>
<td>Efficiency_factor</td>
</tr>
<tr>
<td>10</td>
<td>Submesoscale eddies’ efficiency factor</td>
<td>Hmix_gm</td>
<td>Log</td>
<td>(0.05, 0.03, 0.03)</td>
<td>Slon_corr</td>
</tr>
<tr>
<td>11</td>
<td>Sm_r (redi terms) and sm_b_ bolus’ maximum slope</td>
<td>Hmix_gm</td>
<td>Lin</td>
<td>(2.0, 3.0, 4.0) x 10^3</td>
<td>Ah_bolus</td>
</tr>
<tr>
<td>12</td>
<td>Bolus mixing’s diffusion coefficient</td>
<td>Hmix_gm</td>
<td>Lin</td>
<td>(2.0, 3.0, 4.0) x 10^3</td>
<td>Ah_corr</td>
</tr>
<tr>
<td>13</td>
<td>Ah_bkg_srbvl (horizontal diffusivity within the surface boundary) and Ah (redi mixing’s diffusion coefficient and background)</td>
<td>Hmix_aniso</td>
<td>Lin</td>
<td>(30.0, 45.0, 60.0)</td>
<td>Vconst_7</td>
</tr>
<tr>
<td>14</td>
<td>Variable viscosity parameter</td>
<td>Hmix_aniso</td>
<td>Log</td>
<td>(2.3, 5.0)</td>
<td>Vconst_5</td>
</tr>
<tr>
<td>15</td>
<td>Variable viscosity parameter</td>
<td>Hmix_aniso</td>
<td>Log</td>
<td>(0.5, 2.0, 10.0) x 10^4</td>
<td>Vconst_4</td>
</tr>
<tr>
<td>16</td>
<td>Variable viscosity parameter</td>
<td>Hmix_aniso</td>
<td>Log</td>
<td>(0.16, 0.16, 0.02)</td>
<td>Vconst_3</td>
</tr>
<tr>
<td>17</td>
<td>Variable viscosity parameter</td>
<td>Hmix_aniso</td>
<td>Log</td>
<td>(0.25, 0.5, 2.0)</td>
<td>Vconst_2</td>
</tr>
<tr>
<td>18</td>
<td>Variable viscosity parameter</td>
<td>Hmix_aniso</td>
<td>Log</td>
<td>(0.3, 0.6, 1.2) x 10^4</td>
<td>Vconst_corr</td>
</tr>
</tbody>
</table>

| TABLE III. FNN MODEL RESULTS |

<table>
<thead>
<tr>
<th>No.</th>
<th>Neurons</th>
<th>epoch</th>
<th>SSE_Train</th>
<th>RMSE_Train</th>
<th>RMSE_Evaluation</th>
<th>SSE_Test</th>
<th>RMSE_Test</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
<td>500</td>
<td>635.8686</td>
<td>0.3617</td>
<td>0.3614</td>
<td>70.2851</td>
<td>0.3607</td>
<td>93.15%</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>500</td>
<td>377.7429</td>
<td>0.3135</td>
<td>0.32130</td>
<td>53.4488</td>
<td>0.3146</td>
<td>96.11%</td>
</tr>
<tr>
<td>3</td>
<td>24</td>
<td>500</td>
<td>333.2924</td>
<td>0.261875</td>
<td>0.261879</td>
<td>36.7607</td>
<td>0.2609</td>
<td>97.96%</td>
</tr>
</tbody>
</table>
IV. CONCLUSIONS

The main emphasis of the study was to determine if there are any crashes or failure that are associated with the use of simulation models as well as conditions that can cause climate models to fail by determining the chances that POP2 simulation will fail. For this purpose, the fuzzy neural network was applied to determine chances of failure of the models. The simulation crashes were based on the idea that they may either succeed or fail (binary problem) and failure probabilities were quantified using FNN based machine learning classification. The quantification process was based on the 18 model parameters and the simulations based on cross-validation techniques. Conclusions can be made that the occurrence of the crashes is as a result of several numerical reasons which are caused by changes in the combination of parameter values used in the simulation process. Based on the obtained accuracy rate, conclusions can be made that climate models have a high predictive capacity to simulate climate changes. It can also be finally concluded that the fuzzy-neural network performs better in modelling climate crashes as compared to SVM.
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