Multi Focus Image Fusion using Combined Median and Average Filter based Hybrid Stationary Wavelet Transform and Principal Component Analysis

Tian Lianfang  
School of Automation Science and Engineering, South China University of Technology; Research Institute of Modern Industrial Innovation, South China University of Technology; Key Laboratory of Autonomous Systems and Network Control of Ministry of Education, Guangzhou, China

Du Qiliang  
School of Automation Science and Engineering, South China University of Technology; Research Institute of Modern Industrial Innovation, South China University of Technology; Key Laboratory of Autonomous Systems and Network Control of Ministry of Education, China

Jameel Ahmed Bhutto  
School of Automation Science and Engineering, South China University of Technology, Guangzhou, China

Bhawani Shankar  
IEEE Senior member, Dean Faculty of Electrical, Electronic and Computer Engineering, Mehran University of Engineering and Technology, Jamshoro, Sindh, Pakistan

Saifullah Adnan  
School of Electronic and Information Engineering, South China University of Technology, Guangzhou, China

Abstract—Poor illumination, less background contrast and blurring effects makes the medical, satellite and camera images difficult to visualize. Image fusion plays the vital role to enhance image quality by resolving the above issues and reducing the image quantity. The combination of spatial and spectral technique Discrete Wavelet Transform and Principal Component Analysis (DWT-PCA) decrease processing time and reduce number of dimensions but down sampling causes lack of shift invariance that results in poor quality final fused image. At first this work uses combined median and average filter that eliminates noise in the image which is caused by illumination, camera circuitry and sensor at preprocessing stage. Then, hybrid Stationary Wavelet Transform and Principal Component Analysis (SWT-PCA) technique is implemented to increase output image accuracy by eliminating down sampling and is not influenced by artifacts and blurring effects. Further, it can overcome the trade-off of Heisenberg’s uncertainty principle by improving accuracy in both domains, time (spatial) as well as frequency (spectral). The proposed combined median and average filter with hybrid SWT-PCA algorithm measures quality parameters, such as peak signal to noise ratio (PSNR), mean squared error (MSE) and normalized cross correlation (NCC) and improved results depict the superiority of the algorithm than existing techniques.
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I. INTRODUCTION

Image fusion is the process of extracting high quality, more informative single image out of multiple images by removing artifact, noise and blurring effects [1]-[3]. Image fusion is an interdisciplinary area of research and has received a lot of interest in academic, industrial, hospitals, manufacturing, robotics, military and computer vision [4], [5]. The spatial domain techniques such as PCA, averaging method have low spectral resolution whereas spectral domain such as DWT, Curve-let, SWT techniques have low spatial resolution therefore it degrades the quality of output image [6].

In [7], Moris has developed image fusion technique based on Maximum method in which blurring effects limit the contrast of fused image. Simple averaging method is used for image fusion in [8]. However, better quality image is not produced due to artifacts and noise issues. Spectral domain technique named Curve-let transform is implemented by Choi in [9]. It produces better results than discrete wavelet transform but it suffers performance degradation if image is not curved shape. A good data compression technique named PCA developed in [10] that reduces the number of dimensions, however it suffers spectral degradation. In [11], author has proposed a Discrete Wavelet transform technique that achieves better and precise results with fast computation but it suffers with spatial degradation that reduces the overall performance of output image. In [12], author has implemented the Discrete Stationary Wavelet transform that minimizes spectral degradation in comparison to DWT. The shortcoming of this technique is less spatial resolution. The DWT-PCA has been implemented in [13] to achieve better results in both domains, spatial and spectral. Though this technique achieves good quality image than existing algorithms, but the final fused image is still affected by shift-invariance due to down sampling.
In this paper, combined median and average filter at pre-processing stage has been used. It does not only reduce the complexity but also preserve the edges by reducing the image noise. At the same time, statistical histogram is applied to improve the searching speed of median value. The proposed technique achieve fast computation by PCA and high quality image by eliminating down sampling in SWT. In addition, Haar wavelet is used in our work because it has number of attractive features such as, orthogonality, compact support, and infinite support in frequency domain, symmetric in scaling function and anti-symmetric in wavelet function. These all characteristics make this work more accurate, robust and memory efficient. This proposed method for multi-focus data finds applications in various fields such as recognition of objects, feature extraction in military surveillance as well as in aeronautical observations.

The rest of the paper is arranged as follows: Image fusion techniques and proposed hybrid model has been elaborated in Sections 2 and 3, respectively. Finally simulation results and conclusion will be discussed in Sections 4 and 5.

II. TECHNIQUES OF IMAGE FUSION

Image fusion techniques are classified in two domains: spatial (time) and Spectral (frequency) which are discussed below:

A. PCA

PCA transforms the number of correlated variables into uncorrelated variables that makes it more accurate and reliable. Moreover, it reduces the number of dimensions by choosing the highest eigenvalue vector as the principle component that results in fast computation [14]. It is quantitatively rigorous method that generates new set of variables called principal components and all these components are orthogonal to each other which mitigate redundant information. PCA is widely used in many applications such as image processing, machine learning, wireless communication, pattern matching and so on [7], [14]-[16].

The flow diagram for PCA technique is shown in Fig. 1. The input images are arranged in column vectors and their resulting vector has dimension of \( n \times 2 \) where \( n \) is length of each vector. The eigenvectors and eigenvalues are computed for both images. Finally the principle components \( pc_1 \) and \( pc_2 \) are obtained from eigenvectors corresponding to largest eigenvalue [16], [17].

![Diagram of PCA](image)

Fig. 1. Diagram of PCA.

The analysis of PCA involves five main steps:

- Produce the column vector from source images.
- Get covariance/correlation matrix \( A \) from data sets of input images. Variance and covariance are obtained from data set of input images, \( x_1 \) and \( x_2 \).

\[
A = \begin{bmatrix}
    v_1 & c_{var}(1,2) \\
    c_{var}(1,2) & v_2
\end{bmatrix}
\]

(1)

\[
c_{var} = \frac{\left(\sum(x_i - \bar{x}_1) \times (x_i - \bar{x}_2)\right)}{N-1}
\]

(2)

\( v_1, v_2, c_{var}(1,2) \) and \( N \) represents the variance, covariance and number of terms respectively.

- The Eigen values can be obtained by solving:

\[
\det[A - \lambda I] = 0
\]

(3)

\( \lambda \) represents the eigenvalues.

\[
\begin{bmatrix}
    v_1 & c_{var}(1,2) \\
    c_{var}(1,2) & v_2
\end{bmatrix} - \lambda I = 0
\]

(4)

\[
((v_1 - \lambda) \times (v_2 - \lambda)) \times c_{var}(1,2)^2 = 0
\]

(5)

- Eigen vectors are solved as follow:

\[
|A - \lambda I| \times [X] = 0
\]

(6)

- The co-ordinates of each data point in the direction of principal component are obtained by:

\[
p_{c_j} = a_{1}Y_{1} + a_{2}Y_{2} + \ldots + a_{n}Y_{n}
\]

(7)

Where

- \( a_{i} \) is coefficient of factor \( i \), \( p_{c_{j}} \) is the \( j_{th} \) principle component and \( Y_{1}, Y_{2}, \ldots, Y_{n} \) represents coordinates of each data.

B. DWT

It provides a compact representation of signal’s frequency component by achieving better frequency information and good time resolution. It decomposes image into frequency sub-bands at different scale by splitting into high and low frequency [18]. The low frequency contains average intensity of image whereas high frequency provides edges information. Down sampling in DWT decreases the computation time and speed up the algorithm [13], [17]-[19].

It is depicted in Fig. 2, the DWT separately filters and down samples 2D image in horizontal and vertical direction. The source image is filtered by low pass (L) and high pass (H) filter in horizontal direction and down-sampled by factor 2 to get the coefficients matrices Im(L) and Im(H). Same filters with down sampling are applied to coefficient matrices in vertical direction to obtain sub-bands, Im(LL), Im(LH), Im(HL), and Im(HH).
Im(HL) and Im(HH) that are images with low-low, low-high, high-low and high-high frequency respectively [15], [20].

The wavelet decomposition is given by following equation:

\[ G_{j+1} = H G_{j} H \]

(8)

\[ D_{j+1}^{h} = G G_{j} H \]

(9)

\[ D_{j+1}^{v} = H G_{j} G \]

(10)

\[ D_{j+1}^{d} = G G_{j} G \]

(11)

Where \( j = 0,1,2,\ldots, j-1 \) is for decomposition level. H for low-pass filtering; G for High-pass filtering; \( H^* \) and \( G^* \) are conjugate of the H and G; \( G_{j+1} \), \( D_{j+1}^{h} \), \( D_{j+1}^{v} \) and \( D_{j+1}^{d} \) are approximate, horizontal, vertical and diagonal details of images respectively.

Inverse DWT is applied to reconstruct 2D image from sub-bands Im(LL), Im(LH), Im(HL) and Im(HH) as depicted in Fig. 3. This involves column up sampling the both; low and high pass filters for each sub-band images. Same filters are applied with row-up sampling to get the fused image. Image reconstruction equation is given as:

\[ G_{j} = H G_{j+1} H + G D_{j+1}^{h} H + H D_{j+1}^{v} G + G D_{j+1}^{d} G \]

(12)

Here \( j = j-1, j-2,\ldots, 0 \), \( G_{j+1} \) represents low frequency component (approximate detail) and \( D_{j+1}^{h} \), \( D_{j+1}^{v} \) and \( D_{j+1}^{d} \) denote high frequency components respectively (horizontal, vertical and diagonal detail).

C. SWT

Down sampling in DWT causes lack of shift-invariance that adds distortion, artifacts and blurring effects which results poor quality output image. These issues can be resolved by eliminating the down-sampling in SWT. Therefore, preserving a high quality and more informative output image [16], [21].

The original image is decomposed into horizontal and vertical approximation by applying column wise and row wise low pass and high pass filters [21]. Same filtration is applied to decomposed parts in rows wise and column wise to obtain Approximate, vertical, horizontal and diagonal detail as elaborated in Fig. 4. The low pass and high pass filters preserve low and high frequencies and provides detailed information at respective frequencies.

The wavelet decomposition equation for SWT is given as:

\[ A_{j,k_{1},k_{2}} = \sum_{n_{1}} \sum_{n_{2}} h_{0}^{2j_{1}} (n_{1} - 2k_{1}) h_{0}^{2j_{2}} (n_{2} - 2k_{2}) A_{j-1,n_{1},n_{2}} \]

(13)

\[ D_{j}^{1,k_{1},k_{2}} = \sum_{n_{1}} \sum_{n_{2}} h_{0}^{2j_{1}} (n_{1} - 2k_{1}) g_{0}^{2j_{2}} (n_{2} - 2k_{2}) A_{j-1,n_{1},n_{2}} \]

(14)
The proposed method involves two steps: At preprocessing stage, combined median and average filter is applied on input images then image fusion is done by hybrid SWT-PCA. Prepressing stage involves the following steps:

Step 1: Adaptively resize the mask
- Initialize the filter by $n = 3$

- Compute $A_1 = \text{med} - \text{min}; A_2 = \text{med} - \text{max}$
- Verify, if $A_1 > 0$ and $A_2 > 0$ then return to step 1 otherwise enlarge the mask size by $n = n + 2$.

The combined median and average filter achieves better performance for noise reduction that adaptively resizes the mask filter according to level of noise mask. This technique reduces the noise and retain the better image detail by preserving the edges. We sequentially check each pixel for noise reduction. If the pixel value is greater than the average value, it means the pixel is affected by noise and we replace that pixel with median value of the mask; otherwise, we unchanged that value of the pixel [22].

III. PROPOSED ALGORITHM

We have implemented a combined median and average filter based hybrid SWT-PCA which is discussed briefly.

A. Combined Median and Average Filter based Hybrid SWT-PCA Algorithm

The output images $O_1$ and $O_2$ are obtained by applying filters to the input images. Furthermore, using hybrid SWT-PCA, $O_1$ and $O_2$ images are decomposed into four sub bands $LL_1, LH_1, HL_1, HH_1$ and $LL_2, LH_2, HL_2, HH_2$ by SWT. We compute the PCA for these sub band and eigen vectors with maximum values are selected. Each sub band images are multiplied and summed to combine mentioned sub bands. The new sub-bands $LL_{\text{new}}, LH_{\text{new}}, HL_{\text{new}}$ and $HH_{\text{new}}$ are calculated by following equations:

\begin{align}
LL_{\text{new}} &= p_{c_1} \times LL_1 + p_{c_2} \times LL_2 \\
LH_{\text{new}} &= p_{c_1} \times LH_1 + p_{c_2} \times LH_2 \\
HL_{\text{new}} &= p_{c_3} \times HL_1 + p_{c_4} \times HL_2 \\
HH_{\text{new}} &= p_{c_3} \times HH_1 + p_{c_4} \times HH_2
\end{align}

$p_{c_1}, p_{c_2}, ..., p_{c_4}$ are principal components for sub bands, respectively.

![Proposed SWT-PCA algorithm](www_ijacsa_thesai_org)
The proposed hybrid SWT-PCA algorithm is depicted in Fig. 5. Combined median and average filter is applied to input images. The output of this filter is fed to low pass and high pass filters in row wise and column wise. The decomposed sub-bands $LL_1, LH_1, HL_1, HH_1$ and $LL_2, LH_2, HL_2, HH_2$ are obtained by applying the Haar wavelet. SWT does not use down sampling that makes the fusion output stable and consistent with original input sequence. Resulting coefficients are evaluated by PCA and each coefficient of source image is applied to corresponding coefficient of PCA. Fusion rule merges the PCA components with new decomposed coefficients ($LL_{new}, LH_{new}, HL_{new}$ and $HH_{new}$). Finally, more informative and high quality fused image is obtained by applying inverse SWT on coefficients of combined transform.

The flowchart of combined median and average filter based SWT-PCA technique is shown in Fig. 6.

IV. SIMULATION RESULTS AND DISCUSSION

In this paper, we have used MATLAB tool for our simulation and the images have been taken from the website http://imagefusion.org and paper [5].

A. Simulation Results

The simulation results given below show the comparison among DWT, SWT, DWT-PCA and combined median and average filter based SWT-PCA and their performance is measured on different quality parameters; PSNR, MSE and NCC.

1) Scenario-01

It can be seen from Fig. 7 that source images with different foci are combined by different image fusion techniques to produce better output image. Though DWT-PCA achieves better results than individual DWT and SWT but it is still affected by random variation in image. The proposed SWT-PCA with combined median and average filter achieves better results than all existing fusion techniques without being affected by noise or random variation. Furthermore, it can be analyzed from Table I that there is only a little improvement of PSNR among DWT, SWT and DWT-PCA. Consequently, in proposed technique, PSNR jumps from 40.321 to 45.154 that shows its superiority.

![Flowchart of proposed algorithm.](image-url)

![Fig. 7. The input focused images and output fused images: (a) Right focused input image; (b) Left focused input image; (c) DWT fused image; (d) SWT fused image; (e) DWT-PCA fused image; (f) Proposed method (SWT-PCA fused image).](image-url)
TABLE I. COMPARISON ANALYSIS OF DIFFERENT IMAGE FUSION TECHNIQUES

<table>
<thead>
<tr>
<th></th>
<th>DWT</th>
<th>SWT</th>
<th>DWT-PCA</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>36.732</td>
<td>38.297</td>
<td>40.321</td>
<td>45.154</td>
</tr>
<tr>
<td>MSE</td>
<td>3.83</td>
<td>3.76</td>
<td>3.42</td>
<td>3.02</td>
</tr>
<tr>
<td>NCC</td>
<td>0.35</td>
<td>0.41</td>
<td>0.47</td>
<td>0.57</td>
</tr>
</tbody>
</table>

2) Scenario-02
Background focused and rope focused images are shown in Fig. 8. It can be clearly seen from Table II that PSNR of proposed technique jumps from 34.321 to 40.154 that depicts significant improvement. Similarly, MSE of proposed method reduces from 3.73 to 3.22 which shows better improvement as compared to existing techniques.

![Fig. 8. The input focused images and output fused images: (a) Background focused input image; (b) Rope focused input image; (c) DWT fused image; (d) SWT fused image; (e) DWT-PCA fused image; (f) Proposed method (SWT-PCA fused image).](image)

TABLE II. COMPARISON ANALYSIS OF DIFFERENT IMAGE FUSION TECHNIQUES

<table>
<thead>
<tr>
<th></th>
<th>DWT</th>
<th>SWT</th>
<th>DWT-PCA</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>31.432</td>
<td>32.597</td>
<td>34.321</td>
<td>40.154</td>
</tr>
<tr>
<td>MSE</td>
<td>4.24</td>
<td>4.01</td>
<td>3.73</td>
<td>3.22</td>
</tr>
<tr>
<td>NCC</td>
<td>0.28</td>
<td>0.37</td>
<td>0.43</td>
<td>0.54</td>
</tr>
</tbody>
</table>

3) Scenario-03
It is shown in Fig. 9 that output fused image of DWT, SWT, DWT-PCA produce poor quality output image, whereas proposed method (SWT-PCA with combined median and average filter) eliminates the noise effect and produce better quality output image. Furthermore, it can be analyzed from Table III that there is less PSNR and NCC improvement in existing DWT, SWT and DWT-PCA. The proposed method achieves better improvement in PSNR and NCC with more reduction in MSE value. This shows the effectiveness of combined median and average filter with SWT and PCA.

![Fig. 9. The input focused images and output fused images: (a) Character focused input image; (b) Background focused input image; (c) DWT fused image; (d) SWT fused image; (e) DWT-PCA fused image; (f) Proposed method (SWT-PCA fused image).](image)

TABLE III. COMPARISON ANALYSIS OF DIFFERENT IMAGE FUSION TECHNIQUES

<table>
<thead>
<tr>
<th></th>
<th>DWT</th>
<th>SWT</th>
<th>DWT-PCA</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>35.621</td>
<td>36.78</td>
<td>38.21</td>
<td>44.10</td>
</tr>
<tr>
<td>MSE</td>
<td>3.21</td>
<td>3.04</td>
<td>2.87</td>
<td>2.14</td>
</tr>
<tr>
<td>NCC</td>
<td>0.43</td>
<td>0.51</td>
<td>0.56</td>
<td>0.68</td>
</tr>
</tbody>
</table>
4) Scenario-04

Fig. 10 shows that input images are affected by noise due to camera circuitry. The output fused image of DWT, DSWT, DWT-PCA is of poor quality due to noise. Proposed method eliminates the noise effect, produces better quality output image and achieves higher PSNR and NCC with less MSE than existing fusion techniques as shown in Table IV.

PSNR, MSE and NCC have been used as evaluation criteria in this paper. Higher the value of PSNR and NCC; better will be the final fused image. Similarly lower the MSE value corresponds to better output image. It can be clearly seen from above results that proposed technique (combined median and average filter based SWT-PCA) outperforms than current techniques by achieving lower MSE, higher PSNR and NCC values. Furthermore, it can be depicted from above figures that our proposed method remove the noise from input by combined median and average filter and obtain better accuracy by hybrid SWT-PCA.

![Fig. 10. The input focused images and output fused images: (a) Bottom focused input image; (b) Top focused input image; (c) DWT Fused image; (d) SWT fused image; (e) DWT-PCA fused image; (f) Proposed method (SWT-PCA Fused image).]

<p>| TABLE IV. COMPARISON ANALYSIS OF DIFFERENT IMAGE FUSION TECHNIQUES |
|-------------------------|----------------|-----------------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th></th>
<th>DWT</th>
<th>SWT</th>
<th>DWT-PCA</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>32.61</td>
<td>35.38</td>
<td>37.15</td>
<td>44.24</td>
</tr>
<tr>
<td>MSE</td>
<td>4.53</td>
<td>4.21</td>
<td>4.02</td>
<td>3.26</td>
</tr>
<tr>
<td>NCC</td>
<td>0.31</td>
<td>0.39</td>
<td>0.44</td>
<td>0.51</td>
</tr>
</tbody>
</table>

V. Conclusion

Recently, image fusion techniques are being considered as the most prominent and has been used in many areas such as images for medical diagnosis, military and law enforcement, robotics, manufacturing, computer vision and so on. A lot of research has been carried out regarding improving the image quality but it suffers with issues like noise, artifacts, blurring effects, lack of shift-invariance and Heisenberg uncertainty principle. However, the simulation results of proposed algorithm for multi-focus images resolve the mentioned issues and evaluate the performance on the basis of PSNR, MSE and NCC. Lower values of MSE, higher values of PSNR and NCC show the superiority of proposed algorithm than existing conventional and combined DWT-PCA techniques. Combined median and average filtering with Haar wavelet in SWT-PCA excludes down sampling that makes the hybrid algorithm shift invariant and robust while preserving the image data by reducing noise and complexity. Triple modality is also hot research topic for future work and this idea can be implemented for opaque and semi-transparent images.
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