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Abstract—The demand for distributed and complex business 

applications in the enterprise requires error-free and high-

quality application systems. Unfortunately, most of the developed 

software contains certain defects which cause failure of a system. 

Such failures are unacceptable for the development in the critical 

or sensitive applications. This makes the development of high 

quality and defect free software extremely important in software 

development. It is important to better understand and compute 

the association among software defects and its failures for the 

effective prediction and elimination of these defects to decline the 

failure and improve software quality. This paper presents a 

review of software defects prediction and its prevention 

approaches for the quality software development. It also focuses 

a review on the potential and constraints of those mechanisms in 

quality product development and maintenance. 
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I. INTRODUCTION 

The software is a single entity that has a strong impact on 
all characteristics of software development for different 
domains that includes defense, medicine, science, transport, 
telecommunications and others. The activities of all these 
domain sectors constantly require high-quality software for 
their exact needs for the performance [1]. Software quality 
means being an error-free product that produces predictable 
results and can be delivered within a time and cost constraints 
[2, 3]. As a result, it very important to have appropriate 
approaches to develop high-quality software that can meet the 
increasing needs in today's business world's. The past studies 
suggest that no single defect detection technology can solve all 
types of defects detection problems. So, this review focuses on 
the effectiveness and efficiency of the defect detection process 
to meet the quality enhancement and cost reduction. 

A “defect” is some fault or imperfection in the operation of 
a software product or process as a result of an error, fault, or 
failure. The paradigm defines the term "error" as a human 
action that leads to inappropriate results, and a "defect" as an 
erroneous decision that results in inaccurate results for a 
solution to a problem. A single error can result in one or more 
failures, and multiple failures can cause a failure. To avoid 
such failures in software products, defect detection activities 
are performed at each stage of the SDLC, depending on the 
needs and criticalities of the development. 

Software defect identifications models [2] are very weak 
because they have not been able to overcome the unknown 
relationship between the defects and failures. The relationships 
understanding among them are very difficult due to the 
diversity of defects and failures.  The "Simplified assumptions" 
and "heuristics” methods are frequently utilized because of the 
associated failures associated with failures that lead to difficult 
tasks for the prediction. Therefore, having an accurate defect 
prediction model or process in software development can able 
to reduce high failures and advance the eminence of the 
software development [4, 5]. The main cause of software 
failures due to its design flaws which mostly caused by the 
software engineers due to the misunderstanding of the 
requirement specifications or developing a defective code. A 
review study on the various domain system failure estimation 
suggests that 90% of the failure is due to system defects [6, 7, 
21]. 

The approaches of defect prevention are the process for 
improving software quality, the core objective of that is to 
identify frequent causes of defects and to amend the process to 
avoid this kind of the defect from importunate [8]. The purpose 
of preventing defects is to identify them at the commencement 
of the life cycle and avoid them from happening again so that 
the defects no longer occur. Based on defect analysis, it has 
established to be a constructive mechanism for detecting and 
preventing defect requirements at the beginning phase of the 
software lifecycle. By analyzing the general classified defects 
taxonomy and past errors it can be better prevented and reliable 
high performing systems can be developed [11]. In terms of 
performance and reliability requirements, a smaller number of 
failures in the software requirement will affect in improved 
secure and quality software systems. The scope of this paper is 
to present an insightful exploration of the mechanisms of 
defect detection and defect prevention approaches that can be 
pursued for the quality system development processes. 

The following paper presents the importance of defect 
prediction in Section 2 and it approaches in Section 3. In the 
Section 4 it presents defect prevention methodology, and 
Section 5 discuss its importance. Section 6 concludes and 
summarizes the paper. 
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II. IMPORTANCE OF DEFECT PREDICTIONS 

In literature many empirical studies and tools [1, 5, 7, 8, 18] 
are designed to identify the defects for the quality software 
development. But these approaches can be executed at multiple 
points during development, not testing, which usually only 
happens after the executable software module is produced. A 
key indicates in considerate the prospective value of evaluation 
is that it is approximated that defects that escape from one 
phase of the SDLC to another, it could take an instruction for 
the extent to restore in the next phase. As a result, the 
development cost, quality, and time of the software will be 
significantly impacted because it is implemented at the early of 
the development cycle. 

The software defects observed in IBM operating system 
depend on the field data is presented in [8], which is being 
classified into 408 types of defects using an "Orthogonal 
Defect Classification (ODC)" [16]. This classification approach 
is to quantify the defect, failure relation and the accuracy of 
prediction, 668 defects are injected over 12-open source 
projects. The major goal of this quantification is to show a 
complex relationship between software defects and failure 
disabilities through identifying the availability of the multiple 
task, such as events, conditions, etc., but the ODC approach 
does not allow for multiple events or conditions analysis so, 
user must fix it manually. 

TABLE I.  A SUMMARIZATION OF MERIT AND DEMERITS OF EXISISTING DEFECT PREDICTION APPROACHES 

REF#  Approach Merits Demerits 

[13] 

This paper has proposed seven 

test effort allocation strategies 

utilizing the complexity measure 

for Fault Prediction. 

 

1. A software test simulation model based on defect prediction 

results for evaluating the cost-effectiveness of a test work 

distribution strategy. 
2. The simulation model estimates the number of discoverable 

defects in relation to a given test resource, allocation strategy 

and a group of test modules for defect prediction. 
3. The strategy with the best defect prediction model, test effort 

might be reduced by 25%, but still detected many of the defects 

commonly found in the test, but the company needed about 6% 
testing effort to collect metrics, organize data, and modeling. 

1. This strategy shows the best failure 

prediction model but requires a 

high amount of test effort. 
2. The results show that only the 

suitable test strategy with 

adequately high defect prediction 
accuracy can reduce the test 

workload through defect 

prediction. 

[14] 

Analysis of the Exception 

handling through patterns process 

modeling 

1. It shows that in many cases, there are some abstract patterns to 

detect the relationship between exception handling functions 
and the specification process. 

2. Emphasis is placed on the exception handling patterns observed 

in process modelling over the years and described using three 
types’ process modelling notations. 

1. It has found that the exception 

handling pattern described here is 

useful for increasing the level of 
abstraction of the process model. It 

provides a way to access exception 

handling by providing a 
framework of questions. 

[15] 
Defect and Failure data analysis. 

 

1. This solution analyses the defect and failure data of real-system 

case studies. 

2. Exclusively discuss the causes of software failures using other 

defects due to localization and distribution of defects. 
3. The results show that entity faults are often reasoned for many 

faults spread all over the system. 

 

1. It reveals the nature of defects and 
failures, and defects-defects are 

very beneficial. 

[19] 

It proposed a Specification-Based 

Inspection approach for the 

programs verification. 

1. Systematic and rigorous inspection methods are available to 

take advantage of formal specifications and analysis. 

2. The purpose of this method is to utilize checks to establish if 

each functional solution described in the specification is 
correctly executed by a group of program paths to contributes 

certain functional aspects of the specification. 

3. The results show that this method perhaps more valuable at 
detecting "function-related faults" than PBR but may be 

somewhat ineffective in detecting implementation-related 

faults. 

1. It does not provide evaluation 
support for powerful features 

related to testing, such as reading 

computer instructions, managing 

scans, and subsequent scans for 

code modifications. 

[20] 

Utilize the machine learning 

classifiers based on multi-

function selection techniques and 

implement a classification-based 
bug prediction method using 

"Naive Bayes" and "Support 

Vector Machine (SVM)" 
classifiers for bug forecasting. 

1. The research is generally applicable to a diversity of "feature 

selection techniques" based on classification-based error 
prediction methods. 

2. Several feature selection techniques are studied, which are 

commonly used for classification-based defect prediction. 
3. These techniques reject fewer essential features before 

achieving most constructive classification. The complete 

features utilized for training is significantly decreased below 
10% of the original functionality. 

4. Performance analysis of different numbers of features shows 

that even 1% of the original features can achieve powerful 
performance. 

1. These techniques discard less 

important functions for achieving 
optimal classification performance. 

2. A basic limitation of historically 

based error predictions, as there 
possibly recent types of errors that 

are not so far included in the 

training data. 
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In past years, several software technologies have been 
developed for the integration of state-of-the-art collection 
technologies that manipulate and model log-based error 
analysis and log data; for example, "MEADEP" [35], "NOW" 
[36], and "SEC" [37, 38]. However, since the log-based 
investigation is not supported by fully automated procedures, 
the processing load on most analysis loads is inadequate 
knowledge of the system. For example, a complex algorithm is 
defined for rebooting the OS in the log to identify based on 
sequential analysis of log messages. In addition, an error that 
activates multiple messages in the log causes considerable 
effort to use the entries for the same results of the error 
manifestation. Preprocessing tasks are crucial for accurate error 
analysis [6, 22, 27, 36]. 

A. Monden et al. [13] proposed a simulation model for 
software testing by means of defect prediction outcomes to 
measure the cost-effectiveness of the test assignment strategy. 
The proposed model assessment and resource allocation 
strategy, various qualified defects associated with a set of 
modules and defect prediction results. In a case study of the 
small failure prediction system recognition analysis in the 
telecommunications domain, the outcomes of the simulation 
model shows that the effective scheme is to make the test 
workload proportional to many failures likely in the module. 
Through using this strategy of the failure prediction model, the 
test work is reduced by 25%, while detecting defects that are 
usually found in the testing. 

The merits and demerits of most relevant defect prediction 
approaches have been summarized in Table I. 

III. ANALYSIS OF DEFECT PREDICTION APPROACHES 

In this section, we discuss the various approaches and 
methods for defect prediction. Most of the approaches utilize 
machine learning and classification methodology to perform 
the prediction. 

A. Defect Prediction based on Patterns 

The Pattern-based detection is also based on classifiers but 
using a unique iterative pattern for classifying sequential data 
[11], software trace analysis is used for defect detection. A 
group of distinctive features captures a repeating sequence of 
actions from the program implementation trajectory that is 
executed first. Subsequently, the best attributes for 
classification are selected. Using those feature sets to train the 
classifier model, which will be used to identify defects. The 
pattern processing models allow the investigation and 
enhancement of processes together besides that working to 
coordinate multiple defects and tools to execute tasks. This 
kind of modeling usually focuses on the specification process, 
that is, how every work should execute as needed. 
Unfortunately, the real-world processes are rarely going well 
according to the need. A more comprehensive analysis of this 
kind of process still requires detailed information on the 
process model and their actions that should be taken in the 
event in case of failure. 

B. S. Lerner et al. [14] have revealed that in numerous 
cases for the software defect handling, there are some abstract 
patterns that can detect the relationship between defect 
handling functions and specification procedures. As in an 

"object-oriented design patterns" makes the possibility of the 
"development", "documentation", and "maintenance of object-
oriented programs", it can be considered that process patterns 
can assist the enhancement and maintenance of the process 
models. It focuses on the defect handling patterns which have 
observed in process modeling for many years. They also 
illustrate these patterns by means of three process modeling 
symbols with the "UML 2.0 Activity Diagram" [17], "BPMN" 
and "Little-JIL" [18]. It presents an abstract construction of the 
pattern, in addition to examples of usage patterns. It also 
discusses some preliminary statistics to support the arguments 
that are common in these models and represent their ability to 
use these patterns to consider the comparative merits among 
the symbols. 

B. Defect Prediction based on Graph Mining 

The methodology of Graphics mining is based on dynamic 
control flow that helps identify defects that might not crash a 
system [34]. Its functions as a simple processing through graph 
nodes calls to reduce the processing overhead during 
execution. A graph node characterizes a function and a 
function call to another function which is represented by an 
edge. The influence of everyone edge of a node is computed 
based on their calling frequency. The high variation in the 
frequency call and changes in the node structure of the graph 
may be the cause of the failure. If there is a problem with the 
data being reassigned between the methods, it may also affect 
the named graph because of its functional impact. 

C. Defect Prediction based on ASA 

The process of “Automatic Static Analysis (ASA)" [22], 
[27] based prediction is primarily used for physical code 
analysis, which is one of the oldest traditions still practiced, but 
automation tools are increasingly utilized for fundamental 
difficulty associated with "non-observance failures", "probable 
memory leaks", "variable usage", etc. They occupy an essential 
position in the development phase because they save effort and 
critical re-defect leak test cycles. There are many such tools 
which are commonly being used as, "Findbugs", "CheckStyle", 
and "PMD" based on Java technology. Even though this 
participates as a significant function in the development cycle, 
it is not widely used for the defect prediction in the 
maintenance cycle. However, systems with compatible sources 
for automated static analysis can be utilized as clean aspects for 
excellent detection mechanisms, because the errors introduced 
in the executing field scan are very expensive. The 
maintenance cycle of the ASA prediction tool does not find 
many defects that may perhaps guide to the failure. Research 
analysis for the efficiency of ASA detection tools over the 
open source code represents show < 3% of failures. 

S. Liu et al. [19] have presented the solution to the 
problems of the statistical analysis system, which are generally 
utilized for defect detection, and suffering due to the 
requirement of rigidity. It sustains a methodical and strict 
inspection method that takes advantage of "formal-
specification analysis". The intention of the process is to 
describe the specification of a group of routes from every tasks 
base program and the route specification of the program, where 
the program contribute to the execution of an appropriately 
implemented functional environment to determine whether to 
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use the inspection or not. A systematic, auto-generated list of 
functional scenarios to obtain program paths, where each path 
has connected to scenarios and an inspection report generated. 

C. F. Kemerer et al. [21] have studied the effects of 
inspection rates on software quality and studied the controller 
for a wide-ranging of a group of features that could influence 
the analysis. This data comes from the" personal software 
process (PSP)", performs inspections and performs 
development group activities. Specifically, the speed of the 
PSP design and code review corresponds to the preparation of 
the test. 

J. Zhang et al. [22] has presented an enhancement to the 
automated static analysis which can help provide high-quality 
products in economic production, and they perform static 
analysis and check for errors and customer reports on three 
major sectors of the development of industrial software 
systems for "Nortel Networks analysis". This data shows an 
"automated static analysis (ASA)"for an appropriate means of 
detecting software errors. The automated static analysis using 
"Orthogonal Defective Classification “schemes is effective in 
identifying and mapping error probes so that subsequent 
software creation steps can target on more difficult, functional, 
and algorithmic errors. Most of the flaws that appear to be 
determined by automated static analysis are generated by some 
major type of programming error, and some of these types are 
likely to cause security vulnerabilities. The "Statistical analysis 
(SA)" outcome indicates that many automated SA errors can be 
effective in identifying module problems. Results analysis 
Static analysis tools show that it complements other error 
detection technologies to produce economical, high-quality 
software products. 

D. Defect Prediction using Classifiers 

A classifier based on a "clustering algorithm" and a 
"decision tree" or "neural network “are being utilized to 
recognize anomalous events of detected common incidents for 
the prediction [11], [12]. If a defect is found, the classifier 
labels the defect path to systematize the classifier. Some 
classification criteria generally use "NaiveBayes" and 
"Bagging”. The Bayesian classification is a "supervised 
learning method" and is a "statistical method" for classification 
[12]. It represents a basic probability model that can capture 
uncertainty in a model of reason that determines the probability 
of a result. A recent study [7], [8], [10], [12] in this province is 
proposed without a secondary supervisory model to capture the 
regular code of behavioral probability distributions in each 
region to recognize incidents when they behave abnormally. 
This information is utilized to filter more than the labeling 
gives to the positioning algorithm to focus on abnormal 
observations. 

The prediction classifiers utilizing machine learning 
techniques [40] are recently introduced for the defects 
prediction in source files. A classifier is primary trained in the 
defects of software development and then used to prediction if 
the defect vision changes it will also cause errors. A 
disadvantage of the existing classifier-based defect prediction 
technique is that it does not have enough control for actual 
utilization due to the various machine learning functions and 
the prediction time is slow. 

T. Mende et al. [23] has suggested that assessing the efforts 
consciously can measure the accuracy of defect prediction. The 
traditional evaluation methods such as "recall", "precision", 
"Alberg chart" and "ROC curve" ignore quality assurance 
costs, but the action is expected to be approximately 
proportional to the audit or review of the module. They took 
advantage of the measurement to the bottom to find that the 
required measurement accuracy was needed for the actual test. 

S. Shivaji et al. [24] has typically considers numerous 
attribute collection techniques for classification-based error 
prediction methods that use "Naive Bayes" and "Support 
Vector Machine (SVM)" classifiers. This technology discards 
less significant functions in anticipation of the most 
constructive classification result to be achieved. The complete 
functions utilized in construction is considerably decreased, 
often down to below 10% of the original. Both "Naive Bayes" 
and "SVM" through attribute selection [9] present significant 
improvements in comparison to the F-measure of the 
classification in the failure prediction and results compared to 
those proposed in [25]. 

Although many case studies on failure prediction in 
industry record applications [28], [29], [30] few studies have 
been estimated by early failure detection to reduce test effort or 
improve software quality. P. L. Li et al. [26] reported on ABB's 
experience in applying field failure prediction. Their 
experience is about how to decide the precise modeling method 
and how to evaluate the actual accuracy of predictions for 
several versions of the time-period. They assessed the 
usefulness of the forecast depends on the professional view. 
They identified the module as vulnerable by an expert because 
it identified the top four error-prone errors that identify 
modules in the predictive model. In addition, the module 
priority results have been reported by the test team to be used 
to reveal additional errors that are probable to reason a low 
error in the module. Unfortunately, there is no quantitative 
information on the effort to further test and the number of 
additional leaks needed. 

IV. DEFECT PREVENTION 

During software development, many defects occurred 
during the period of the development process. It is a defect 
considering that defect which is injected at the early stage of a 
cycle and eliminates in respite of the development process 
[16], [31]. Therefore, error prevention is an essential element in 
enhancing the excellence of software processes. 

Defect prevention is a quality improvement process aimed 
at identifying ordinary reasons of defects and altering related 
processes to prevent the type of error recurrence. It also 
improves the eminence of software products and reduces 
overall costs, time and resources. This allows the project to 
maintain a good balance of "time", "cost" and "quality". The 
intention of defect prevention is to recognize defects at the 
inauguration of the SDLC and prevent them from reoccurring 
so that defects do not reappear. 

A. Methodology for Defect Prevention 

Defect prevention is an important activity of SDLC. Most 
software project teams focus on defect detection and 
correction. Therefore, error prevention is often an ignored 
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component. It is, therefore, appropriate to take steps to prevent 
defects from being commenced into the product at an early 
stage in the project. These measures are inexpensive and the 
total cost savings achieved by benefiting from the stage later 
are significantly higher than the cost of defect remediation. 
This saves costs and resources in the initial phases of defect 
analysis. The "Error injection methods" and processes facilitate 
knowledge of error prevention. After practicing this 
knowledge, quality has improved. It also improves overall 
productivity. The methodology for the defect prevention 
includes three phases as follows: 

1) Identification of the defects: The identification of the 

defects can be pre-structured and designed according to the 

activities of specific failure defects being observed. Typically, 

defects can be identified in design reviews, code reviews, GUI 

reviews, functional and unit testing activities performed at 

different stages of the SDLC. In case of a defect is identified, 

the designed classifier classifies the defect utilizing the 

defined defect knowledge base. In case of having a vast defect 

knowledge base, it is important to analyze the failure defects 

through a continuous learning process to have an effective 

classification approach. 

A model to examine software quality factors, such as a list 
of future defect density modules are proposed by 
T.Khoshgovar and E. Allen [31, 32]. The input to the model is 
a measure of "software complexity", such as LOC, the number, 
and complexity of distinctive operators. Then perform a 
stepwise regression to find the weight of each factor. L. C. 
Briand et al. [33] utilized "object-oriented metrics" to predict 
defect classes that might contain errors and used "PCA with 
logistic regression" to predict defect classes that are prone to 
errors. S. Morasca et al. [39] utilized a "rough set theory" and 
"logistic regression" to predict the possibility of the modules 
failure in commercial software. 

2) Analysis of the Defects: The analysis of the defects is a 

continuous process for improving learning quality using defect 

or error data. Defect analysis generally categorized based on 

the process dependencies and condition process activities for 

the improvisation of defect identification and its possible 

cause for the prevention. The "Root cause analysis (RCA)" 

approach is an effective software defect analysis mechanism 

which is very useful in understanding the problems of a 

failure. The goal of the RCA is to recognize the root reason of 

defects and initiate the action of defects removal from the 

sources by analyzing each individual defect precisely. The 

qualitative analysis is inadequate only by the limitations of 

human investigation capabilities. This ultimately improves the 

quality and productivity of software organizations that provide 

feedback to developers. 

3) Classification of the Defects: Defect classification can 

be done using common "Orthogonal Defect Classification 

(ODC)" techniques [16] to find defect groups and types. The 

ODC technology classifies defects when they occur first and 

when the defects are fixed. The ODC methodologies for 

specific technologies and some management characteristics 

and for each defect orthogonal can mutually exclude. These 

attributes provide access to all the information that comes 

from the root cause, pattern, and data through a tremendous 

amount of data that can be analyzed. A high-quality action 

preparation and tracking can reduce failures and enable high 

levels of learning. 

In case of critical and large projects, it must be deeply 
classified to analyze and understand defects, and in the small 
projects, it can be classified as defects up to the initial level of 
the ODC to preserve time and effort. It classifies various types 
of defects at diverse phases of development requirements, such 
as specification collection, logical design, testing, and 
documentation. 

Defect prevention has been encountered in the past to 
analyze future defects and to prevent these types of 
occurrences including special operations. Defect prevention 
software processes can be applied to improve the quality of one 
or more phases of the SDLC. From the beginning phases of the 
project, to prevent defects from being presented into the 
product, measurements are appropriate. Even these measures 
are low cost, and the total cost savings achieved due to the 
profit at the end of the phase are quite high compared to the 
cost of a fixed failure. Therefore, analyzing the time needed for 
failures at an early stage reduces costs and resources. The 
defect injection method and the process can realize defect 
prevention knowledge. After the practice, this knowledge 
improves the quality. It also increases overall productivity. 

B. Importance of Defect Prevention 

Defect mitigation strategies exist but reflect the most cost-
effective expenditures reflecting the high-level test maturity 
principles associated with testing efforts. To detect defect 
errors in the development lifecycle for implementing code 
specifications in your design, you should avoid errors. 
Therefore, test strategies can be categorized into two 
categories: defect detection technology and defect prevention 
technology. 

Defect prevention during application development can save 
significant cost and time. It is therefore also important to 
decrease the number of rebuild failures resulting in cost 
reductions, ease of maintenance of ports and reuse. 
Organizations must also develop high-quality systems and 
provide resources to make systems reliable in less time. 
Determining defects increases productivity precautions and can 
be traced back to the fact that these defects have been injected 
into the lifecycle phase. 

The benefits of analysis software failures and defects are 
well known. However, there is little-detailed research based on 
concrete data. M. Hamill et al. [15] analyzes the defect and 
failure data of a two big real-time system case studies. They 
specifically discuss the causes of software defects by localizing 
and distributing defects and using other errors. The results 
show that individual failures occur frequently through multiple 
failures in the overall system. This inspection is significant 
because it does not sustain multiple-use heuristics and 
hypothesis about the precedent. Moreover, finding and fixing 
errors such as software errors that result in large, complex 
systems is often done despite the difficult and difficult 
development of software development. 
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Due to the lack of specific domain knowledge, the new and 
different domain software should be developed and 
implemented. In many cases, the appropriate quality 
requirements are not initially specified. Inspection work is 
labor intensive and requires a high level of skill. Sometimes a 
well-developed quality measurement may not have been 
identified at design time. 

No software defect detection technology can solve all the 
problems in error detection. Similar software reviews and tests, 
static analysis tools (or automated static analysis) can be used 
to eliminate defects before the software product is released. 
Inspection, prototyping, testing, and proof of correctness are 
several ways to identify defects. Formal inspections to identify 
failures in the initial phases of developing the most efficient 
and expensive quality assurance techniques. The adoption of 
several required prototypes clearly helps to overcome the 
perceived deficiencies. Testing is one of the least efficient 
techniques. It may be possible to evade detection at an early 
stage, which is the culprit and can be found in time. Especially 
the accuracy at the coding level proves to be a good detection 
method. Create the most accurate and economical way to build 
software. 

V. CONCLUSION 

Nowadays, intrinsic demands for software reliability are 
growing, and high defect tolerance systems are attracting 
attention. This paper has discussed several defect detection 
mechanisms and defect prevention mechanisms in relation to 
recent trends in the latest technologies. This paper presented 
review of the importance of defect prediction and their various 
approaches. Although there are several methods and 
technologies that are used to analyze for defect detection in a 
software system, but not all technologies are suitable for all 
systems. This paper has discussed defect prediction based on 
patterns, graph mining, ASA, and using the classifiers. Defect 
prevention methodology through defect identification, analysis 
and classification and its importance in reducing the system 
failure have also been discussed. This paper concludes that 
selection of defect prediction and prevention should be based 
on the system size and its complexity to provide a more 
adaptable and reliable solution for defect handling and provide 
high-quality software. 
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