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Abstract—The promising massive level MIMO (multiple-input-multiple-output) systems based on extremely huge antenna collections have turned into a sizzling theme of wireless communication systems. This paper assesses the performance of the quasi optimal MIMO detection approach based on semi-definite programming (SDP). This study also investigates the gain obtained when using SDP detector by comparing Bit Error Rate (BER) performance with linear detectors. The near optimal Zero Forcing Maximum Likelihood (ZFML) is also implemented and the comparison is evaluated. The ZFML detector reduces exhaustive ML searching using multi-step reduced constellation (MSRC) detection technique. The detector efficiently combines linear processing with local ML search. The complexity is bounded by maintaining small search areas, while performance is maximized by relaxing this constraint and increasing the cardinality of the search space. The near optimality of SDP is analyzed through BER performance with different antenna configurations using 16-QAM signal constellation operating in a flat fading channel. Simulation results indicate that the SDP detector acquired better BER performance, in addition to a significant decrease in computational complexity using different system/antenna configurations.
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I. INTRODUCTION

Wireless communication technology has seen rapid developments and unprecedented growth in the fields of computing and communication technologies during the last few decades. Wireless communication provides voice, video and data services. However, emerging services in the wireless communication are demanding more efficient network channels, high-bit rate, quality of service and higher network capacity [1]. The multimedia information traffic conveyed through the global mobile networks have been gigantic [2], [3], furthermore this tendency is put to continue, the same as suggested by VNI (Cisco- visual-networking-index) estimation [4].

Moreover, as forecast in Fig. 1 it will raise almost seven times which convert toward a CAGR (Compound-Annual-Growth Rate) of 53% in the time across 2017−2020, achieving 30.6 EB per month by 2020 [4]. As shown in Fig. 2. This blazing development is primarily stimulated by the dominance of mobile phones & gadget, tablets & laptops, and the materialization of machine-to-machine (M2M) communications [5]-[7].

Consequently, these systems have moved from Single-Input Single-Output (SISO) antenna technology to more efficient MIMO antenna technology for higher data rate and spectrally efficient wireless channels, without escalating the bandwidth or transmission power of system. However, an efficient MIMO system requires significant effort for designing efficient detectors with low computational cost. It improves data rates through spatial multiplexing and Bit Error Rate (BER) performance through diversity, which uses different detecting algorithms to decode received vectors [8].

A problem encountered in the design of optimal detector is to detect original transmitted signal (information) from noisy and faded channel in digital communication systems. In any practical scenario of information exchange between the transceivers, the designing of detector poses a big challenge to meet specifications such as minimal probability errors, computational efficiency and less complexity. Unfortunately, such type of detectors is computationally complex and often left out in favor of sub-optimal detectors. However, in many cases, the performance is considerably different during analysis of suboptimal and optimal detectors. On the other hand, the computationally efficient, cost effective optimal detection makes the optimal detectors attractive in comparison to its counterpart.

The Maximum Likelihood (ML) detector gives minimum error probability [9] but it is impractical to use higher-order modulation (16-QAM) in MIMO systems due to its exhaustive search requirements. Different linear, sub-optimal and near optimal, detectors are generally discussed to reduce the ML complexity. These detectors are commonly known as Sphere Detectors that provide optimal performance with reduced com-
computational complexity [10]. Zero Forcing (ZF) detector [11] is suboptimal linear detector. It has a polynomial complexity of cubic order $O(n^3)$ for $M_t \times N_r$ MIMO systems. It forms the computational complexity of computing the pseudo-inverse of the matrix channel. The linear, suboptimal and near optimal detectors are computationally less complex. However, the compromise is the degraded BER performance in comparison to the ML detector. Presently, computationally efficient and lesser complex high-performance MIMO detector such as ZFML [12] is near optimal heuristic detector. It reduces exhaustive ML searching using MSRC detection technique. However, the performance of ZFML detector is better in large search space.

The designing of detection poses a big challenge to meet specifications such as minimal probability errors, computationally efficient and reduce complexity. The use of semi-definite relaxation (SDR) offers efficient, high-performance detection approach [13]. SDR is efficient in solving the computationally complex ML detection problem and numerous detection problems that are discussed in [14].

The work [15] formulated ML problem in a higher dimension to relax rank-1 constraint (non-convex problem to convex problem) and derived as SDR. It provides better solution in computational complex problems [16].

II. MULTIPLE INPUT MULTIPLE OUTPUT SYSTEM MODEL

MIMO system gives significant improvement in spectral efficiency of wireless channel without escalating the bandwidth or transmission power of system. However, an efficient MIMO system requires significant effort for designing efficient detectors with low computational cost.

The block diagram in Fig. 3 depicts complex MIMO system [17]. The data bits are encoded and interleaved for transmission. The data symbols (QAM symbols) are mapped through interleave code-words; space-time encoder seizes data symbols and generates spatial data streams. The Space-Time Block-Encoder map the spatial streams and then transmit information signal to the receiver, subsequently received vector is decoded, de-mapped and de-interleaved.

The narrowband MIMO channel consists of point-to-point wireless system of $M_t$ “transmit($T_x$)” and $N_r$ “receive($R_x$)” ($N_r > M_t$) as shown in Fig. 4 where $M_t$ input symbols $S_i = [S_{1}...S_{N_t}]$, $(n_1 \times 1)$, transmitted during the $j^{th}$ time slot. $N_r$ is having receive vectors $y_r = [y_{1}...y_{r}]$, $(n_1 \times 1)$. Noise is denoted as $n = [n_{1}...n_{r}]$, $(n_1 \times 1)$ containing AWGN elements with $\sigma^2/n$ variance. $H = [h_{1}...h_{r}]$ denotes complex $M_t \times N_r$, channel matrix, the $i^{th}$ column and $j^{th}$ row is $h_{ij}$. Complex Gaussian is Rayleigh distribution that depicts flat fading channel.

MIMO techniques as shown in Fig. 6 are used in technologies e.g. Wi-Fi and LTE, and emerging techniques e.g. LTE Advanced. Comparing the performance while applying multiple-input-multiple-output (MIMO) techniques particularly, several setups with various MIMO algorithms are considered.

A. MIMO Detection Approaches and Challenges

As indicated by Shannon “Primary dilemma in communication is to replicate at some point both precisely & roughly a signal chosen on a different spot” [18].

Comparatively to typical single-input and single-output (SISO) systems, MIMO systems contain multiple interfering symbols/messages conveyed simultaneously, furthermore, subsequently these messages/symbols are anticipated to be decoded/detected at the receiver pertaining to corruption by haphazard interference/noise as presented in Fig. 5. The compound messages/symbols might be sensed/detected alone otherwise mutually. Contrasting to alone sensing/detection, every symbol/message has to be sensed/detected considering the uniqueness of the other messages/symbols in mutual sensing/detection. Since a useful outcome, characteristically mutual detection is able of achieving a considerably superior efficiency than alone detection/sensing, even though mutual sensing/detection inflicts higher computational complexity.

The mutual sensing/detection of compound messages in Multiple Input Multiple Output systems is of fundamental significance for the purpose of grasping the important benefits of diverse Multiple Input Multiple Output methods. Due to the CCI (co-channel-interference) usually encounter in Multiple Input Multiple Output systems make up primary restrictive feature [19]-[21]. Desolately, the best possible MIMO detection issue is established as non-deterministic polynomial-time hard (NP-hard) [22], [23]. Consequently all well-known algorithms considered for resolving the problem for optimal solutions,
incorporate exponential rise of complexity with the raise in number of decision factors. As a result, the computational complexity of the best possible ML (maximum-likelihood) condition based MIMO detection algorithms rapidly turn into redundant as the numbers of decision variables are augmented. Practically all modern ICs meet an integration density margin due to the maximum bearable internal temperature forced by the extreme power consumption, resulting restriction on IC development. As a result, one may not merely depends on Moores law. Moreover yet mild complex Multiple Input Multiple Output sensing/detection methods might be excessively power starving designed for systems based on battery. Therefore modest complexity, however superior-performance sub-optimum Multiple Input Multiple Output detection procedures are required intended for realistic Multiple Input Multiple Output-applications.

Spatial multiplexing methods concurrently transmit self-determining information sequences, frequently known layers, using multiple antennas. With an M transmit antennas, in general bit rate contrast to a single-antenna system is improved by a factor of M with no requirement for additional bandwidth or further transmission power. Channel coding is frequently engaged, hence to warranty a definite error performance. As the individual layers are super-imposed throughout communication, need to be alienated at the receiver by an interference cancellation category of algorithm (classically in combination with multiple receive antennas). A renowned spatial multiplexing method is the BLAST (Bell-Labs Layered Space-Time Architecture). The realized bit rate comparing to a single-antenna system is known multiplexing gain e.g. an antenna gain, multiplexing gain and diversity gain.

B. The multiplexing gain

The truth to facilitate the capacity of a MIMO system with M transmit and N receive antennas raises (more or less) linearly with the minimum of M and N (exclusive of entailing further bandwidth or additional transmission power) is an fascinating outcome. For SISO, setting a predetermined bandwidth, capacity may barely be improved logarithmically with the SNR, by rising the transmit power. TIn [1], the theoretical capacity outcomes for MIMO systems were matched by the scheme of the BLAST method, achieving bit rates approximately 90% of outage capacity. The first real-time BLAST demonstrator was set with M =8 transmit and N =12 receive antennas achieving exceptional bit rates of 40 bit/s per Hertz in contrast to any SISO system.

C. Spatial Diversity

Multiple antennas may also be used to enhance the error rate of a system (error performance), as a result of transmitting and receiving unneeded signals presenting the identical information sequence accommodating in the spatial domain, rather than in the time domain without lowering the effective bit rate in contrast to single-antenna transmission. Spatial diversity methods primarily aim at an enhanced error performance in contrast to spatial multiplexing schemes based on a diversity gain and a coding gain. Two forms of spatial diversity as macroscopic and microscopic diversity can be found in a comprehensive survey of spatial diversity for wireless communication systems [20].

D. Signal-to-noise Ratio and Co-Channel Interference

In addition to higher bit rates and smaller error rates, multiple-antenna techniques may also be employed to enhance the SNR at the receiver and to contain co-channel interference in a multiuser situation by adopting smart antennas or software antennas. Beam-forming schemes which are interpreted as linear filtering in the spatial domain are employed, the beam patterns of the transmit and receive antenna array may be steered in particular preferred directions, whereas un-preferred directions having significant interference may be nulled.
E. Smart antennas and beamforming Schemes

Beam-forming schemes may be used to achieve enhanced data rates and better error rates causing better SNR at the receiver and suppressed co-channel interference (CCI) in a multiuser scenario. As the spectrum is restricted, so the sharing is needed to enhance the capacity of cell by allocating the available bandwidth at the same time to multiple users using multiple access methods while maintaining the quality of service trade within the existing users. SDMA employed the spatial separation of the mobile users to enhance the use of the frequency spectrum. The transmission power of every user is restricted by Space division multiple access using spot beam antenna serving by the similar frequency or diverse frequencies. TDMA or CDMA is employed by the antenna beam covering diverse areas, frequency may be re-used, in, for diverse frequencies FDMA may be employed. Multi-functional MIMO mingle the benefits of numerous MIMO methods, e.g. multiplexing gains, diversity gains, and beam-forming gains, e.g. V-BLAST is able of realizing maximum possible multiplexing gain, while STBC may realize the full possible antenna diversity. In V-BLAST and STBC is combined to offer together antenna diversity and spectral efficiency gain. Additionally, combined array processing is enhanced through enhancing the decoding order of the different antenna layers. The optimized receive diversity gain for the mutual V-BLAST- STBC system assisted by the number of separately fading diversity channels is achieved in an iterative decoding algorithm. A transmission scheme known as D-STTD (double space-time transmit diversity), comprising of two STBC layers at the transmit antennas, whereas the receiver is prepared with two antennas is presented. Beam-forming has pooled both spatial diversity and spatial multiplexing schemes to realize extra performance gain e.g. beam-forming and STBC has been pooled together.

III. Multiple Input Multiple Output Sensing/Detection Dilemma

Regardless of the reality that related problems have been identified for a while [22], [24], [25] the idiom “MIMO detection” became common primarily with the advent of multiple-antenna systems throughout the mid-1990s [26], [27]. As a consequence, in the common sense, Multiple Input Multiple Output detection typically applied on to the symbol detection issue materialized in narrow-band SDM based multiple antenna methods, e.g. VBLAST (Vertical Bell Laboratories layered space-time system) [28]. Though, it is emphasized to facilitate a group of significant signal processing methods, Multiple Input Multiple Output detection ought to be understood based on a general mathematical model. In the broad sense, the MIMO detection issue can be characterized for an \( M_t \). input linear scheme whose transfer function is expressed by a matrix, containing non-orthogonal columns and Its output \( N_r \) is corrupted by additive random interference, which does not essentially comply with the Gaussian distribution. The compound inputs may be represented like a vector \( S \) that is arbitrarily retrieved from the set \( S^{M_t} \) composed by \( M_t \) element vectors, whose elements are drawn from a finite set \( S_k = [S_1...S_{M_t}] \). The “deductive” or “presumptive” probability of picking each vector from \( S^{M_t} \) is similar. The set is generally referred as the constellation alphabet, whose components may get any complex or real values. Furthermore, \( S, n = [n_1...n_r] \), correspond to the realizations of \( S \), therefore these are the components of \( S^{M_t} \). Next the relationship among the inputs and the outputs of this linear scheme may be described by

\[
Y = Hs + n
\]

(1)

where \( Y \) is receive signals vector, \( H \) is channel matrix of the system, and \( n \) additive noise is denoted by \( \sigma^2 n \) containing AWGN elements with variance. Based on the particular applications it may be moreover the field of \( \mathbb{R} \) (real numbers) or the field of \( \mathbb{C} \) (complex numbers). In brief, every scheme having compound inputs & outputs, and pertaining to additive random interference may be considered as a Multiple Input Multiple Output system, however the MIMO detection issue concerned in MIMO systems, is simply just tackled whose channel matrix is non-orthogonal in columns. This is significant that the \( s \) (constellation alphabet), the \( M_t \) (number of inputs) and the number of outputs \( N_r \) are usually considered as constant quantities for a particular system. Therefore, these are understood to be identified by default, though it will not be explicitly underlined, except needed. While an additional note, as the input message/symbol vectors of compound successive time-slots are linked together using space-time-coding [29], [30], the Multiple Input Multiple Output system is specified as

\[
Y = Hs + n
\]

(2)

where \( Y \) denoting a matrix indicating the message/signal received in multiple time-slots, \( H \) denoting a matrix denoting the space-time codeword, and presents the resultant noise/interference matrix. Equation (1) may be realized from (2) by putting the number of time-slots regarded to one. In this context, (2) is more general than one (1), though, equation (2) is primarily employed for differentiating space-time-coding aided Multiple Input Multiple Output schemes. This is due to the best possible ML decoding/detecting could be purely implemented based on the separate symbol-by-symbol decoding approach or pair-wise decoding approach [30], [31]. Thus, majority cases related with Multiple Input Multiple Output detection, depends on the system model presented in (1). The fundamental job of Multiple Input Multiple Output detection is to approximate the key input vector based on the information of the expected/received signal vector \( Y \) and the channel matrix \( H \). If the instantaneous value of \( H \) is eminent from precise channel estimation, the denote/detection of \( s \) is said to be based on coherent detection. Even though, if the precise estimation of the instantaneous channel state is evaded, the detection of \( s \) fit in to non-coherent detection scheme.

IV. Multiple Input Multiple Output Detection Approaches

A. Maximum Likelihood detection

The ML detection in higher-order modulation (M-QAM) is an NP-Hard problem due to exhaustive search in MIMO systems. Therefore, it is impractical even for moderate systems. For this reason, less computationally complex and efficient detectors are needed to develop.

The transmit symbols are from a random finite alphabet or constellation \( S \subset \mathbb{C}, S = [S_1...S_{M_t}] \) of size \( M_t \). The detector’s function is to select one of the \( M_{M_t} \) or \( 2^{EM} \) possible
transmitted symbol vectors from whole set of transmitted symbols. Suppose symbol vectors $S \in S^{M_t}$ are equi-probable.

$$S^* = \arg \max_{s \in S^{n_t}} P(y \text{ is observed} | s \text{ was sent})$$

(3)

ML detector always returns an optimal solution according to (3). Optimal detection is performed over the search space of all possible input $s$ vectors. Since the search space has random integer components, this problem called least-squares optimization problem and it is non-deterministic polynomial (NP) which is time hard and Combinatorial Optimization Problems (COP). This type of problems involves an optimal solution with respect to an objective function for detection. COP use exhaustive search to enumerate optimal solutions and selecting the one which minimizes the objective function in shown in (4).

$$S^* = \arg \min_{s \in S^{n_t}} ||Y - Hs||^2$$

(4)

The ML detector of (4) represents a discrete optimization problem over $|S|^{M_t}$ candidate vectors $S \in |S|^{M_t}$. Unfortunately, such problems are in general hard to solve and it has been shown that the problem of (4) for general $y$ and $H$ is NP-hard [23].

ZF detector for $M_t \times N_r$ MIMO system with higher-order modulation (M-QAM constellation alphabet), has high computational complexity that increases exponentially with constellation size $M$ and number of transmitters $M_t$. A ML detector has to search $|M|^{M_t}$ symbols vectors. The ML computational complexity in 16-QAM and 2 transmit antennas is $|M|^2 = 162 = 256$, for 3 transmit antennas, it is $|M|^3 = 163 = 4096$ and for 4 transmit antennas, it is $|M|^4 = 164 = 65536$.

B. Zero Forcing detection

ZF is a suboptimal linear detector which uses Moore-Penrose pseudo-inverse i.e $H^† = (HH^H)^{-1}$. Here, $HH^H$ is the channel frequency response of the received signals, perfectly suppressing the Inter-Symbol Interference (ISI). For example, frequency response $F(f)$ of the detector $s(s)$ is constructed as $s(s) = 1/F(f)$. Thus, the combination of channel and equalizer gives a linear phase $F(f)s(f) = 1$, meaning a flat frequency and channel response i.e., $H(s)$. Afterwards, the input signal is multiplied by the reciprocal of this. This removes the effect of ISI from the received signal.

ZF is successive technique to cancel interference or ISI. The interference caused by transmitted channel is then subtracted from the received signals(s). For simplicity let us consider MIMO channel modeled as in (1). To get input symbols (s), we need matrix that satisfies $H^†H = 1$. The ZF detector to meet that type of constraint is given by,

$$H^† = (H^H)^{-1}H^H$$

(5)

Where $H^†$ is Equalization Matrix and $H$ is Channel Matrix. Equation (5) is known as the Pseudo-inverse of $M_t \times N_r$

matrix. Here,

$$H^H H = \begin{bmatrix} h_{1,1}^* & h_{1,2}^* \\ h_{2,1}^* & h_{2,2}^* \end{bmatrix} \begin{bmatrix} h_{1,1} & h_{1,2} \\ h_{2,1} & h_{2,2} \end{bmatrix}$$

$$= \begin{bmatrix} |h_{1,1}|^2 + |h_{2,1}|^2 & h_{1,1}^* h_{1,2} + h_{2,1}^* h_{2,2} \\ h_{1,2}^* h_{1,1} + h_{2,2}^* h_{2,1} & |h_{1,2}|^2 + |h_{2,2}|^2 \end{bmatrix}$$

(6)

To observe the matrix, $H^H H$ are not zero in off diagonal elements because the off-diagonal elements are non-zero in values. ZF detector try to null out the interfering terms when performing the detection, i.e. when solving for $s_1$, the interference from $s_2$ is tried to make it null and vice versa. ZF performs $N_r - M_t + 1$ diversity order in a $M_t \times N_r$ MIMO system with $N_r$ possible diversity order. The ZF degrades BER performance due to noise amplification, lost whiteness property of AWGN, correlated across the data streams and is unable to detect parallel received signal. ZF detector [11] is suboptimal linear detector. It has a polynomial complexity of cubic order $O(n^3)$ for $n \times n$ MIMO systems. It forms the computational complexity by computing the pseudo-inverse of the matrix channel $H$.

C. Near Optimal Heuristic Approach

The quadratic form of (3) given as

$$f(x) = ||y - Hs||^2$$

(7)

The function $f(x)$ in (5) is convex. This near optimal Heuristic detector or algorithm reduces exhaustive ML searching and is suitable for higher order constellations. This detection algorithm also termed as multi-step reduced constellation (MSRC) detection performs local search of the target symbols within certain constraint specified reduced search space. In fact, a ZF initial solution estimate is used to define the radius of search. Constellation points around the ZF solution are searched in steps using (3) to find out the minimum Euclidian distance. This particular method which starts with the ZF processing is termed as ZFML [12].

Fig. 7. ZFML reduced constellation search.

First $y$ is computed and then a ML search around the neighborhood of $y$ is performed as depict in Fig. 7. Each of the $M_t$ symbol generates a neighbor list, then a joint ML search our reduced constellations is performed. This process continues in an iterative fashion. Since the search output is generated until optimal solution is achieved. In contrast to ML search over the entire search space, the ZFML uses reduced constellation to decrease the computational complexity factor $(M/M_n)^M_t$ of ZFML, where $M$ constellation size is, $M_n$ is reduction rate and is number of transmitting antennas. If reduction rate is $|M|^{M_t}$, then after completing two rounds, the reduction rate is $16^{M_t}/2$. 

www.ijacsa.thesai.org 609 | P a g e
D. Sub-Optimal Approach

Comparing to other MIMO detectors, the SDR technique is based on a respite of the best possible Multiple Input Multiple Output detection issue to the mathematical model of semi-definite programming (SDP), which is a sub-field of convex optimization [33].

Convex optimization represents a subfield of the general mathematical optimization issue. This provides study of fundamental framework as shown in Fig. 8 for minimization of a convex objective function over convex sets. It solves mathematical optimization problems by means of convex optimization which is considered as straightforward problem, due to powerful numerical algorithms, e.g. the interior-point method [35], which efficiently compute the optimal solution of convex issues. Thus, convex optimization problem is resourcefully resolved, in contrast to non-convex optimization problem which is usually tricky to work out. Convex optimization has a variety of additional vital characteristics e.g. each local optimal resolution represents the global most favorable result; consequently, there is no hazard of being misled by the local best possible. Furthermore, a thorough optimal situation and the duality theory is present to substantiate the best nature of a resolution in convex optimization problem [34], [36].

The SDR based MIMO detectors in recent times have received considerable research interest [37], [38]. The main striking feature of the SDR detectors is to support a polynomial-time 16 worst case computational complexity, whilst attaining a soaring performance in certain situations. SDR was first suggested for a BPSK modulated CDMA scheme [37], [39], [40], moreover next it was extended to Quadrature phase shift keying (QPSK) [41].

SDR [15] is suboptimal detection technique for higher order modulation (M-QAM) in MIMO system. SDR is efficient in solving the computationally complex ML detection problem and numerous detection problems are discussed in [42]. However, [15] formulated ML problem in a higher dimension and afterward relax rank-1 constraint (non-convex problem to convex problem) and derived as SDR, the rank relaxation method is known semi-definite programming (SDP). The SDP is better in computational complex problem and solve the problem efficiency in polynomial time [43]. The fundamental principle of SDP based detectors is demonstrated in Fig. 9, where the boxes signifies the technical challenges.

1) Rank Relaxation: There are several engineering problems having non-convex constraint such as NP-hard problems. In such problems, the non-convex constraints may be dropped or relaxed, resulting in a relaxed problem i.e. convex. Drop-
estimation of having high probability. However, an efficient method for the when this is not the case of the solution to (15), even then gives same solution of (16) is certainly of rank-1. In a scenario, problem (16) in context of digital communication, sometimes it be rank-1 then it is solved in (15). On the basis of studying the and the very method had analyzed for accuracy in the combination.

Problem (8) and (14) are equal in solution.

The problem (14) also written as with the rank of W

\[
\min_{\mathbf{W}} \mathbf{C} \mathbf{w} \\
\text{s.t. } \mathbf{diag}(\mathbf{W}) = e \\
\text{rank}(\mathbf{W}) = 1
\]  

Equation (15)

since vector e is all one which satisfy \( e = \mathbf{diag}(\mathbf{W}) \) factorized according to \( \mathbf{W} = \mathbf{w}\mathbf{w}^T \) for \( w \in \{\pm 1\}^{m+1} = S^{m+1} \).

Problem (8) and (15) are equal. Specifically, these problems are computationally complex and NP-hard [23] to solve. The problem (14) is non-convex problem due to rank-1 constraint. In [16] relax rank-1 constraint from \( \mathbf{W} \) with a, positive semi-definite, constraint, \( W \geq 0 \). Now the semi-definite relaxation of (15) written as

\[
\min_{\mathbf{W}} CW \\
\text{s.t. } \mathbf{diag}(\mathbf{W}) = e \\
\mathbf{W} \geq 0
\]

Equation (16)

However, \( W = \mathbf{w}\mathbf{w}^T \) implies \( W \geq 0 \) it follows the problem (15) shows a relaxation of (14). While \( \mathbf{w} \) have \( (m+1)^2 \) variable, as different to \( m+1 \) variables in \( \mathbf{w} \), the relaxation of rank-1 takes place in higher order dimensional.

The semi-definite Problem (16) has efficient methods to solve in polynomial time [46]. In particularly there are efficient techniques outlined in [15], [32], [46], [47] which solve (16) in \( O(K^2N) \) time. If the solution of problem (16) occurred to be rank-1 then it is solved in (15). On the basis of studying the problem (16) in context of digital communication, sometimes it gives same solution of (16) is certainly of rank-1. In a scenario, when this is not the case of the solution to (15), even then this can be guaranteed to obtain from the solution of (16) having high probability. However, an efficient method for the estimation of \( \mathbf{s}_M \) is proposed for high rank solution in [42], [49] and the very method had analyzed for accuracy in the work [48].

3) Optimization problem Comprised in SDP: The problem is combinatorial problem/optimization problem with finite alphabet constraints. The problem may be solved in brute-force fashion by searching over all the \( |M|^M \) possible vector combination.

\[
\left\{ \begin{array}{l}
\min ||\mathbf{y} - H\mathbf{s}||^2 \\
\text{s.t. } s_i \in \{\pm 1, \pm 3\}, i = 1 \ldots 2k.
\end{array} \right.
\]  

Equation (17)

The finite alphabet constraint \( \pm 1, \pm 3 \) can be replaced with the polynomial constrain \((s_i + 1)(s_i - 1)(s_i + 3)(s_i - 3) = 0, i = 1 \ldots 2k\) and introduce the slack variables \( t_i = s_i^2 \) for \( i = 1 \ldots 2k \) to formulate in a higher order polynomial constraint.

\[
\left\{ \begin{array}{l}
\min_{s,t} ||\mathbf{y} - H\mathbf{s}||^2 \\
\text{s.t. } s_i^2 - t_i = 0, i = 1 \ldots 2k \\
...t_i^2 - 10t_i + 9 = 0, i = 1 \ldots 2k
\end{array} \right.
\]  

Equation (18)

The constraint easily identify \( \mathbf{W} = \mathbf{w}\mathbf{w}^T, \mathbf{W}_{2,2} = tt^T \) and \( \mathbf{W}_{2,3} = t \cdot \mathbf{s} \)\( W_{i,j} \) for \( i,j = 1, 2, 3 \) are the \( (i,j)'h \) sub-blocks \( W \) of suitable sizes. However, in order to make problem in expression (18) an optimization problem we have:

\[
\min_{\mathbf{W}} \text{Tr} \left( \begin{array}{cc}
H^{T}H & 0 \\
0 & -H^{T}y
\end{array} \right)
\]  

Equation (19)

The problem in expression (19) is optimization problem and non-convex problem due to rank-1 constraint. However non-convex problem in expression (19) is computationally hard to solve, so relax the constraint 1 to form convex problem:

\[
\min_{\mathbf{W}} \text{Tr} \left( \begin{array}{cc}
H^{T}H & 0 \\
0 & -y^{T}y
\end{array} \right)
\]  

Equation (20)

Note that the problem in expression (20) leads to a linear objective. This is subjected to use of equalities and inequality of a linear matrix. This type of SDP problem can be solved using CVX tool in polynomial time [16].

4) Complexity analysis: The majority common techniques for resolving SDP issues of modest sizes are IPMs e.g. DSDP [51], Sdutol [52], SDPA [53], etc. whose computational complexities are polynomial. Semi-definite programs of realistic size may be resolved in polynomial time with any precise precision by IPMs which are iterative algorithms using Newton-like techniques to produce search directions for finding an estimated resolution to the nonlinear system. As the IPMs converge vary fast and precised best solution is attained within a polynomial number of iterations.
TABLE I. PERFORMANCE AND COMPLEXITY COMPARISON OF MIMO DETECTORS

<table>
<thead>
<tr>
<th>Tech</th>
<th>Scheme</th>
<th>Multi. Ant</th>
<th>CSI</th>
<th>BW</th>
<th>Rx Compl.</th>
<th>Benefits</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM</td>
<td>V-BLAST [29]</td>
<td>Tx &amp; Rx (N/M)</td>
<td>Rx</td>
<td>N</td>
<td>Moderate</td>
<td>MUX</td>
<td>Moderate complexity, Improved performance and diversity order</td>
</tr>
<tr>
<td>SD</td>
<td>D-BLAST</td>
<td>——</td>
<td>——</td>
<td>N</td>
<td>Moderate</td>
<td>MUX &amp; DIV</td>
<td>——</td>
</tr>
<tr>
<td></td>
<td>Turbo-BLAST</td>
<td>Tx &amp; Rx</td>
<td>——</td>
<td>N/W</td>
<td>Moderate</td>
<td>MUX &amp; DIV</td>
<td>——</td>
</tr>
<tr>
<td></td>
<td>MRC</td>
<td>Rx</td>
<td>Rx</td>
<td>N</td>
<td>Low</td>
<td>DIV</td>
<td>Low complexity and Improved performance and diversity order</td>
</tr>
<tr>
<td>SD</td>
<td>OSTBCs</td>
<td>Tx (Rx optional)</td>
<td>——</td>
<td>N</td>
<td>Low</td>
<td>DIV</td>
<td>——</td>
</tr>
<tr>
<td></td>
<td>STBCs</td>
<td>——</td>
<td>——</td>
<td>N</td>
<td>Low</td>
<td>DIV</td>
<td>——</td>
</tr>
<tr>
<td>SD</td>
<td>Delay diversity</td>
<td>——</td>
<td>——</td>
<td>N</td>
<td>Moderate/high</td>
<td>DIV</td>
<td>——</td>
</tr>
<tr>
<td>SD</td>
<td>STCs</td>
<td>——</td>
<td>——</td>
<td>N</td>
<td>moderate/high</td>
<td>DIV &amp; COD</td>
<td>——</td>
</tr>
<tr>
<td></td>
<td>IN-OSTBCs</td>
<td>——</td>
<td>——</td>
<td>N</td>
<td>high</td>
<td>DIV &amp; COD</td>
<td>——</td>
</tr>
<tr>
<td>SD</td>
<td>Linear dispersion codes</td>
<td>——</td>
<td>——</td>
<td>N</td>
<td>Moderate</td>
<td>DIV and/or MUX</td>
<td>Moderate complexity</td>
</tr>
<tr>
<td></td>
<td>SF/STF codes</td>
<td>——</td>
<td>——</td>
<td>W</td>
<td>Moderate/high</td>
<td>DIV</td>
<td>Improved performance</td>
</tr>
<tr>
<td></td>
<td>Delay diversity</td>
<td>——</td>
<td>——</td>
<td>N</td>
<td>Moderate/high</td>
<td>DIV</td>
<td>——</td>
</tr>
<tr>
<td>SA</td>
<td>Transmit and receive beamforming</td>
<td>Rx</td>
<td>Rx</td>
<td>No/W</td>
<td>Low</td>
<td>ANT</td>
<td>Low complexity and Improved performance and diversity order</td>
</tr>
<tr>
<td>SA</td>
<td>Limited feedback schemes [54]</td>
<td>(Tx &amp; Rx)</td>
<td>Rx</td>
<td>(lim.) &amp; Rx</td>
<td>N</td>
<td>Varies</td>
<td>ANT &amp; DIV/MUX</td>
</tr>
</tbody>
</table>

Fig. 10. Complexity comparison.

In our numerical analysis, addition of the non-negativity limitation raises the computational complexity of the using DSDP and SDPA for solving (14), and SeDuMi is implemented for solving (15). Analysis for the worst case complexity of solving models (15) and (16) by IPMs is presented here. The SDP model is devised as a typical linear cone program using slack variables addition for solving relaxation (16) and the linear conic issue using the optimization software SeDuMi [50]. The extra inequality constraints construct the model in (15) significantly sturdy than the model in (15), however too further hard to resolve. The issue in (16) is tractable as the problem sizes of our concern are modest considering a trade-off among the strength of the bounds and the computational. The randomization process performed here to reinforce the bound achieved is insignificant. Though, utilizing the structure and sparsity feature of semi-definite programs may be vital to the proficient computation of their solution. Every constraint matrices in relaxation models (15) and (16) are rank-one reducing the complexity of interior point algorithms for positive semidefinite programming converging linearly resulting reduction in computation time and memory needs. Fig. 10 depict the performance of (15) and (16).

Various MIMO detectors have different performance-and-complexity profiles having pros and cons. It seems to be a good time now, after reviewing the state of the art, to establish some comparison amongst all these methods as shown in Table I. We studied a qualitative comparison of the performance and complexity features of the MIMO detectors, and then reviewed their analytical performance and complexity results We then, extended that table (Table I), which depicts the whole picture, listing the proposals strength points and eventual drawbacks. As we can see from Table I, not all methods have the same level of technological consolidation, particularly in terms of signaling and essential necessities.

V. SIMULATION ENVIRONMENT AND PERFORMANCE ANALYSIS

The software tool CVX is used for the performance analysis of the optimal MIMO detection approaches based on SDP. It is modeling tool built on top of MATLAB. It is powerful tool for modeling a prototype and algorithms incorporating convex problems using DCP method [45].

Extensive simulations were run to evaluate and analyze the performance of the quasi optimal MIMO detection approach based on SDP. The results in Fig. 11 depict BER versus SNR for the 3 × 3 MIMO system using 16-QAM (163 ≈ 4096) in a flat fading channel. For comparison, we have simulated the optimal and linear detectors. However, all the detectors have same performance from -10dB to -4dB due to high noise effect;
it is observed that as SNR increases, noise effect decreases and BER performance improves linearly. The optimal detector ML achieves a BER of $10^{-2}$ at an SNR of 2dB and BER of $10^{-3}$ at an SNR of 6dB, by examining all possible transmitted vectors. Suboptimal approach i.e. SDP-simple quantization in a complex system achieves BER of $10^{-2}$ at an SNR of 6dB and SDP-Eigen-value decomposition in a complex system achieves BER of $10^{-3}$ at an SNR of 8dB. ZF achieves BER of $10^{-2}$ at a SNR 10dB. Here, its BER degraded due to noise amplification. It is easy to see the advantage of the SDR detectors over the ML and ZF detectors. However, SDP-Eigen-value decomposition approximation technique achieved considerable reduction in complexity at the cost of only 2dB.

The performance of optimal detector in term of probability is good as compared to simple detector. In [15], the author discussed the performance of different detectors exist in CDMA and SDR detector for higher order QAM constellation in [9] in the context of the MIMO channel. For complexity, simple and closed-form expressions are infrequent. The more convenient way is to model it with increasing complexity, simple and closed-form expressions are infrequent. The more convenient way is to model it with increasing complexity with $m$. The detectors complexity specified through cubic $C(m)$ and is supposed to be in $O(f(m))$, for few function $f(m)$, and $C(m) \leq cf(m)$ for $m \geq M$ where $c$ and $M$ are constants [44]. The complexity of a detector in $O(p(m))$ for few polynomial$p(m)$ the detector is assumed to be polynomial complex one. The complexity $C(m)$ rates are bounded by $O(.)$. Still, polynomial complexity detectors are normally considered to be efficient, and the complexity of most polynomial detector is relatively small in practice [44]. Additionally, the complexity measures are obtained through simulations to analyze system performance or design.

The complexity of generic SDP approach for non-convex problem (11a)-(11f) is cubic $O(N6.5)$ [9]. If relax rank-1 constraints as in (11f) just relax such as (12a)-(12e) and solve diagonal elements in $W$, then non convex problem is converted into convex problem. Hence the complexity of SDP approach for convexified problem is roughly cubic $O(N3.5)$, where $N = 2M + 1$, while M is the number of QAM symbols[9].

The simulation results in Fig. 12 depicts BER versus SNR of SDP-simple quantization approximation technique in different system configurations using 16-QAM constellation in a flat fading channel. The performance of SDP-simple quantization in computationally complex system improves with increasing in number of transmit and received vectors. However, suboptimal approach $(4 \times 4)$ SDP achieved a BER of $10^{-2}$ at an SNR of 5dB, $(3 \times 3)$ SDP achieved a BER of $10^{-2}$ at an SNR of 6dB and $(2 \times 2)$ SDP achieved a BER of $10^{-2}$ at an SNR of 9dB.

The results in Fig. 13 depict BER versus SNR for the different antenna configuration using 16-QAM $(16^{3} \approx 4096)$ in a flat fading channel. However, SDP-simple quantization approximation technique in $(2 \times 4)$ MIMO system achieved BER of $10^{-3}$ at an SNR of 2dB; in $(3 \times 4)$ MIMO system achieved a BER of $10^{-3}$ at an SNR of 6dB; and in $(4 \times 4)$ MIMO system achieves a BER of $10^{-2}$ at an SNR of 2dB. However, SDP-simple quantization in $(2 \times 4)$ and $(3 \times 4)$ MIMO systems performance is improved.

The results in Fig. 14 depict BER versus SNR for the $3 \times 3$ system using 16-QAM $(16^{3} \approx 4096)$ in flat fading channel. For comparison, we have simulated the suboptimal detector with full complexity and near optimal detector with different search spaces. However, suboptimal and near optimal detectors have same performance from -10dB to -4dB due to high noise effect. It is observed that as SNR increases noise effect decreases and BER performance improves linearly.

However, sub-optimal detector SDP-simple quantization approximation technique achieved a BER of $10^{-2}$ at an SNR of 6dB in computationally complex system. ZFML with 16 vector search space at 2.5 neighbor size with $[2]^{M_t}$ reduction rate achieves a BER of $10^{-2}$ at an SNR of 13dB; ZFML with 64 vector search space at 4 neighbor size with $[4]^{M_t}$ reduction rate achieved a BER of $10^{-2}$ at an SNR of 10dB; ZFML with 125 vector search space at 5 neighbor size with $[5]^{M_t}$ reduction rate achieves a BER of $10^{-2}$ at an SNR of 9dB; and ZFML with 343 vector search space at 7 neighbor size with $[7]^{M_t}$ reduction rate achieved a BER of $10^{-2}$ at an SNR of 7dB. ZFML computational complexity is bounded by maintaining small search areas, while performance is maximized by relaxing this constraint and increasing the cardinality of the search space.
Fig. 14. BER Performance of SDP and ZFML MIMO hard Detectors in a 3 × 3 Systems using 16- QAM signal constellation in a flat fading channel.

However, SDP-simple quantization approximation technique achieved considerable performance in a computationally complex problem (10^5 ≈ 4096 vectors) as compared to the ZFML detector in a less computationally complex problem (7^3 ≈ 343 vectors). Therefore, we find the computationally efficient SDR detector as a competitive detector in comparison to other near-optimal methods.

Compared to SDP that performs a coarse search over the complete search space the ZFML used a reduced constellation, therefore its computational complexity is \((M/M_n)^M\). Where \(M\) is the constellation size, \(M_n\) is the neighbors list and \(M_t\) is the number of transmitters.

VI. CONCLUSION AND FUTURE DISCUSSION

The presented work aimed to analyze the efficiency of MIMO detection approaches both in terms of BER performance and computational complexity. Specifically, the work is focused on performance evaluation and comparison of two heuristic suboptimal detection algorithms previously proposed in literature, namely, the ZFML and the Semi-definite relaxation detectors. The presented simulation results are relating to the performance of the two algorithms including the comparison with linear and optimal detection schemes for MIMO systems. Most important result is that while it was proven by the analytical results that the ZFML detector is better in large search space, which increases the computational complexity, the SDR detector is computationally efficient detector in same scenario. Possible future work is to analyze SDP and ZFML, BER/computational complexity performance in MIMO system using higher order constellation in a flat fading/Rayleigh channel.
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