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Abstract—In CBIR (content-based image retrieval) features 

are extracted based on color, texture, and shape. There are many 

factors affecting the accuracy (precision) of retrieval such as 

number of features, type of features (local or global), color 

model, and distance measure. In this paper, a two phases 

approach to retrieve similar images from data set based on color 

and texture is proposed. In the first phase, global color histogram 

is utilized with HSV (hue, saturation, and value) color model and 

an automatic cropping technique is proposed to accelerate the 

process of features extraction and enhances the accuracy of 

retrieval. Joint histogram and GLCM (gray-level co-occurrence 

matric) are deployed in phase two. In this phase, color features 

and texture features are combined to enhance the accuracy of 

retrieval. Finally, a new way of using K-means as clustering 

algorithm is proposed to classify and retrieve images. Two 

experiments are conducted using WANG database. WANG 

database consists of 10 different classes each with 100 images. 

Results of comparing the proposed approach with the most 

relevant approaches are promising.  

Keywords—CBIR; color histogram; GLCM; K-means; WANG 

database 

I. INTRODUCTION 

Visual cues rather than textual description of images is used 
in CBIR to extract features automatically from query image 
and image database and the most similar images are ranked and 
retrieved. Color and texture features are considered as the most 
frequently used in CBIR that because it is easy to extract 
features based on these visual contents. Moreover, shape [1], 
and regions [2] are broadly considered to index image based on 
contents. These low level features of an image are directly 
related to the contents of the image. In [3], they propose CBIR 
system based on color distribution. The proposed system relies 
on the probability of identical pixel colors as compared with its 
neighbors and the difference among pixels.  Moreover, they 
deployed K-means Clustering algorithm group pixels. The 
approach overcome problems related to image displacement 
and rotation.  

There are three major methods for color analysis and 
retrieval. The most common method is global-based or global 
color histogram. Approaches relies on this method such as [4, 
5] are efficient but suffers from lack of information related to 
spatial distribution of colors. The second method relies on 
dividing images to equal blocks or regions such as [1, 6] and 
utilizes local color histogram for each region to extract color 

features. These approaches provides better information related 
to spatial distribution of colors. The third method is 
segmentation based, in which the division of the image is done 
using clustering algorithm such as [7, 3]. Complexity of 
features extraction is considered as the major drawback of such 
approaches. 

Texture is used as an image discriminator utilizing visual 
properties of homogeneity rather than the existence of 
distinctive color [8]. There are many texture features such as 
contrast, correlation, energy, uniformity, density, coarseness, 
and homogeneity. As stated in [9], the most common texture 
descriptors are statistical model and transform-based. 
Statistical model extracts statistical features based on spatial 
dependence of texture’s grey-level. The co-occurrence matrix 
used in [3, 10] is considered as an example of statistical model 
based. Discrete wavelet transform (DWT) is the most dominant 
example of transform based model. In [17], they propose CBIR 
system by integrating many features extracted using DWT, 
HSV color feature, cumulative color histogram, dominant color 
descriptor (DCD) and GLCM. Moreover, they propose using 
adjacency matrix of a bipartite graph to the sub-blocks of query 
image and image database. The proposed approach achieves 
better results as compared with the most relevant retrieval 
schemes. In [18], they propose CBIR system based on 
evolutionary algorithm. The proposed system discriminate 
images based on shape, color and texture features. The system 
is evaluated by precision-recall value of the retrieved results. In 
[19], they studied the effect of color spaces on CBIR using 
wavelet decomposition of each color channel. They 
recommended to use Lab color space and color features 
extracted using color moments. In [20], a two-leveled CBIR 
system is proposed. The proposed approach uses color features, 
edge detection, morphological operator (Dilate), and 2D-DWT 
(wavelet transform). WANG database is used to test the 
proposed CBIR system. Experimental results show superiority 
of the proposed approach as compared with other CBIR 
systems.  

Most of the previously mentioned approaches used color 
and texture features. In this paper attempt is made to overcome 
some limitations related to spatial consideration of color 
distribution, disregard unrelated parts of image which may 
affect the accuracy of retrieval, and better utilizing of k means 
as clustering algorithm to enhance the retrieval accuracy. 
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In this paper a new and efficient CBIR system of two 
phases is proposed. In the first phase the emphases is given to 
global color features utilizing color histogram. Moreover, a 
new cropping technique is proposed to eliminate the least 
significant pixels within the image. This phase allows huge 
reduction of dissimilar images to be considered in the second 
phase. However, in the second phase images are sliced to three 
different regions and for each region the most significant 
features of color and texture based on joint histogram and gray 
level co-occurrence are calculated. Finally, a modified way of 
using K-means clustering is proposed to retrieve the final set of 
similar images as compared to the query image. The rest of the 
paper is organized as follows. Section 2 reviews the most 
important global and local color features to be extracted. 
Section 3 explains the texture features extraction using GLCM. 
Proposed approach is discussed in section 4. Section 5 
presented similarity measures and experimental results. 
Finally, section 6 draws the conclusion.   

II. COLOR FEATURE EXTRACTION  

In CBIR number and type of features extracted from image 
play a significant role in increasing or decreasing the precision 
of image matching and retrieval. In this section the major 
extracted color features are discussed to enhance the 
understanding of the proposed system. As shown in [11], color 
is easy to implement and it considered as the most reliable 
visual content as compared with texture and shape. It is robust 
to background compilation and not affected by image size and 
orientation. Color histogram is the most prominent approach 
for color features extraction. Color histogram demonstrates the 
color distribution in image and it requires less computational 
cost as compared with other color approaches. Lack of spatial 
information is considered as the major drawback of color 
histogram approach.  

As stated in [12], color histogram of image is represented 
using vector H= {H(0), H(1), …,H(j),…, H(N)}, where  j 
denotes the color bin, N represents the number of bins, and 
H(j) denotes the total number of pixels at j

th 
color bin. In this 

research, images are converted to HSV color space first, then 
color histogram is used to extract global features of cropped 
images. Furthermore, statistical-based features (color 
moments) are extracted for each image regions of the cropped 
images. These statistical features as follows: 

 Mean: the mean value for each color channel (H, S, and 
V) is calculated as follows: 

        
 

 
∑    
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Where, N is the number of pixels in the image and     is the 

j
th
 pixel value of the image at the     color channel  

 Standard deviation: the standard deviation value for 
each color channel (H, S, and V) is calculated as 
follows: 

   √(
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Where, N is the number of pixels in the image and     is the 

j
th
 pixel value of the image at the     color channel  

 Entropy: the entropy value for each color channel (H, S, 
and V) is calculated as follows: 

           ∑                                           (3)                  

Where, Pi is the probability of the difference between 2 
adjacent pixels. 

III. TEXTURE FEATURES EXTRACTION  

As stated in [9], GLCM elements measures the relative of 
gray level occurrences between pairs of pixels within the image 
in different directions. The co-occurrence matrix is considered 
as useful way of extracting second order statistics. These 
statistics related to human view of texture.  

In this research GLCM is utilized to extract texture 
statistical features (contrast, energy, correlation, and 
homogeneity). Moreover, GLCM is applied for images sub-
regions in order to enhance accuracy of matching utilizing 
localization of features rather than relying on global texture 
features only. As an example, the GLCM is calculated to the 
following image in figure 1 using the following MATLAB 
code.   

 
The MATLAB code is shown in figure 2. 

%read image  

I= imread('beach.jpg'); 

% convert rgb image to gray  

R1 = rgb2gray(I); 

% resize image 

R2 = imresize(R1, [200 200]); 

% create gray-level comatrix with default offset [0 1] 

GL = graycomatrix(R2,'Offset',[0 1]); 

%Extract properties of gray-level co-occurrence matrix 

Ca = graycoprops 

(GL,{'contrast','Correlation','Energy','homogeneity'}) 

Fig. 1. GLCM calculation (MALLAB code) 
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Gray level co-occurrence matrix of the sample image is [8 x 8] as follows: 

        1034         149           3           0           0           0           0           0 

         137        3606         700          17           0           1           0           0 

           4         659       13833         738          78          22           5           0 

           1          29         654        7024         684          75          35           0 

           0          10          52         687        4796         404          63           3 

           0           1          26          81         409        1892         185           1 

           0           0           1          12          59         211        1397           9 

           0           0           0           0           1           8           4           0 

Fig. 2. Sample image

Table 1 shows statistical features of the sample image: 

TABLE I. STATISTICAL FEATURES 

Contrast Correlation Energy 
Homogeneity 

 

0.2168 0.9404 0.1809 
0.9192 

 

IV. PROPOSED APPROACH 

In this section a complete description of the proposed 
approach is presented. 

A. Phase I: Global Color Histogram  

a)   Image (I)   Db (database) do: 

1) Convert the RGB images to HSV. Figure 3 shows the 

original image converted to HSV color model and the different 

histograms related to hue, saturation, and value. As stated in 

[13], RGB image is converted to HSV color space using the 

following formulas: 

              
 

 
 [(   ) (   )]

√(   )  (   )(   )
                       (4) 

                 
 [    (     )]

     
                                        (5) 

               *
     

 
+                                                    (6) 

 
Fig. 3. RGB to HSV color conversion 

2) Eliminate the least significant pixels of the original 

image (I) by applying the following steps to create rectangular 

mask with proper dimension. Figure 4 illustrates the cropping 

process. 

  Identify cropping starting points (x , y) by applying the 
following formulas: 

                   
 

 
                                                (7) 

                   
 

 
                                                 (8) 

 Note: different scaling factors were tested and (
 

 
) gives 

the best results.         

 Identify the new width and new height using the 
following formulas: 

                                             (9) (9) 

                                           (10) (10) 

  Crop the original image using (x, y, newWidth, and 
newHeight). 

 
Fig. 4. Cropping process 
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3) Apply global color histogram to the cropped image in 

(2) using (H-8 bins, S-2 bins, and V-2 bins) 

b) Apply steps (1-3) to query image. 

c) Do apply bin to bin comparison between image query 

and image database then: 

  Calculate the similarity based on Euclidean distance 
measure.  

  Consider the most similar images- using proper 
threshold value as candidate images to be used in 
Phase-II. 

B.  Phase II: Joint Histogram and Gray Level Co-occurrence 

Matric (GLCM) 

1) Resize candidate images (CI) retrieved via Phase-I to be 

200 x 200 pixels. 

2) Starting from the Top-Left Corner, divide each image in 

(1) to 3-regions as follows: 
          R1= 50 x 50 Pixels.  
          R2= 100 x 100 Pixels. 
          R3= 200 x 200 Pixels. 

3)           1, 2, 3. Do extract: 
     - [  ,   ,    ], mean values for H, S, and V. 

    - [   ,       ], standard deviation values for H, S, and V. 

    - [  ,    ,    ], entropy values for H, S, and V. 

This step generates 9-D feature vector for each region. 
Total number of features is 27-D for each image. R3 represents 
the whole image.  

4) Texture based retrieval :  
                  Do: 

 Apply GLCM (gray-level co-occurrence matrix) to the 
image. 

 Normalize GLCM. 

 Extract the following features:  

a) Contrast using the following formula:  

                       ∑    (   )
    

     

b) Correlation using the following formula: 

      ∑    
(   )(   )

  
   
     

c) Energy using the following formula: 

                      ∑ (   )
    

     

d) Homogeneity using the following formula: 

                         ∑
   

  (   ) 
   
     

Where,     is the probability of ij element of the normalized 

symmetrical GLCM, N is  the number of gray-levels in the 
image,   the GLCM mean, and   is the variance of intensity. 

This step generates 12-D feature vector. At the end of this 
step, each image is represented by 39-D feature vector 
generated by step 3 and 4. 

5) Do apply steps (1-4) to query image.  

6) Retrieve similar images by deploying a new way of 

using K-means clustering as shown in figure 5.  

             

Fig. 5. Retrieving final set using K-means 

As stated in [9], K-means as clustering algorithm is one of 
the unsupervised learning algorithms. It classifies data set into 
number of clusters in simple way. Users of K-means need to 
define k centroids based on number of chosen clusters. It is 
preferable to place these centroids away from each other. Each 

point in the data set is associated to the proper cluster by 
calculating the distance between this point and nearest 
centroid. The process continued by re-calculating k new 
centroid till no changes are done. To overcome some of 
problems related to user interference in original K-means 
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clustering, a two phases K-means clustering is proposed as 
previously shown in figure 5. In this research number of 
clusters is chosen based on number of features and image 
classes, then cluster centroid is calculated and re-calculated 
based on the feature vector of image data set. As for query, 
centroid is calculated based on its feature vector and the 
distance between the centroid of query image and different 
clusters is measured. Consequently, the image class is 
identified first and similar images are ranked based on distance 
from small to large.     

V. SIMILARITY MEASURE AND EXPERIMENTAL RESULTS 

A. Similarity Measure 

The similarity between two feature vectors can be 
measured using one of the many available distance functions 
such as Euclidian distance, City block distance, Minkowski, 
and Mahalanobis [14]. Using different distance functions may 
slightly increases or decreases precision of retrieval. In this 
research, Euclidean distance and City block are chosen because 
of ease of use and they achieve better results as compared with 
other distance measure. As shown in [15], Euclidean distance 
function effectiveness and efficiency is noticeable because of 
that it is considered as one of the most common similarity 
measures used in image retrieval. It calculates the distance 
between two feature vectors as follows: 

            √∑(|     |)
 

 

   

 

 

                  
(15) 

City block distance is calculated as: 





n

i
i

D
i

I
city

D

1 





   Where, I and D are two feature vectors of size n. 

To measure the effectiveness of any CBIR system, the 
precision and recall are the most common parameters to be 
considered [16]. Precision is defined as follows: 

          
                                

                           
 

While, recall is defined as: 

        
                                

                                           
 

Precision measures accuracy of the retrieved set as 
compared to the query image, while the recall measures the 
ability of the system to retrieve as much as possible of similar 
images related to query image from the database. Precision and 
recall are affected by the threshold values because number of 
retrieved images may increases or decreases based on these 
values. If the accuracy or the precise matching is our target, 
then the threshold value (tolerance) is chosen to be small. As a 
result, the number of retrieved images will be less. Whereas, 

for the general purpose CBIR systems, the similarity rather 
than the precise matching is the target of such systems. 
Consequently, threshold values are chosen to be large. In the 
following section, precision and recall are measured based on 
different threshold values.   

B. Experimental Results  

The proposed system is implemented using MATLAB 
R2010a and WANG database [3]. WANG database containing 
1000 JPEG Corel images of 10 categories, each with 100 
images. These categories as buses, elephants, flowers, and 
horses represent wide range of image classes. Categories such 
as dinosaurs, and flowers contain objects in contrast with the 
background, while food and Africa contain objects that mixed 
with background. As stated in [13], this database is widely 
used because of reasonable size and classes categorizations. 

1) Experiment One 
In order to test the proposed approach many images 

randomly selected as query images. Figure 6 shows sample of 
test images belong to different categories available in WANG 
data set.  

 

Fig. 6. Test images 

Precision and recall are affected by the number of retrieved 
images which is increases or decreases based on the chosen 
threshold values. Figure 7 shows sample of retrieved set, image 
query which belongs to africa category is shown at the upper 
left corner. Precision of the retrieved set is 88% at recall level 
21%. 

 
Fig. 7. Sample of retrieved set (Africa) 
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Figure 8 shows sample of retrieved set, image query which 
belongs to dinosaur’s category is shown at the upper left 
corner. Precision of the retrieved set is 92% at recall level 22%.  

 
Fig. 8. Sample of retrieved set (Dinosaurs) 

Figure 9 shows the experimental results of the proposed 
approach at different recall levels. It is reasonable that the 
precision is affected by recall level since as recall level goes 
higher, the retrieval of unrelated images are increased. 

 

Fig. 9. Recall vs. Precision 

The average precision is calculated for each test image and 
the overall average precision is measured to show the retrieval 
accuracy of the proposed system. The result is compared with 
two of the most relevant approaches as it can be seen in table 2. 

TABLE I. 1ST
 COMPARISON WITH SOME OF THE RELATED CBIR 

METHODS 

 

1st Method 

[17] 

Yossef et. al 

[2012] 

 

2nd Method 

[18] 

Jadhav and 

Pail [2012] 

Proposed 

Method 

Average 

precision  
0.703 0.525 0.84 

Table 2 shows that the proposed approach achieves higher 
average precision rate as compared with [17] and [18]. Phase-I 
as part of the proposed approach enhances the precision 
dramatically since filtration process based on color global 
features normally precise and eliminates unwanted candidate 
images to be considered in Phase-II.   

2)  Experiment Two 
Once again WANG database is used in the second 

experiment. In Giveki et. al. [19] and Jehad [20], they tested all 
categories of image database available in WANG. In order to 
be consistent with the proposed approaches in [19] and [20], all 
categories of image database are tested with the same test 
images used in [20]. These categories are (Buses, Elephants, 
Flowers, Horses, Dinosaurs, Buildings, Food, Mountains, 
Beaches, and Africa) each with 100 images. Test images are 
shown in Figure 10.  

 
Fig. 10. Test images (2nd experiment) 

Figure 11 shows sample of retrieved set, image query 
which belongs to horse’s category is shown at the upper left 
corner. Precision of the retrieved set is 92% at recall level 22%. 
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Fig. 11. Sample retrieved set (2nd Experiment) 

Figure 12 shows the precision of retrieval to the image 
query (138.jpg) which belongs to the Beach category. The 
precision was measured at different recall levels and the 
average precision is 80%.  

 

Fig. 12. Image class (Beaches) 

Figure 13 shows the precision of retrieval to the image 
query (816.jpg) which belongs to the Mountains category. The 
precision was measured at different recall levels and the 
average precision is 75%.  

 
Fig. 13. Image class (Mountains) 

Figure 14 shows the precision of retrieval to the image 
query (484.jpg) which belongs to the Dinosaurs category. The 
precision was measured at different recall levels and the 
average precision is 99%.  

 

Fig. 14. Image class (Dinosaurs) 

It is observed that, the proposed approach is succeed to 
achieve high precision rate with image categories in which 
objects are mixed with the image background such as 
Mountains, Beaches, and Africa and it achieves better 
precision rate with image categories in which objects are in 
contrast with the image background such as Buses, and 
Dinosaurs. Because of space limitations the results of testing 
are summarized in the following figure. Figure 15 presents the 
average precision of test images. Moreover, the overall average 
precision is shown.   
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Fig. 15. Average precision of the proposed approach (2nd Experiment) 

In [19], they propose CBIR system using wavelet 
transform. They tested different color models, the best results 
are obtained using HSV-wavelet with average precision 64%. 
In [20], a two levels CBIR approach is proposed utilizing color 
features and 2D-DWT (wavelet transform). The best results are 
obtained in the 2

nd
 level with average precision 83%. 

Accordingly, the proposed approach in this paper achieves 
87% overall average precision which is considered higher than 
the previous approaches.   

VI. CONCLUSION  

In this paper a new CBIR system utilizing color and texture 
features is proposed. HSV color space is deployed and color 
global and local features are extracted in two phases. Initially, 
color histogram is used in the first phase with the cropped 
images. As a result the number of candidate images to be 
considered in phase two are reduced dramatically. Dividing 
images to regions or sub-images and extract features using 
joint histogram and gray-level co-occurrence matric (GLCM) 
is proposed in phase two. Lastly, K-means as clustering 
algorithm is utilized in an innovative manner to classify and 
retrieve images. WANG database is used to test the proposed 
approach and the results obtained is better as compared with 
the most relevant approaches. Exploring techniques related to 
shape features extraction and integrating them with the 
proposed system is left as a future work. 
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