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Wavelet Time-frequency Analysis of Electro-encephalogram (EEG) Processing

Zhang xizheng¹, Yin ling², Wang weixiong¹
¹School of Computer and Communication
Hunan Institute of Engineering
Xiangtan China
²School of Computer and Communication
Hunan University
Xiangtan, China P.R.

Abstract—This paper proposes time-frequency analysis of EEG spectrum and wavelet analysis in EEG de-noising. In this paper, the basic idea is to use the characteristics of multi-scale multi-resolution, using four different thresholds to wipe off interference and noise after decomposition of the EEG signals. By analyzing the results, understanding the effects of four different methods, it comes to a conclusion that the wavelet de-noising and soft threshold is a better conclusion.

Keywords- EEG, time-frequency analysis, wavelet transform, de-noising.

I. INTRODUCTION

Electro-encephalogram (EEG) is the electrical activity of brain cell groups in the cerebral cortex or the scalp surface. The mechanism of EEG is a complex random signal within the brain activities, it is in the cerebral cortex of the synthesis of millions of nerve cells. Brain electrical activity is generated by electric volume conductor (the cortex, skull, meninges, and scalp). It reflects the electrical activity of brain tissue and brain function. Different state of mind and the cause of the cerebral cortex in different locations reflect the different EEG. Therefore, the electro-encephalogram contains plentiful physical, psychological and pathological information, analyzing and processing of EEG both in the clinical diagnosis of some brain diseases and treatments in cognitive science research field are very important.

EEG has the following characteristics [1-5]:

① EEG signal is very weak and has very strong background noise, the average EEG signal is only about 50gV, the biggest 100gV;

② EEG is a strong non-stationary random signal;

③ non-linear, biological tissue and application of the regulation function will definitely affect the eletro-physiological signal, which is non-linear characteristics;

④ EEG signal has frequency domain feathers.

As the EEG of the above characteristics, Fourier transformation and short time Fourier transformation analysis of EEG can not analyze it effectively. Therefore, this paper represents time-frequency analysis and wavelet transformation. The basic idea of wavelet transformation is similar to Fourier transformation, is using a series of basis function to form the projection in space to express signal. Classical Fourier transformation expanded the signal by triangulation of sine and cosine basis, expressed as arbitrary functions with different frequencies the linear superposition of harmonic functions, can describe the signal’s frequency characteristics, but it didn’t has any resolution in the time domain, can not be used for local analysis. It brought many disadvantages in theory and applications. To overcome this shortcoming, windowed Fourier transformation proposed. By introducing a time localized window function, it’s improved the shortage of Fourier transformation, but the window size and shape are fixed, so it fails to make up for the defect of Fourier transformation. The wavelet transformation has good localization properties in time and frequency domain and has a flexible variable time-frequency window [6-9]. Compared to Fourier transformation and windowed Fourier transformation, it can extract information more effectively, using dilation and translation characteristics and multi-scale to analyze signal. It solved many problems, which the Fourier transformation can’t solve [11,12].

Therefore, section II proposed time-frequency analysis of EEG spectrum and section III proposed EEG de-noising of the wavelet analysis method. The basic idea is to use the characteristics of multi-scale and multi-resolution, using four different thresholds to remove interference and noise decomposition of the EEG signals, final results show the de-noised signal.

II. TIME-FREQUENCY ANALYSIS

Time-frequency analysis is a nonlinear quadratic transformation. Time-frequency analysis is an important branch to process non-stationary signal, which is the use of time and frequency of joint function to represent the non-stationary signal and its analysis and processing.

A. Spectrogram

Spectrogram is defined as the short time Fourier transform modulus of the square, that is,
\[ S_z(t, f) = |STFT_z(t, f)|^2 = \left| \int_{-\infty}^{\infty} z(t') \eta_{j} (t - t') e^{-j2\pi ft'} dt' \right|^2 \]

It is real, non-negative quadratic distribution, with the following properties:

(1) time and frequency shift invariance;

(2) frequency resolution as with the short time Fourier transform limited;

(3) there is interference;

Spectrogram can be more clearly seen the emergence of some short transient pulse in the EEG signal.

\[ H_f \]

\[ H_{j,f} \]

\[ H_{j,2f} \ldots \]

\[ H_{j,3f} \]

\[ D_{j,2f} \]

\[ D_{j,3f} \]

B. Time-frequency Analysis in Signal Processing

EEG is a brain electrical activity of non-invasive method. Fourier transformation and the linear model have been widely used to analyze the pattern of EEG characteristics and non-transient EEG activity, but only for stationary signals’ spectrogram analysis. It is not appropriate to transient spontaneous EEG and evoked potential, which are non-stationary signal. Therefore, it’s necessary to use time-frequency analysis.

EEG often has some short transient pulse, which contains some important pathological information, and some belong to interference. As the EEG is highly non-stationary, using time-frequency analysis toolbox tfrsp function to analyze the spectrum is a good way.

III. WAVELET TRANSFORMATION

Wavelet transformation is a time-scale analysis method and has the capacity of representing local characteristics in the time and scale (frequency) domains. In the low frequency, it has a lower time resolution and high frequency resolution, the higher frequency part has the high time resolution and lower frequency resolution, it is suitable for detection of the normal signal, which contains transient anomalies and shows their ingredients.

A. The Basic Principle of Wavelet Transformation

Telescopic translation system \( \{ \phi_{a,b} \} \) of basic wavelet \( \phi(t) \) is called wavelet function, denoted

\[ \psi_{a,b}(t) = \frac{1}{\sqrt{a}} \psi \left( \frac{t - b}{a} \right) \]  \hspace{1cm} (1)

Type of \( a, b \) (including the subscript \( a, b \)) are called scale parameters and positional parameters respectively. Wavelet transformation of any function \( f(t) \) is called the inner product of function \( f(t) \) and wavelet function.

\[ W_f(a, b) = \{ f(t), \psi_{a,b}(t) \} \]  \hspace{1cm} (2)

Wavelet transformation is a time-frequency analysis and reflected the state of function \( f(t) \) in the scale(frequency) and position(time). If the check scale is \( a = 2^j, j \in \mathbb{Z} \), that is a dyadic wavelet transformation. Usually Mallat tower algorithm proposed discrete dyadic wavelet transformation calculation, discrete signal sequence of function \( f(t) \) is \( f(n) \) \( n=1,2,\ldots,n \), and its discrete dyadic wavelet transform is as follows:

\[ C_{j,1}(n) = \sum_{k=-\infty}^{\infty} h(k - 2n) C_j(k) \]  \hspace{1cm} (3)

\[ D_{j,1}(n) = \sum_{k=-\infty}^{\infty} g(k - 2n) C_j(k) \]  \hspace{1cm} (4)

type of the above formulas: \( h(k) \) and \( g(k) \) is the wavelet function \( \phi_{2^j} \), the conjugate orthogonal \( b(t) \) set the filter coefficients \( g(k) = (-1)^k h(1-k) g(k) \). C and D are called the approximation signal at scale parts and detail parts. When the original signal can be seen as an approximation of scale \( J=0 \), that is \( c(n) = f(n) \). Discrete signal decomposition by the scale \( j=1,2,3,\ldots,J \), get \( D_1, D_2, D_3 \ldots, D_j, C_j \).

B. Multi-resolution of Wavelet Transformation

Multi-resolution analysis decomposes the processed signal to the approximation signal and detail signal at different resolutions with orthogonal transformation. Multi-resolution analysis can express the following formula:

\[ V_0 = V_1 \oplus W_1 = V_2 \oplus W_1 \oplus W_2 = \ldots \]  \hspace{1cm} (5)

Mallat tower algorithm can represent the original signal with detail signal in a series of different resolutions. The basic idea: The energy limited signal \( H_f \) approximating in the resolutions \( 2^j \) can be further decomposed into approximation \( H_{j,2^j} \), which is under the resolution \( 2^{j+1} \), and the details \( D_{j,2^j} \) in the resolution \( 2^{j+1} \), and \( 2^j \), the decomposition process are shown in Figure 1.
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C. Wavelet De-noising

Signal de-noising actually inhibit the useless part and restore the useful part. According to Mallat signal decomposition algorithm, it can remove the corresponding high-frequency of noise and low-frequency approximation of the relevant part of signal and then reconstruct to form the filtered signal \[^{[14,15]}\].

There are many types of wavelet functions, the article is using Daubechies wavelet function, wavelet decomposition using db signal. Daubechies wavelet is a compactly supported wavelets, the majority does not have symmetry.

This paper uses four different de-noising methods, including wavelet de-noising, the default threshold de-noising, soft threshold and hard threshold. In engineering technology, if the received signal is \(X(t)\), which generally contains two components: one is a useful signal \(S(t)\), through analyzing and studying of the signal, we can understand the nature of object; the other is the noise \(N(t)\), which has intensity spectrum distributing in the frequency axis, it is hindered us to understand and master the \(S(t)\).

To illustrate the extent of the problem, expressed as the limited noise signal:

\[ X_i(t) = S_i(t) + N_i(t) \quad (i = 1, 2, 3, \ldots, n) \]

The basic purpose of signal processing is making the maximum extent possibility to recover the effective signal from the contaminated signal \(X_i(t)\). Maximum suppression or elimination of noise \(N_i(t)\). If \(S_i\) is expressed as signal, which is processed after de-noising, TH is threshold value, wavelet transformation of \(X_i\) and \(S_i\) respectively, so the Donoho nonlinear threshold described as follows:

1. After wavelet transformation, signal \(X_i\), obtained as \(X\);
2. In the wavelet transformation domain, threshold is processed in wavelet coefficients.

Soft - Threshold

\[
\tilde{S} = \begin{cases} 
\text{sgn}(x) \left| x \right| - TH & \left| x \right| \geq TH \\
0 & \left| x \right| < TH 
\end{cases}
\]

Hard - Threshold

\[
\tilde{S} = \begin{cases} 
x & \left| x \right| \geq TH \\
0 & \left| x \right| < TH 
\end{cases}
\]

3. Wavelet inverse transformation calculation is obtained \(s_i(t)\) (* in order to distinguish it from \(s(t)\)).

It can be seen that different threshold values are set at all scales, then the wavelet transformation coefficients compared with the threshold values, if less than this threshold, we think that the noise generated and set to zero, if more than, to retain its value, thus achieving the purpose of de-noising. Clearly, the crucial point is how to choose threshold value between preserving signal details and selecting the de-noising capacity, to some extent, it is directly related to the quality of the signal de-noising.

Generally, TH is taken as: \(TH = \sigma_{TH} \sqrt{2 \log n}\), also in the resolution of the wavelet transformation coefficients, taking a percentage of maximum value or absolute value as threshold.

IV. Experimental Results

This is a spectrogram analysis of EEG data. From the experimental results, it can be seen that there were many time-domain waveform pulse signal, but we cannot determine the frequency range, we also cannot rule out the interference caused by transient pulse. From the EEG signal spectrogram, it can be seen mainly in the 10 Hz or so, but still not make sure the exact range. Therefore, we calculated this spectrogram as shown in Figure4 and Figure5 to show transient pulses existing in the 0.9s to 1.1s and 1.4s to 2.0s. So we can better extract the pathological information from the transient pulse signal.

Following the results of wavelet de-noising analysis, four de-noising methods are used in this paper. Figure6 is original EEG waveform, in order to comparing with the filtered signals.

Wavelet de-noising is the most important aspect in signal processing. From Figure7, it can be seen that EEG signals largely restore the original shape, and obviously eliminates noise cause by interference. However, compared with original signal, the restored signal has some changes. This is mainly not appropriate to choose wavelet method and detail coefficients of wavelet threshold.
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After de-noising with the default threshold, the signal is smooth, but may lose some useful signal components.

After hard threshold de-noising, the restored signal is almost the same with the original signal, it is indicated that hard threshold is not a good method.

Soft threshold de-noising eliminates noise effectively and has very good retention of the useful signal components.
V. CONCLUSION

In this paper, time-frequency analysis toolbox function tfreq is used in analysis spectrogram of EEG. As can be seen from the spectrum and spectrogram, analyzing spectrogram can be known the specific time period of useful transient information. Thus, it can be very easy to extract useful diagnostic information through the analysis of pathological in medicine. There are four de-noising methods, including wavelet de-noising, default threshold, hard threshold and soft threshold, wavelet de-noising is to choose wavelet function db5 and the level of decomposition 3. To ensure signal without distortion, it is better to choose wavelet de-noising and soft threshold de-noising. So, they are widely used in signal processing.
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Abstract—This paper describes an extension to the Viewpoints Oriented Requirements Definition (VORD) model and attempts to resolve its lack of direct support for viewpoint interaction. Supporting the viewpoint interaction provides a useful tool for analyzing requirements changes and automating systems. It can also be used to indicate when multiple requirements are specified as a single requirement. The extension is demonstrated with the bank auto-teller system that was part of the original VORD proposal.
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I. INTRODUCTION

The Viewpoints Oriented Requirements Definition (VORD) was proposed by [1] by Kotonya and Somerville as a method to tackle requirements engineering from a viewpoint level. A significant part in the software development process today, is not anymore programming, designing or testing, but requirement analysis. Interactive systems, whose operations involve a degree of user interaction, have a serious problem in identifying all the clients’ needs. At the same time the analyst has to be sure that all needs are recognized in a valid way. The VORD method is useful in detecting these user needs, and also identifying the services that a user expects from the system [10]. It provides a structured method for collecting, documenting, analyzing, and specifying viewpoints and their requirements. Viewpoints map to classes of end-users of a system or to other systems interfaced to it. The viewpoints that make up the core model are known as direct viewpoints. To allow organizational requirements and concerns to be taken into account, viewpoints concerned with the system’s influence on the organization are also considered. These are known as indirect viewpoints [2]. When describing the VORD model, its creators identified a limitation that it does not explicitly support the analysis of interaction across and within all of the viewpoints. This paper will expand upon the Viewpoints Oriented Requirements Definition (VORD) process by modifying the approach; so that it supports viewpoint interaction without any degradation to the existing framework. In addition to proposing a theoretical solution to support viewpoint interaction, we will show how the solution works by using practical examples. Much of the breadth of this paper consists of working out the practical application of our model extension.

II. BACKGROUND

In a follow-up piece, [2] on the VORD model, one of the original authors noted that the viewpoint interaction limitation still existed. After researching other papers on viewpoint interaction, we were able to find one that closely expanded on this topic, however the VORD model was not updated directly. The paper [3] was on the VISION model proposed by Araujo and Coutinho. Their approach took ideas from the VORD and PREVIEW [4] models, then incorporated viewpoint associations, UML modeling, and aspectual use cases. They have identified some basic methods of identifying and documenting viewpoint relationships that we would like to incorporate into our enhancement. We will expand the viewpoint interaction portion of their solution, and then use it to enhance the VORD method.

Other authors have also used the VORD process model during requirement analysis; a paper by author Zeljka Pozgaj, clearly explains the three steps of the VORD using a Stakeholder example. The UML diagrams illustrate the viewpoint and service interactions [10]. There have been other methods of incorporating multiple viewpoints into requirements engineering other than the VORD model. Lee’s Proxy Viewpoints Model-based Requirements Discovery (PVRD) [5] methodology is especially designed for working from “legacy” SRS documents. Others use viewpoints as a tool for addressing possible inconsistencies in requirement specifications such as Greenspan, Mylopoulos, and Borgida [6] and Nuseibeh and Easterbrook [7].

III. VORD PROCESS MODEL

To gain an appropriate understanding of the process extension, it is necessary to provide a brief description of the VORD process model itself. The VORD process model is designed to elicit, analyze, and document the requirements for a Service-Oriented System (SOS). It specifically attempts to look at all the entities that will interact or otherwise use the services of the system. The requirement sources may be from stakeholders, other systems that interface with the proposed system, or other entities in the environment of the proposed
system that may be affected by its operation. Each requirement source is then considered to be a viewpoint. VORD defines two classes of viewpoints:

1) **Direct viewpoints**: These correspond directly to clients in that they receive services from the system and send control information and data to the system. Direct viewpoints are either system operators/users or other sub-systems, which are interfaced to the system being analyzed.

2) **Indirect viewpoints**: Indirect viewpoints have an “interest” in some or all of the services which are delivered by the system but do not interact directly with it. Indirect viewpoints may generate requirements which constrain the services delivered to direct viewpoints [9]. Each viewpoint has a relationship with the proposed system based upon its needs and interactions with the system. The model assumes that if all the viewpoints have been analyzed and specified, then all the system’s requirements would also have been analyzed and specified.

The VORD process model is shown in Fig. 1. The first three iterative steps are:

1) **Viewpoint identification and structuring**
2) **Viewpoint documentation**
3) **Viewpoint requirements analysis and specification**

![VORD Process Model Diagram](http://ijacsa.thesai.org)

**Figure 1. The VORD Process Model**

The first step, viewpoint identification and structuring, is concerned with identifying relevant viewpoints in the problem domain and structuring them. The second step is concerned with documenting the viewpoints identified in step 1. Viewpoint documentation consists of documenting the viewpoint name, requirements, constraints on its requirements and its source. Viewpoint requirements include a set of required services, control requirements and set of non-functional requirements. The last step is concerned with analyzing, and specifying the functional and non-functional viewpoint requirements in an appropriate form [9].

IV. **PROPOSED VORD PROCESS MODEL EXTENSION**

Our extension is an iterative process that takes place after step three. Our extension has three steps:

1) **Requirement to viewpoint mapping**
2) **Viewpoint interaction analysis**
3) **Viewpoint interaction documentation (interaction matrix)**

The first step of our model extension is to map each requirement to its associated viewpoints. This is actually backward from the VORD model listing viewpoints first and requirements second. This is needed since we assume that the most reliable method of identifying interactions is at the level of required services, control requirements, or set of non-functional requirements. This step is done by first listing all the labeled requirements, both functional and non-functional. Then the associated viewpoints for each requirement are listed.
viewpoint interaction takes place (for that requirement), and no further analysis is needed. If there are two or more viewpoints listed, then further analysis is needed. This analysis consists of analyzing the requirement specification and determining if the first viewpoint listed interacts with the second viewpoint listed. This process is continued until all the viewpoints for the requirement have been compared against all the other viewpoints for the requirement. If any interaction is discovered, then the interaction type must be determined. If there is a transitive relationship, i.e. the viewpoints interact but only through another viewpoint, then it is considered to be indirect interaction. If the viewpoints interact directly, then it is considered to be direct interaction. If there is no interaction, then this may be an indication of a compound requirement. In this case, the requirement should probably be split up into two or more requirements.

The third step of our model extension is to document the viewpoint interactions discovered in step two. The results are displayed in an interaction matrix that has rows and columns for each viewpoint and the requirement name(s) listed in the corresponding “box”. Note that there may be more than one requirement listed in a box since two viewpoints may have interactions in more than one requirement. There may be boxes with no requirements listed since two viewpoints may not always have an interaction.

V. ACTICAL APPLICATION AND ANALYSIS

We devised several examples of viewpoint interactions, and then applied our model extension to them. The reason for this is two fold. The first reason is to provide a means of explaining our proposal. Using examples provide a clear understanding of the theoretical model. The second reason is to actually “test” the practicality of our proposal. Using examples, not only help to show the proposal’s strengths and limitations, but also its ease of use.

By continuing the ATM machine case study, we feel that our paper compliments the original proposal; similarly, our theoretical model compliments the original model. The requirements chosen to extend the ATM case study to demonstrate viewpoint interactions are listed in Table I. These requirements are specified to a much less thorough extent than they would be if they were actually part of an SRS document. However, the purpose here is to provide just enough narrative to convey the essence of the requirement.

A. Example 1: Banking

The original VORD proposal listed the following viewpoints in the case study.

- Bank manager
- ATM operator
- Home customer
- Customer database
- Foreign customer
- Security officer
- System developer
- Bank policy

For the purposes of clarity, we modified the viewpoint list.

The home customer and foreign customer viewpoints are combined into a single “bank customer” viewpoint. The reason is that no distinction is necessary in the requirement examples that we have chosen. We also added the Bank employee viewpoint since the ATM operator viewpoint is only concerned with stocking the ATM with cash and starting and stopping its operation. The result of applying step one of our model extensions is listed in Table II.

Step two requires more detailed analysis. Within each requirement, each viewpoint is analyzed and compared to the other viewpoints. Listed below is the viewpoint interaction analysis for each requirement. The general approach is to compare each viewpoint to all the other viewpoints in the requirement. Then, determine if any interaction takes place. If interaction takes place directly, then it is considered a direct interaction. If two viewpoints interact, but only through other viewpoints, then it is considered an indirect interaction.

<table>
<thead>
<tr>
<th>Requirement Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>Bank manager approves the bank customer to withdraw funds above the daily withdraw limit.</td>
</tr>
<tr>
<td>R2</td>
<td>Bank employee reset’s bank customer’s forgotten PIN number.</td>
</tr>
<tr>
<td>R3</td>
<td>Bank employee provides replacement card to a bank customer. (Card is lost, stolen, damaged etc.)</td>
</tr>
<tr>
<td>R4</td>
<td>Bank customer notifies bank employees of ATM machine problems. (Out of money, malfunctioning etc.)</td>
</tr>
<tr>
<td>R5</td>
<td>Bank employee issues a ATM card to a new customer.</td>
</tr>
<tr>
<td>R6</td>
<td>Bank customer reports unauthorized withdraw from ATM to bank employee.</td>
</tr>
<tr>
<td>R7</td>
<td>Bank employee notifies bank customer of a newly added ATM machine.</td>
</tr>
<tr>
<td>R8</td>
<td>Bank customer makes a deposit.</td>
</tr>
</tbody>
</table>

1) R1 Viewpoint Interaction Analysis

The case study of the original VORD proposal listed bank policy as the viewpoint handling for a variety of business rules. Although, not explicitly stated in the original proposal, we are
assuming that a daily ATM withdraw limit per bank customer is part of bank policy.

The bank customer’s withdraw is limited by the bank policy. The bank customer requests a bank employee, to permit him to withdraw funds beyond the daily limit. The bank employee then informs the bank manager of the request, along with any relevant justification. The bank manager then modifies the bank policy (granting additional amount to the customer’s daily withdraw limit), which allows the bank customer to withdraw additional funds. The bank customer directly interacts with the bank employee with the request to withdraw additional funds.

The bank employee and the bank manager directly interact with the bank customer’s request. If the bank manager grants the request, then the bank manager interacts directly with the bank policy. The bank customer indirectly interacts with the bank manager through the bank employee.

The bank employee indirectly interacts with the bank policy through the bank manager.

2) **R2 Viewpoint Interaction Analysis**

The bank customer contacts a bank employee to have a PIN number reset. The bank employee then resets the PIN number. Therefore, the bank employee and bank customer directly interact.

3) **R3 Viewpoint Interaction Analysis**

The bank customer contacts a bank employee to request a new ATM card. The bank employee then provides the bank customer with a new card. Therefore, the bank employee and bank customer directly interact.

4) **R4 Viewpoint Interaction Analysis**

The bank customer notifies the bank employee of an ATM machine problem. The bank employee in turn notifies the ATM operator about the problem. After the problem is resolved, the ATM operator notifies the bank employee, who then informs the bank customer who reported the problem. Direct interaction takes place between the bank customer and bank employee (notification). Direct interaction takes place between the bank employee and ATM operator (notification). The bank customer initiates the action that results in the ATM operator performing a function. However, this is done through the bank employee viewpoint. Therefore, the bank customer and the ATM operator indirectly interact.

5) **R5 Viewpoint Interaction Analysis**

The bank customer opens an account and the bank employee provides an ATM card. Therefore, the bank employee and bank customer directly interact.

6) **R6 Viewpoint Interaction Analysis**

The bank employee and bank customer directly interact with the notification and collection of facts. The bank employee and the bank manager directly interact with data exchange. The bank manager and bank policy directly interact to determine if the account should be credited for the unauthorized withdraw. The bank policy and the bank customer directly interact with a notification of the manager’s decision. The bank customer initiates action that results in the bank manager performing a function. However, this is done through the bank employee viewpoint. Therefore, the bank manager and the bank customer indirectly interact. The bank employee and the bank policy interact indirectly through the bank manager.

7) **R7 Viewpoint Interaction Analysis**

The bank employee notifies that bank customer of a newly added ATM machine. Therefore, the bank employee and bank customer directly interact.

8) **R8 Viewpoint Interaction Analysis**

The bank customer is the only viewpoint listed, so it does not interact with any other viewpoints. This requirement was put in place to show that not all requirements will contain viewpoint interaction.

The third step in our model extension is to document the analysis performed in step two. This is displayed in a matrix that consists of columns and rows for each viewpoint. The first column and first row are considered as the “headers” of the matrix as they list the viewpoints used in the example. The intersection of each row and column is a box that represents the

<table>
<thead>
<tr>
<th>Requirement Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>Bank customer, bank employee, bank manager, bank policy.</td>
</tr>
<tr>
<td>R2</td>
<td>Bank employee, bank customer.</td>
</tr>
<tr>
<td>R3</td>
<td>Bank employee, bank customer.</td>
</tr>
<tr>
<td>R4</td>
<td>Bank customer, bank employee, ATM operator.</td>
</tr>
<tr>
<td>R5</td>
<td>Bank employee, bank customer.</td>
</tr>
<tr>
<td>R6</td>
<td>Bank customer, bank employee, bank manager, bank policy.</td>
</tr>
<tr>
<td>R7</td>
<td>Bank employee, bank customer.</td>
</tr>
<tr>
<td>R8</td>
<td>Bank customer.</td>
</tr>
</tbody>
</table>
each viewpoint interaction. The corresponding “box” for each viewpoint interaction lists the requirement name (that is the requirement in which the viewpoints interacted), along with an interaction type designation, “D” for direct and “I” for indirect interaction. Note that the matrix design will include two “boxes” that correspond to the interaction of a single viewpoint (i.e.: bank customer to bank customer). These will be left blank since a viewpoint did not interact with itself in any instance.

The viewpoint interaction matrix created from the analysis in step two is displayed in Table III. The matrix was created using the methodology described in the previous paragraph. The first column and first row list all the defined viewpoints. The corresponding “box” for each viewpoint interaction list all the requirements where the viewpoints interact, along with a designation of “D” for direct and “I” for indirect. For the purposes of brevity, only the viewpoints used in R1 – R8 are shown.

B. Example 2: Library System

By considering the Library System (LS) case study, we propose that our paper compliments the original proposal; similarly, our theoretical model compliments the original model. The requirements chosen to extend the LS case study to demonstrate viewpoint interactions are listed in Example 2 – Table IV. These requirements are briefly described than they would be as part of an SRS document. However, the purpose here is to provide just enough narrative to convey the essence of the requirement.

Viewpoints in Case Study:
- Library Member
- Library Manager
- Library Policy
- Library IT Administrator
- Library Database

The viewpoint interaction matrix created from the analysis in step two is displayed in Table III. The matrix was created using the methodology described in the previous paragraph. The first column and first row list all the defined viewpoints. The corresponding “box” for each viewpoint interaction list all the requirements where the viewpoints interact, along with a designation of “D” for direct and “I” for indirect. For the purposes of brevity, only the viewpoints used in R1 – R8 are shown.

<table>
<thead>
<tr>
<th>Viewpoint Interaction Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bank Customer</td>
</tr>
<tr>
<td>R1 D</td>
</tr>
<tr>
<td>Bank Employee</td>
</tr>
<tr>
<td>Bank Manager</td>
</tr>
<tr>
<td>Bank Policy</td>
</tr>
<tr>
<td>ATM Operator</td>
</tr>
</tbody>
</table>

The result of applying step one of our model extensions is listed in Example 2 - Table V.

The library system is then analyzed and the interactions between the viewpoints are listed. The interaction matrix in Example 3 - Table III is then derived from the defined viewpoint interactions.

1) R1 Viewpoint Interaction Analysis

Library staff informs the new library members about the services offered in the library. Library staff and member involve in a direct interaction with each other and therefore direct relationship exists for this requirement.

2) R2 Viewpoint Interaction Analysis

Library member requests the library staff for a book available in another library. Library Staff informs the Library Manager about the request, who in turn refers to the library policy. If available, the library manager arranges for the book and ensures that the member receives it through the library staff. Here, the library member and library manager interact through another viewpoint, that is the library staff and therefore they maintain an indirection relationship. Library member and staff maintain a direct relationship because of direct interaction. The Manager maintains a direct interaction with the library policy since he refers to it.
### TABLE IV. EXTENDED CASE STUDY REQUIREMENTS

<table>
<thead>
<tr>
<th>Requirement Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>Library staff, library member.</td>
</tr>
<tr>
<td>R2</td>
<td>Library staff, library member, library manager, library policy.</td>
</tr>
<tr>
<td>R3</td>
<td>Library staff, library member, library manager, library policy.</td>
</tr>
<tr>
<td>R4</td>
<td>Library staff, library member, library database.</td>
</tr>
<tr>
<td>R5</td>
<td>Library staff, library member, library IT administrator.</td>
</tr>
<tr>
<td>R6</td>
<td>Library staff, library member, library database.</td>
</tr>
<tr>
<td>R7</td>
<td>Library member.</td>
</tr>
<tr>
<td>R8</td>
<td>Library member, library policy.</td>
</tr>
</tbody>
</table>

### TABLE V. REQUIREMENT TO VIEWPOINT MAPPING

<table>
<thead>
<tr>
<th>Requirement Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>Library staff informs new library members services offered in the library.</td>
</tr>
<tr>
<td>R2</td>
<td>Library members request books from another library.</td>
</tr>
<tr>
<td>R3</td>
<td>Library manager approves library members for checking out books more than prescribed limit.</td>
</tr>
<tr>
<td>R4</td>
<td>Library members informs non availability of the books to the staff</td>
</tr>
<tr>
<td>R5</td>
<td>Library members notifies library staff problem in library website.</td>
</tr>
<tr>
<td>R6</td>
<td>Library staff updates member record in the database after member pays back late fee.</td>
</tr>
<tr>
<td>R7</td>
<td>Library member checks in the book.</td>
</tr>
<tr>
<td>R8</td>
<td>Library member talking in his/her phone in silent place of library.</td>
</tr>
</tbody>
</table>

3) **R3 Viewpoint Interaction Analysis**

Library member requests the library staff to check out more books than the prescribed limit. Library staff informs the above issue to the manager who in turn refers to the library policy and allows the member to checkout more books if library policy permits it under special circumstances. Here, the library member and manager maintain an indirect relationship whereas the library manager and library policy, library member and library staff, maintain a direct relationship. Since the policy is referred to, to clarify the doubt of the library member, the member and staff indirectly interact with the policy as well.

4) **R4 Viewpoint Interaction Analysis**

Library member informs the non availability of the book to the staff. Library staff checks in the library database about the availability and informs the member about the availability of the book. The library member and staff thus have a direct interaction. Here, the library member and library database have an indirect relationship because they interact through the library staff.

5) **R5 Viewpoint Interaction Analysis**

Library member notifies the problem in the library website to the library staff who in turn contacts the Library IT administrator to resolve the issue. Here, the library member and IT administrator interact indirectly through the library staff and thus maintain an indirect relationship.

6) **R6 Viewpoint Interaction Analysis**

Library staff updates the member record in the database after the member pays back the late fee. Here, library member database involve in an indirect interaction. The Library member pays the late fee directly to the staff and therefore the relationship is direct.

7) **R7 Viewpoint Interaction Analysis**

Library member checks in the book. Here, the only viewpoint is the library member, who in this case does not interact with any other view points. This requirement was put in place to show that not all requirements contain viewpoint interaction.

8) **R8 Viewpoint Interaction Analysis**

Library member talking over his/her phone in the silent study place of the library is the compound requirement because requirement’s viewpoints such as member and policy do not interact with each other. In order to resolve this issue, the compound requirement needs to be split into multiple requirements. The above requirement can be split into the following:
VI. ANALYSIS

The lack of explicit support for viewpoint interaction is listed in the limitations section of the original proposal as an area for further research. Our extension to VORD provides that direct support for viewpoint interaction. Due to the complex nature of requirements engineering, viewpoint interaction is a common occurrence. Therefore, our proposal strengthens the VORD model’s ability to cope with a problem that it previously could not directly address.

By providing direct support for viewpoint interaction, our model extension would be useful for automating legacy systems. For example, a bank may wish to lower operating costs by automating certain customer operations. By analyzing the viewpoint interaction matrix, all interactions to the bank employee viewpoint are clearly defined. The bank may choose to automate certain operations provided by the employee such as the notification to the bank manager in R6. A possible cost effective solution may be used to provide a web-based user interface that allows the bank customer to send the relevant information to the bank manager. This can be observed in terms of the Library System example as well; by analyzing the viewpoint interaction matrix, all interactions between each of the viewpoints are clearly defined. The interaction matrix gives an overall view of the direct and indirect interactions between the viewpoints. By analyzing the interaction matrix, the library may choose to automate certain operations that would aid in reducing the number of interactions yet perform the required task. For instance, the library may choose to automate operations such as the interactions between the library employee and library manager in R2 and R3. This interaction is merely for a notification purpose and hence can be done through other means such as sending an e-mail. By automating such actions, the entire system can be reduced of a number of interactions. Thus overall, we see the library system uses 11 direct interactions and 8 indirect interactions between its viewpoints. By our simple analysis, we observed that automation of certain processes could reduce the number of interactions, making the system run more efficiently and in a less complex manner. The proposed extended VORD process model simplifies the entire process; it not only links the viewpoints but also presents the interaction matrix.

This model would also be useful when analyzing the effect of modifying legacy systems. It could help to determine which viewpoints may be affected if a specific requirement is modified. At the very least, it would list the viewpoints to re-analyze.

Another result of our extension is the ability to expose probable compound requirements. By analyzing the type of interaction between viewpoints (direct/indirect), it can be determined if two viewpoints would not interact at all within a certain requirement. This may be an indication that the specified requirement may actually contain multiple requirements. The remedy would be to specify the requirement further into two or more requirements. This effect is limited to those requirements that have two or more viewpoints. Our extension will not indicate if a compound requirement is specified for requirements that only affect one viewpoint.

VII. LIMITATIONS AND FUTURE WORK

The original VORD model was deliberately restricted to a service-oriented view of systems. Therefore any restrictions of the service-oriented systems (SOS) paradigm will also affect our extension of VORD. The VORD authors did not consider this to be a serious limitation, as they believed that most systems can be regarded as providing services of some kind to their environment.

One limitation of the original VORD model that was not
addressed with our extension is the control issues associated with concurrency. The VORD model addresses the process of requesting and responding to services as a linear flow. However, it does not address services provided concurrently to separate entities at the same time. Since, we did not address this issue with our model extension, this limitation still exists.

Since the practical examples continue upon the ATM machine case study, we cannot accurately predict at this time how our model extension will work with other types of systems. However, we feel that the proposed extension should work with other types of systems that use the SOS paradigm.

This paper does not address conflict resolution with viewpoint interaction. That is, if any viewpoint interactions resulted in a conflict, that conflict would need to be resolved when specifying the requirements. The original VORD proposal directly addressed conflict analysis; however, it was limited to conflicts within a single viewpoint not directly addressing conflicts across viewpoints. We recommend that further research be performed in this area. A possible place to start is with goal-oriented analysis [8]. Goal-oriented analysis provides a mechanism for finding alternatives in requirements. It also provides a method for “weighing” each alternative to determine which one best fits the customer’s goals. This is useful for finding a “middle ground” (skewed toward the customer’s needs) when conflicts occur.

VIII. CONCLUSIONS

The VORD model ensures that system requirements rather than high-level system specification or designs are derived [1]. The model is highly regarded in requirements engineering as demonstrated by the frequency that the original proposal is cited. The authors of the VORD model expressed the lack of viewpoint interaction analysis as a limitation of the model. We used this limitation as a starting point for our research. We devised an extension to the VORD model by providing a method to explicitly support viewpoint interaction. We then demonstrated the practicality of this method by applying it to several examples.

REFERENCES

Abstract—Software quality has been a challenge since the inception of computer software. Software requirements gathering, analysis, and specification are viewed by many as the principle cause of many of the software complex problems. Requirements traceability is one of the most important and challenging tasks in ensuring clear and concise requirements. Requirements need to be specified and traced throughout the software life cycle in order to produce quality requirements. This paper describes a preliminary model to be used by software engineers to trace and verify requirements at the initial phase. This model is designed to be adaptable to requirement changes and to assess its impact.

Keywords- Requirements Traceability; Software Faults; Software Quality.

I. INTRODUCTION

Consistent and traceable software requirements are critical elements in today’s complex software projects. Requirements include business requirements, user requirements, functional requirements, non-functional requirements, and process requirements. It is well documented such that most of the errors in software development occur in the requirements phase. With the complexity of software systems and the interdependencies of requirements, requirement traceability models and tools become very critical for improving software fault detection and the overall software quality.

Requirements traceability can be defined as the ability to describe and follow the life of a requirement, in both a forward and backward direction, i.e. from its origins, through its development and specification, to its subsequent deployment and use, and through periods of ongoing refinement and iteration in any of these phases. The requirements traceability is a characteristics of a system in which the requirements are clearly linked to their sources and to the artifacts created during the system development life cycle based on these requirements. [10]

It provides an efficient method for the detection of software faults, which are the static defects that occur due to an incorrect state or behavior of the system. Through traceability we can track which part of the code is linked to the requirements and which is not, this helps us remove discrepancies if any. These discrepancies if not detected can be really expensive at later stages and can lead to faults and failures.

The benefits of requirements traceability are the most obvious when the system changes. When high-level requirements change, it is implied that lower-level objects need to be changed. This issue alone justifies the need for requirements traceability. Testing and software quality also benefit greatly from requirements traceability. If a low-level requirement should fail during requirements testing, the software engineer would know which high-level requirements will not be met. Furthermore, if there is a defect, all of the segments that will be affected based on the requirements traceability can be identified, documented and reviewed.

II. BACKGROUND

Requirements engineering has played a vital role in the development of software in recent years. Ever since, requirements traceability has become an important issue as it can help provide answers to a variety of questions, such as: "Is the implementation compliant with the requirements?" or "Is the implementation even complete?" [2]. Many such questions can be answered depending on the completeness of the traceability links between the requirements and other software artifacts. However, in practice, a variety of traceability problems occur which generally include the use of informal traceability methods, failure in the cooperation between people responsible for coordinating traceability, difficulty in obtaining necessary information in order to support the traceability process, and lack of training of personnel in traceability practices.

To deal with such challenges and the additional burden of today's globally distributed development environment, some researchers have introduced an Event-Based method [1]. In this approach, the author proposes a methodology in which requirements and other software engineering artifacts can be linked through publish-subscribe relationships. This type of relationship is widely used in systems such as news service subscriptions and hardware management. In this Event-Based Traceability (EBT) system, requirements and other software artifacts that may induce changes are considered to be publishers while artifacts dependent on such changes act as subscribers. Hence the requirements are published and the performance models subscribe to the system.

A change in requirements will cause events to be published to an event server, which in turn will send out notifications to all dependent subscribers. The “publish-subscribe” model used.
within EBT allows automatic linkage and validation of values within the requirements that are established with the EBT system. The EBT system then acts as an automated change notification agent. When changes are made, the affected artifacts and models are logged, and the developer can determine which artifacts to update, and which to ignore. This is done based on factors such as the criticality of the requirement changed. The developers, can then make the necessary changes. The major advantage of this system is its support for managing changes as well as its ability to support the identification and maintenance of artifacts. Another research project presented the Information Retrieval (IR) approach as the key to recover traceability links between code and documentation [3]. This research introduces a methodology where Information Retrieval techniques are used to link artifacts to each other as well as requirements, through a mechanism that queries the set of artifacts. Next, by using an indexing process, artifact information and semantics are parsed and used in order to rank each artifact on its relevance to a given query. The rankings are then used to create links between artifacts, which are returned to the user. The user can use the rankings in order to understand the relationships between artifacts and even requirements in order validate the links that have been generated by the system.[8] Establishing these traceability links can help support tasks such as: program comprehension, maintenance, requirement tracing, impact analysis and reuse of existing software[5]. The premise of this research relies on the probability that most programmers tend to use meaningful names for program items, such as: function names and variables. Concepts implemented in the code are suggested by the use of such names. By using such correlations, queries can be constructed from modules in the source code. This proposed model concludes that IR provides a practical solution to the problem of semi-automatically recovering traceability links. In a different research work titled “Rule-Based Generation of Requirements Traceability Relations”, the authors address the challenges that arise when analyzing requirements [6]. This approach uses traceability rules to support the automatic generation of traceability relations. The generation of such relations is based on the requirement-to-object-model traceability rules. They help to trace the requirements and use case specification documents to an analysis object model, and inter-requirements traceability rules to trace requirement and use case specification documents to each other.[9] Throughout this approach, the authors focus on the challenge that requirements are expressed in natural language and often contain ambiguity.

Other new models have also been proposed to support the ideology of requirement traceability, one such model is the Conceptual Trace Model. It consists of three parts; A fine-grained trace model, which determines the types of documentation entities and relationships to be traced to support impact and implementation of system requirements changes; A set of process descriptions that describe how to establish traces and how to analyze the impacts of changes and the third part is tool support that provides (semi-) automatic impact analyses and consistency checking of implemented changes. [7] Our proposed model shares some of these concepts, but with a unique approach to requirement traceability.

III. PROPOSED TRACEABILITY MODEL

The proposed model is an extension to a previously suggested traceability model [4] which allows the software developer to achieve traceability at the source code level. The model focused on keeping track of the sets of working modules specific to satisfying the requirements. This model is the base for our extension and the new model thus offers a number of enhancements and features. There are two types of users for requirements traceability, high-end users and low-end users. Low-end users tend to consider traceability only because it is required, while high-end users recognize the importance of traceability [4]. This new model is simple for low-end users, yet comprehensive for high-end users.

It is composed of a Traceability Engine Component (TEC), a Traceability Viewer Component (TVC), and a Quality Assurance Interface (QAI). The first component, the TEC, is used to assist developers correlate source code elements with the software requirements. It functions by first reading in the requirements data from the requirements database, analyzes the source code and corresponding requirements, and creates its own internal traceability matrix. The TEC supplies this data to the QAI for evaluation, and is then updated with the results. The data that the TEC receives and the results of its own analysis are kept in a Traceability Database where it is accessible for re-evaluation at each stage of software development.

The TEC also contains an interface that enables the developer to indicate flags relating each piece of code or file to a specific requirement. When the code is checked into the CVS (Concurrent Version System), a version control system which is used to record source code history and documents, the TEC detects any change that has been made, and will prompt the developer to indicate the specific requirements related to each piece of code. Once all these relationships have been entered, the QAI is notified that there is data that needs to be verified. In addition, once the QAI has completed its process, the TEC will be able to determine which pieces of code do not have corresponding requirements and which requirements have no corresponding code.

The TVC acts as the ‘client’ portion of the proposed model. The TVC provides the software engineer with a unique way to view all the information that the TEC has gathered. It will have the ability to provide custom data such as: a detailed list of all requirements, reports regarding which requirements have been met and in which modules they are implemented, and the results of the verification and validation completed by the QAI.

The business analyst must insert the requirements into a spreadsheet, which is then imported into the database tables using a specialized tool. The interface added is called the Quality Assurance Interface (QAI), which a quality assurance specialist may use to verify that the code being checked meets the corresponding requirements. The importing of requirements and the QAI will be discussed in greater detail in the sections to follow.
Figure 1: Proposed Traceability Model

TABLE 1: Requirements Flags

<table>
<thead>
<tr>
<th>Flag Name</th>
<th>Description</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCF</td>
<td>Code Not Checked Flag</td>
<td>File name/line number and requirement set should be evaluated</td>
</tr>
<tr>
<td>CVF</td>
<td>Checked and Valid Flag</td>
<td>Signifies a good file name/line number and requirement set</td>
</tr>
<tr>
<td>CNF</td>
<td>Checked and Not Valid Flag</td>
<td>Developer of the code is working on his/her code to satisfy the requirement</td>
</tr>
<tr>
<td>CNFDATA</td>
<td>Checked and Not Valid Flag (DATA Error)</td>
<td>Developer of the code is working on his/her code to fix the data error and satisfy the requirement</td>
</tr>
<tr>
<td>CNFLOGIC</td>
<td>Checked and Not Valid Flag (Coding Bug)</td>
<td>Developer of the code is working on fixing a bug in his/her code to satisfy the requirement</td>
</tr>
<tr>
<td>CRF</td>
<td>Code with no Requirement Flag</td>
<td>There is a significant amount of code that is not assigned a requirement match</td>
</tr>
<tr>
<td>RCF</td>
<td>Requirement with no Code Flag</td>
<td>A certain requirement has not been met with any of the source code from the project</td>
</tr>
<tr>
<td>RCFF</td>
<td>Requirement Changed Flag</td>
<td>Indicates that the requirement has been modified</td>
</tr>
<tr>
<td>RRCF</td>
<td>Related Requirement Changed Flag</td>
<td>Indicates that a requirement related to this requirement has been changed</td>
</tr>
</tbody>
</table>

http://ijacsa.thesai.org
A. Quality Assurance Interface (QAI)

The proposed model provides a mechanism to address the issue of validating and verifying that the requirements are actually being met. This model allows the software engineer to choose either to add the tags directly to the source code, or, to choose which requirement is being met from a list of all requirements. The QAI will be able to perform aspects of verification and validation such as to “double-check” that a requirement has actually been met. The QAI performs a dual job, which is to insure that the requirements are accomplished, and to report requirements or parts of source code that do not match.

The table (See table 1) shows the requirements flags that are used in the QAI to indicate the status of the verification and validation of the requirements and the code. When the source code is checked into a version control system (CVS), a table will be populated with all the file names and line numbers which satisfy certain requirements. Each of these file name/line number and requirement matches are assigned a flag, NCF, which signifies that they have not been verified by the QAI. In addition to this, each requirement is assigned an NCF flag to indicate that it does not have any corresponding code that meets the requirement or that the validity of the correlation has not been verified. To insure that the requirements are truly met, the QAI will parse this table and go through a six step process to determine if the requirements have been met.

First, the QAI will look up the requirement from the database in the initial list of requirements that were given for the project. Second, it will read in the description of the requirement that has been linked with the requirements in the database. Third, the QAI will find the file and the line from the file name/line number combination from the match. Fourth, it will read and evaluate the source code. Fifth, it will determine if the match is a good match and if the requirement is actually met. Lastly, the sixth step is to create a flag for this file name/line number and requirement match that signifies that the match has been checked. Furthermore, it will indicate that either the requirement has been accomplished or it has not been sufficiently met. If it has not been met an email will be sent to the developer with the message that the source code should be re-done.

The second major task of the QAI is to handle the flags for the software requirements. This will help solve the problem of reporting which requirements or parts of the source code do not have matches. There are nine different flags that can be assigned; see Table 1. The first of these flags is the Not Checked flag (NCF). This signals to the QAI that the file name/line number and requirement set should be evaluated as outlined above. The second flag is the Checked and Valid flag (CVF); this signifies that a file name/line number and requirement set are valid. The third flag is the Checked and Not Valid flag (CNF); this means that the developer of the code is working on the code to satisfy the requirements. The fourth flag is the Checked and Not Valid Flag as a result of a Data Error (CNFDATA); this indicates that the developer needs to work on the code to fix the data error in order to fulfill the requirement. The fifth flag is the Checked and Not Valid Flag as a result of a coding bug (CNFLOGIC); this indicates that there is a bug in the code that needs to be resolved before the requirement can be met. The sixth flag is the Requirement with No Code flag (RCF); this signifies that a certain requirement has not been met with any of the source code from the project. This should signal that the requirement needs to be completed. The seventh flag is the Code with No Requirement flag (CRF); this indicates that there is a significant amount of code that is not assigned a related requirement has changed since it was imported into the database.

The QAI also has the ability to handle changes made to the requirements. When a requirement is changed or simply modified, the corresponding flag field in all records in the QAI table containing this requirement will be reset to the Requirement Changed Flag (RCHF). In addition, all requirements listed in the related requirements field will have their flag in the QAI reset to Related Requirement Changed Flag (RRCF). With the use of these two flags, when requirements change, only the code that could possibly relate to the requirements will need to be reviewed to ensure that it still satisfies the new requirement. This model enables changes to be made to the requirements without a need for all requirements and code to be rechecked. Only the changed requirement and requirements that relate to it need to have their corresponding code reviewed by the QAI.

B. Traceability Database Tables

The Traceability Database contains five tables. The Requirements Table (See table 2) is populated with the requirements that were imported from the business analyst’s spreadsheet. The table will contain the following fields: the requirements key, which is the primary key for the table, the person adding the requirement, and a description of the requirement.

The related requirement field contains any requirements that are directly related to the listed requirement; any changes made to the requirement or its related requirements can be indicated in the QAI table (See table 5).

The Code/File Change Table (See Table 3) contains the following fields: the code key, which is the primary key for the table, the file path, the file name, the method name, the class name, the date the change was entered, and the name of the coder.

When the coder checks the code into requirements without a need for all requirements and code to be rechecked. Only the changed requirement and CVS, changes that have been made are tracked by assigning a new code key. For example, if Door.cs and abc.config, the new record will look like table 2. After the new record has been added, the TEC will prompt for the requirements key from the requirements table (Table 2).
The Code Flags table (See Table 4) contains fields for the Flag Key, which is the primary key, the flag name, the description of the flag, and the purpose of the flag. When flags are assigned in the QAI table (See table 5), the Flag Key is used; the Flag Name is used for display purposes only. In addition, by using the key in place of the name, it will be more functional for purposes such as grouping records. The QAI can also add custom-defined code flags to the system.

The QAI table (Table 5) is a link between the Requirements records and the Code/File records. After a new record has been added to the Code/File Change table, the TEC will prompt for a requirement key to correspond to the entry. Once it has been entered, the TEC will create a new record in the QAI table to show which files or lines of code correspond to which requirements. The fields in this table are: the QAIK key, the primary key for the relationship; the requirements key, a foreign key to the Requirements table; the Code/File Key, a foreign key to the Code/File Change Table; the Flag Key, a foreign key to the Code Flags Table (discussed later); the date the record was entered into the database; and the person who performed the QA. Based on table 2, once the TEC has received the requirements key input, a table will be displayed as in table 4. The QA analyst then performs the verification and validation, and the flags will be assigned to each record through the QAI interface. After this has been completed, the TEC gathers the data and imports it into the QAI table as reflected in table 6.

### Table 2: Requirements Table

<table>
<thead>
<tr>
<th>RequirementKey (Primary Key)</th>
<th>AddedBy</th>
<th>Description</th>
<th>Related Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>BA1</td>
<td>Display Name in the header.</td>
<td>1010</td>
</tr>
<tr>
<td>1001</td>
<td>BA2</td>
<td>Display Date.</td>
<td>1010</td>
</tr>
<tr>
<td>1002</td>
<td>BA1</td>
<td>Be able to select style.</td>
<td>1011</td>
</tr>
<tr>
<td>1003</td>
<td>BA1</td>
<td>To store names.</td>
<td>1012, 1013</td>
</tr>
<tr>
<td>1004</td>
<td>BA1</td>
<td>To change names.</td>
<td>1012, 1013</td>
</tr>
<tr>
<td>1005</td>
<td>BA2</td>
<td>To delete names.</td>
<td>1012, 1013</td>
</tr>
</tbody>
</table>

### Table 3: Code/File Change Table

<table>
<thead>
<tr>
<th>CodeKey (Primary Key)</th>
<th>FilePath</th>
<th>FileName</th>
<th>Method Name</th>
<th>Class Name</th>
<th>Date</th>
<th>Coded by</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>\Main\Project1\Display.cs</td>
<td>GetName()</td>
<td>Display</td>
<td>10/1/06</td>
<td>Coder1</td>
<td></td>
</tr>
<tr>
<td>1001</td>
<td>\Main\Project1\Render.cs</td>
<td>GetLineNumber()</td>
<td>Render</td>
<td>10/12/06</td>
<td>Coder2</td>
<td></td>
</tr>
<tr>
<td>1002</td>
<td>\Main\Project2\Cashier.cs</td>
<td>NULL</td>
<td>Cashier</td>
<td>10/13/06</td>
<td>Gary</td>
<td></td>
</tr>
<tr>
<td>1003</td>
<td>\Main\Project1\Interface.cs</td>
<td>NULL</td>
<td>Interface</td>
<td>10/12/06</td>
<td>Coder4</td>
<td></td>
</tr>
<tr>
<td>1004</td>
<td>\Main\Project3\Window.cs</td>
<td>NULL</td>
<td>Window</td>
<td>10/13/06</td>
<td>Coder5</td>
<td></td>
</tr>
<tr>
<td>1005</td>
<td>\Main\Project5\Door.cs</td>
<td>Main()</td>
<td>Door</td>
<td>10/18/06</td>
<td>Gary</td>
<td></td>
</tr>
<tr>
<td>1006</td>
<td>\Main\abc.config</td>
<td>NULL</td>
<td>NULL</td>
<td>10/18/06</td>
<td>Gary</td>
<td></td>
</tr>
</tbody>
</table>
### TABLE 4: Code Flags Table

<table>
<thead>
<tr>
<th>FlagKey (Primary Key)</th>
<th>Flag</th>
<th>Description of Flag</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>NCF</td>
<td>Code Not Checked Flag</td>
<td>File name/line number and requirement set should be evaluated</td>
</tr>
<tr>
<td>1001</td>
<td>CVF</td>
<td>Checked and Valid Flag</td>
<td>Signifies a good file name/line number and requirement set</td>
</tr>
<tr>
<td>1002</td>
<td>CNF</td>
<td>Checked and Not Valid Flag</td>
<td>Developer of the code is working on his/her code to satisfy the requirement</td>
</tr>
<tr>
<td>1003</td>
<td>CNFDATA</td>
<td>Checked and Not Valid Flag (DATA Error)</td>
<td>Developer of the code is working on his/her code to satisfy the requirement</td>
</tr>
<tr>
<td>1004</td>
<td>CNFLOGIC</td>
<td>Checked and Not Valid Flag (Coding Bug)</td>
<td>Developer of the code is working on his/her code to satisfy the requirement</td>
</tr>
<tr>
<td>1005</td>
<td>CRF</td>
<td>Code with no Requirement Flag</td>
<td>There is a significant amount of code that is not assigned a requirement match</td>
</tr>
<tr>
<td>1006</td>
<td>RCF</td>
<td>Requirement with no Code Flag</td>
<td>A certain requirement has not been met with any of the source code from the project</td>
</tr>
<tr>
<td>1007</td>
<td>RCHF</td>
<td>Requirement Changed Flag</td>
<td>Indicates that the requirement has been modified</td>
</tr>
<tr>
<td>1008</td>
<td>RRCF</td>
<td>Related Requirement Changed Flag</td>
<td>Indicates that a requirement related to this requirement has been changed</td>
</tr>
</tbody>
</table>

### TABLE 5: QAI Table Default Entry

<table>
<thead>
<tr>
<th>QAIKey (foreign key to Requirements Table )</th>
<th>RequirementKey (foreign key to Requirements Table )</th>
<th>Code/File (foreign key to the Code File Table)</th>
<th>Flag (foreign key to Code Flags Table )</th>
<th>Date</th>
<th>QA by</th>
</tr>
</thead>
<tbody>
<tr>
<td>1001</td>
<td>1001</td>
<td>1001</td>
<td>1000 (NCF, Default)</td>
<td>10/1/06</td>
<td>QA1</td>
</tr>
<tr>
<td>1002</td>
<td>1001</td>
<td>1002</td>
<td>1000 (NCF)</td>
<td>10/12/06</td>
<td>QA1</td>
</tr>
<tr>
<td>1003</td>
<td>1001</td>
<td>1003</td>
<td>1000 (NCF)</td>
<td>10/13/06</td>
<td>Gary</td>
</tr>
<tr>
<td>1004</td>
<td>1001</td>
<td>1004</td>
<td>1000 (NCF)</td>
<td>10/12/06</td>
<td>QA1</td>
</tr>
<tr>
<td>1005</td>
<td>1002</td>
<td>1004</td>
<td>1000 (NCF)</td>
<td>10/13/06</td>
<td>QA2</td>
</tr>
<tr>
<td>1007</td>
<td>1003</td>
<td>1005</td>
<td>1000 (NCF)</td>
<td>NULL</td>
<td>NULL</td>
</tr>
<tr>
<td>1008</td>
<td>1004</td>
<td>1006</td>
<td>1000 (NCF)</td>
<td>NULL</td>
<td>NULL</td>
</tr>
</tbody>
</table>
The TEC also has the ability to indicate which pieces of code do not have corresponding requirements and which requirements do not have corresponding code. The TEC takes the keys from the Code/File Change table and the Requirements table and verifies that each exists in a record in the QAI table. If they do not exist, then a record is created in the QAI table with a null value in the field of the item that does not exist, as in the last record in Table 6.

C. Populating the Database

Another advantage of this model is that it considers the initial state of the database as shown in Figure 1. But the question that follows is: how does the database get populated initially? Using a tool to fill the database with requirements can be one technique. Most current Database Management Systems such as SQL Server and Oracle, have a specialized tool to allow the importation of data from other types of file formats. One example is the Data Transformation Service (DTS) that is available with the more recent versions of SQL Server. This service allows the user to import data using a convenient user interface in the form of a wizard. Even though this wizard is convenient, it is not likely that the business analysts will have direct access to the database. Therefore they will not be able to use this wizard and must list the requirements in an organized manner. The business analysts will have to give the data to the developers in a format that can be imported into the database.

In general, business analysts are skilled in working with spreadsheets. Therefore, the business analysts should list the requirements in a spreadsheet with each row containing one requirement. This spreadsheet will be comprised of the following columns: requirement number, requirement name, description of the requirement, and related requirements. The requirement number must be unique and can serve as a key. This number will be chronological and the business analysts will be given a block of numbers from the developer that he or she will be able to use for that particular spreadsheet. The related requirements column will give the requirement number for any requirements that are related to it. This list of requirement numbers must be a set of valid values that are separated by commas. This would make it simple for the developer to parse these fields and extract the requirement numbers. The columns in this spreadsheet must be named as follows:

- RequirementKey
- AddedBy
- RequirementName
- Description
- RelatedReqNumbers

The columns must have these names to maintain database consistency and to allow the tool to recognize which column in the spreadsheet corresponds to which column in the database. There are tools available for SQL Server, Oracle, MySQL, and Access to import data from Excel spreadsheets, therefore spreadsheets created in Microsoft Excel would be the most versatile.

IV. CONCLUSION AND FUTURE WORK

As previously noted, requirements traceability in the early stages plays a crucial role in the software development lifecycle. This model provides a very intuitive and dynamic way of requirements traceability. It provides a formal and measurable process to carry out traceability which can really be critical in exposing the defects at very early stages of the lifecycle. The suggested model amalgamates the features of the event based tracking and information retrieval tracking and adds new features in the design which makes it a very efficient method for requirement traceability. However, in order for this
approach to be successful it does require commitment and support from the quality assurance group. The proposed model will prove beneficial to the software engineer and the software quality assurance process and will help in optimizing the process as a whole. The TEC, TVC, and QAI components provide a very efficient way of tracking and tracing requirements which can be quite tedious to detect considering the complex nature of requirements and its relationship. The Quality Assurance Interface can facilitate the verification of the code to the requirements by following a six-step process that we have prescribed. The process ensures all the changes in the requirements are accessed thoroughly and their impact are foreseen clearly. Furthermore, a mechanism to import requirements into a database was outlined with detailed account of all the objects that will be used such as the tables. Finally, a flagging procedure is designed using Requirements Flags to provide traceability between the requirements and the source code. The flagging procedure clearly demarcates which parts of the code is linked to the requirements and which are not. This preliminary model provides a simple interface that allows developers to seamlessly locate the correct requirements and link them to the correct source code elements, thus providing a very dynamic and intuitive method of requirement traceability during the software development process.

Several directions for future work are possible. First and foremost, a tool implementing this model and its corresponding database will be useful in determining the feasibility of the proposed system. Case studies need to be conducted to further evaluate the effectiveness of such an approach. Further add-ons to the TEC and TVC can be done to make it more flexible and generic. The database can be further developed to accommodate more flags and features that helps in more detailed description of mapping attributes. The QAI can be further developed to be more dynamic and effective. Finally, it will be important to incorporate the tracing of software design documentation into this traceability model. The ultimate goal will be to provide traceability over every software artifact of the software development lifecycle.
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Abstract - The student result oriented learning process evaluation system is an essential tool and approach for monitoring and controlling the quality of learning process. From the perspective of data analysis, this paper conducts a research on student result oriented learning process evaluation system based on distributed data mining and decision tree algorithm. Data mining technology has emerged as a means for identifying patterns and trends from large quantities of data. It is aimed at putting forward a rule-discovery approach suitable for the student learning result evaluation and applying it into practice so as to improve learning evaluation of communication skills and finally better serve learning practicing.
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I. INTRODUCTION

With the accelerating development of society and the well-known knowledge explosion in modern times, learning is taking on a more important role in the development of our civilization. Learning is an individual behavior as well as a social phenomenon. For a long time, people limited learning to the transfer of culture and knowledge: research on learning was confined to the fields of education research within the existing traditions of classroom learning. To understand learning within the new context of the 21st century, we need professionals from psychology, sociology, brain science, computer science, economics, to name a few. We must extend out understanding about human learning from macro levels to micro levels and from history to current conditions. At present, the most urgent need is to synthesize all the findings on human learning and integrate them into a unified framework to guide the practice of learners. A research on result oriented learning process evaluation from the perspectives of philosophy and culture has emerged as a major challenge to educators, and invent a new and integrated learning culture.

It is a difficult task to deeply investigate and successfully develop models for evaluating learning efforts with the combination of theory and practice. University goals and outcomes clearly relate to “promoting learning through effective undergraduate and graduate teaching, scholarship, and research in service to University.” Student learning is addressed in some following university goals and outcomes related to the development of overall student knowledge, skill, and dispositions. Collections of randomly selected student work are examined and assessed by small groups of faculty teaching courses within some general education categories. Education reform for the 21st century has generated various models of learning result evaluation that have emerged over time.

The assessment of student learning is an essential component of University’s efforts in evaluating overall institutional effectiveness. The value of research on student learning result evaluation system is to help teachers and students surpass the ivory-towered and alienating traditional classroom teaching model, and face the rapidly developing real-life environment and the ill-structured learning environment and adapt to current teaching realities. Distributed Data Mining (DDM) aims at extraction useful pattern from distributed heterogeneous data bases in order, for example, to compose them within a distributed knowledge base and use for the purposes of decision making. A lot of modern applications fall into the category of systems that need DDM supporting distributed decision making. Applications can be of different natures and from different scopes, for example, data and information fusion for situational awareness; scientific data mining in order to compose the results of diverse experiments and design a model of a phenomena, intrusion detection, analysis, prognosis and handling of natural and man-caused disaster to prevent their catastrophic development, Web mining etc. From practical point of view, DDM is of great concern and ultimate urgency.

The remaining sections of the paper are organized as follows. In Section II we describe the distributed data mining.. In Section III we describe decision tree algorithm. In Section IV we describe Student Learning Result Evaluation System and verify the efficiency of this system. Section V concludes the paper.

II. DISTRIBUTED DATA MINING

Data mining technology has emerged as a means for identifying patterns and trends from large quantities of data. Data mining and data warehousing go hand-in-hand: most tools operate on a principal of gathering all data into a central site, then running an algorithm against that data (Figure 1). There are a number of applications that are infeasible under such a methodology, leading to a need for distributed data mining.
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Distributed Data Mining

Distributed data mining (DDM) considers data mining in this broader context. As shown in figure(2), objective of DDM is to perform the data mining operations based on the type and availability of the distributed resources. It may choose to download the data sets to a single site and perform the data mining operations at a central location.

Fig (2). Distributed Data mining Framwork

Data mining is a powerful new technology with great potential to help companies focus on the most important information in the data they have collected about the behavior of their customers and potential customers. Data mining involves the use of sophisticated data analysis tools to discover previously unknown, valid patterns and relationships in large data set. These tools can include statistical models, mathematical algorithm and machine learning methods. It discovers information within the data that queries and reports can't effectively reveal.

III. DECISION TREE ALGORITHM

A decision tree is a classification scheme which generates a tree and a set of rules, representing the models of deferent classes, from a given data set. The set of records available for developing classification methods is generally divided in two disjoint subsets-a training set and a test set. The decision tree approach is most useful in classification problems, with this technique, a tree is constructed to modal the classification process.

Decision tree is a decision support tool in the field of data mining that uses a tree-like graph or model of decisions and their possible consequences, including chance event outcomes, resource costs, and utility. Decision trees are commonly used in operations research, specifically in decision analysis, to help identify a strategy most likely to reach a goal. Another use of decision trees is as a descriptive means for calculating conditional probabilities. Each node in a decision tree represents a feature in an instance to be classified, and each branch represents a value that the node can assume. Instances are classified starting at the root node and sorted based on their feature values.

A. Definition:

Given a data base D =\{t_1,........,t_n\} where
\[ t_i =\{t_{i1},........,t_{ih}\} \]
and the data base schema contains the following attributes \{A1,A2,A3,........Ah\}. Also given is a set of classes \(C =\{C_1,C_2,C_3,........,C_m\}\).

A decision tree (DT) or classification tree is a tree associated with D that has the following properties:

- Each internal node is labeled with an attribute, \(A_i\)
- Each arc is labeled with a predicate that can be applied to the attribute associated with the parent.
- Each leaf node is labeled with a class, \(C_j\)

The basic algorithm for decision tree induction is a greedy algorithm that constructs decision trees in a top-down recursive divide-and-conquer manner. The algorithm is shown in fig.3.

```
create a node N
if
    samples are all of the same class C
then
    return N as a leaf node labeled with the class C
if
    attribute-list is empty
then
    return N as a leaf node labeled with the most common class
    in samples
   label node N with test-attribute
   for each known value \(a_i\) of test-attribute
      grow a branch from node N for the condition test-attribute= \(a_i\)
      let \(s_i\) be the set of samples for which test-attribute= \(a_i\)
      if
          \(s_i\) is empty
      then
          attach a leaf labeled with the most common class in samples
      else
          Attach the node returned by Generate_decision_tree
          \((s_i, attribute-list_{test-attribute})\)
```

Fig. 3 Algorithm for decision tree.

IV. RESULT ORIENTED LEARNING EVALUATION SYSTEM FOR STUDENT

Result Oriented Learning Evaluation System for Student (ROLES) is composed of five parts. Data Collection Module collects data. Data Processing Module converts rude data to the regular mode. Data Analysis Module use Decision Tree to compute regular data and give the corresponding result. Graph Visualizing Module is used to show data analysis result through graphic mode. Database is used to stored rude
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data, regular data and data analysis result. The structure of is shown in fig.4.

Fig.5 shows the Decision Tree used in ROLES. Each internal node tests an attribute, each branch corresponds to attribute value, each leaf node assigns a classification.

Fig.4 shows the accuracy of decision tree learning.

![Graph Visualizing Module](image)

![Data Analyzing Module](image)

![Data Processing Module](image)

![Data Collection Module](image)

![Database](image)

Fig.4: Structure of ROLES.

![Figure No- 5 Decision tree used in ROLES.](image)

Table 1: Form of training examples

Table 1 shows the form of training data. 1000 student score records are used for training.

<table>
<thead>
<tr>
<th>No</th>
<th>Student</th>
<th>Course</th>
<th>Professor</th>
<th>Grade</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ramu</td>
<td>DW</td>
<td>Shyam</td>
<td>70</td>
<td>No</td>
</tr>
<tr>
<td>2</td>
<td>Ramya</td>
<td>DE</td>
<td>Suman</td>
<td>69</td>
<td>No</td>
</tr>
<tr>
<td>3</td>
<td>Shiva</td>
<td>MS</td>
<td>Tirumala</td>
<td>95</td>
<td>Yes</td>
</tr>
<tr>
<td>4</td>
<td>Smith</td>
<td>BMS</td>
<td>Ragavendra</td>
<td>97</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>n</td>
<td>Jame</td>
<td>CO</td>
<td>Prathibba</td>
<td>65</td>
<td>No</td>
</tr>
</tbody>
</table>

V. CONCLUSION

The Student result oriented learning process system for assess learning environments is an image of what makes sense today. As time goes on, new features will be added and others dropped. With this model in practice, student learning can become more energetic, more interesting, more challenging, and more suited to the times.
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Abstract—Bowel sounds signal (BS) is one of the important human physiological signals, analysis of the BS signal can then study gastrointestinal physiology and implement direct and effective diagnosis of gastrointestinal disorders. Use different threshold denoising methods denoising the original bowel sounds, simulated in the environment of MATLAB, then compared the denoising results and analyzed the advantages and disadvantages of these threshold denoising methods.

Keywords—bowel sounds; de-noising; wavelet transform; threshold

I. INTRODUCTION

Bowel sounds signal (BS) is the human digestive organs particularly the bowel movements and intestinal narrowing of energy in the intestinal wall pressure release form, which produces small vibration in the abdominal body surface. Through the sensing device of the abdominal skin vibration (ASV) system can capture these quivers. Analysis of the BS signal can then study gastrointestinal physiology and offer effective diagnosis for gastrointestinal disorders directly. However, there are many difficulties when extract BS signal from the data captured by ASV. As the body’s own signal is weak, the signal is very susceptible to be contaminated by other signal source. In the case of sensor sensitivity and signal amplification and conditioning circuit performance is limited, the difficulties and key to extract the true BS signal is to reduce the extent of noise pollution or even eliminate the noise \(^{[1-5]}\).

To solve this difficult problem, the conventional method of signal filtering is often ineffective or powerless. Wavelet transform is a new signal processing tools which developed over a decade, because of its time and frequency domain also has good localization properties, multi-resolution analysis, “centralized” in nature and easy to combine with auditory and visual characteristics of human, therefore, wavelet is very suitable for non-stationary signals such as separation of signal and noise. The technology of BS signal filtering in wavelet domain is not mature, and left a lot of work and issues to be resolved. Specific to the country, it has not seen the relevant technical literature and reports appear. Therefore, from the theoretical and academic point of view, study the formation mechanism, signal characteristics and filtering techniques in wavelet domain of BS this complex and highly unstable medical signal, can greatly enrich the theory of wavelet filtering itself, and is one of the most likely to occur theoretical breakthrough and technological innovation in the next several years \(^{[6-9]}\).

This paper using several methods to implement filtering for the collected BS signal in the wavelet domain, through qualitative and quantitative analysis, the optimal filtering method is proposed, with this kind of filtering method implement filtering can eliminate noise and retain the useful component effectively, and recovered the features of BS signal and can provide some help for the clinical diagnosis.

II. BASIC THEORY OF WAVELET ANALYSIS

A. Continuous Wavelet Transform (CWT)

\(\forall f(t) \in L^2(\mathbb{R}),\) the CWT of \(f(t)\) is defined as \(^{[10,11]}:\)

\[
WT_f(a,b)=|a|^{1/2} \int_{-\infty}^{\infty} f(t) \psi\left(\frac{t-b}{a}\right) dt, \quad a \neq 0
\]

(1)

Or use its inner product form:

\[
WT_f(a,b)=\langle f, \psi_{a,b} \rangle
\]

(2)

In the above formula \(\psi_{a,b}(t)=|a|^{1/2} \psi\left(\frac{t-b}{a}\right)\)

In order to make inverse transform exist, \(\psi(t)\) must meet the below requirement:

\[
C_{\psi} = \int_{-\infty}^{\infty} \frac{\hat{\psi}(\omega)^2}{|\omega|}\ d\omega < \infty
\]

(3)

In the above formula, \(\hat{\psi}(\omega)\) is the FT of \(\psi(t)\).

Then, the inverse transform is

\[
f(t) = C_{\psi}^{-1} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \psi_{a,b}(t) WT_f(a,b) \ db \ da \ [|a|]^{-1}
\]

(4)

In MATLAB, we can use the function of \textit{cwt} to implement CWT for continuous signal \(^{[2]}\).
B. Discrete Wavelet Transform(DWT)

In practice, especially when implemented on a computer, continuous wavelet transform must be discrete. So, it is necessary to discuss the discretization of continuous wavelet \( \Psi_{a,b}(t) \) and continuous wavelet transform \( W_t(a,b) \). Need to stress that the above-mentioned discretization is towards continuous scale parameter \( a \) and continuous translation parameter \( b \), but not time parameter \( t \).

In the continuous wavelet, consider the function:

\[
\Psi_{a,b}(t) = |a|^{-1/2} \Psi\left( \frac{t-b}{a} \right)
\]

(5)

And \( b \in R, a \in R^+ \), \( a \neq 0 \), \( \Psi \) is allowed, for convenience, \( a \) must be limited to positive in discretization, and now the compatibility requirement can be represented as

\[
C_{\Psi} = \int_0^\infty \frac{\left| \Psi(\omega) \right|}{|\omega|} d\omega < \infty
\]

(6)

Generally, the discretization formula of continuous wavelet transform scale parameter \( a \) and translation parameter \( b \) can be taken as \( a = a_0^j \) and \( b = ka_0^j b_0 \), and \( j \in Z \) .expansion step \( a_0 \neq 1 \) is a fixed value, for convenience , always assume that \( a_0 > 1 \).So the corresponding discrete wavelet function \( \Psi_{j,k} \) can be writed as

\[
\Psi_{j,k}(t) = a_0^{-j/2} \Psi\left( \frac{t-ka_0^j b_0}{a_0^j} \right) = a_0^{-j/2} \Psi\left( a_0^{-j/2} t - k b_0 \right)
\]

(7)

And discretization wavelet transform coefficient can be expressed as

\[
C_{j,k} = \int_{-\infty}^{\infty} f(t) \Psi^*_{j,k}(t) dt = \langle f, \Psi_{j,k} \rangle
\]

(8)

The corresponding reconstruction formula is

\[
f(t) = C \sum_{j=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} C_{j,k} \Psi_{j,k}(t)
\]

(9)

\( C \) is constant independent of \( f(t) \).

In MATLAB, the function of dwt and dwt2 can use for DWT.

C. Multi-resolution Analysis

In order to understand multi-resolution, we will choose a decomposition of three to clarify it; the wavelet decomposition tree is shown as Figure 1.

It is clear from Figure 1 that the further decomposition of multi-resolution analysis is towards low frequency, while not consider the part of high frequency. The relation of decomposition is \( S = A_3 + D_3 + D_2 + D_1 \). In addition to stress that here is one level decomposition, if it need further decomposition, the part of low frequency A3 can bread down into part of low frequency A4 and part of high frequency D4, and so on.

III. PRINCIPLE OF WAVELET THRESHOLD DENOISING

A. The Process of One-dimensional Signal Denoising

(1)Wavelet decomposition of one-dimensional signal. Choose a wavelet and determine the level of a wavelet transformn \( N \), then implement \( N \) layers wavelet decomposition of signal \( S \).

(2)Threshold quantization of high-frequency coefficient of wavelet transform. Selecting a threshold implement soft threshold quantization for high-frequency coefficient of 1 to N layer.

(3)Reconstruction of one-dimensional wavelet. Implement wavelet reconstruction for low-frequency of NO. N and high-frequency of 1 to N layer which experienced the process of quantization.

In these three steps, the most critical is how to select the threshold and how to quantity the threshold. To some extent, it is directly related to the quality of the signal denoising [10-12].

B. Principle of Threshold Selection in Wavelet Denoising

The following threshold can be chosen:

http://ijacsa.thesai.org
tptr='rigrsure' is an adaptive threshold selection based on Stein’s unbiased likelihood estimation principle. For a given threshold \( t \), getting its likelihood estimation first, then minimize the nonlikelihood \( t \), so the threshold has been obtained. It is a software threshold estimator.

tptr='sqtwolog' is using in the form of fixed threshold, the threshold generated is \( \text{sqt}(2*\log(\text{length}(X))) \).

tptr='heursure' is integration of the first two thresholds, and also the best predict variable threshold selection. If the signal to noise ratio is small, SURE estimation will have lots of noise. If this occurs, we can use this fixed threshold.

tptr='minimaxi' is also using a fixed threshold, it produces an extremum with minimum mean square error, but not without error. Statistically, this maximum principle is used for designing estimator. Because the signal needed de-noising can be seen similar to the estimation of unknown regression function, this extreme value estimator can realize minimize of maximum mean square error for a given function.\(^{[12]}\)

IV. SIMULATION ANALYSIS

In the MATLAB environment, first of all, implement low-pass filtering for original collection BS signal. As far as the results of foreign literature, BS spectrum is distributed in 50~1500Hz frequency range. As the acquisition process of original signal can not prevent some other band noise interference, it is necessary to implement low-pass pre-filtering for the original signal; this can greatly enhance the effect of noise elimination, and at the same time reduce the burden on the wavelet filter. Then, use four threshold methods of the function \texttt{wden} and the default threshold denoising of the function \texttt{wdencmp}. Select the waveletof \texttt{db4} and the decomposition level of 5.

Denoising command under MATLAB is:

Four threshold denoising code:

\[
\begin{align*}
x_{d1} &= \text{wden}(y, \text{'rigrsure'}, 's', 'one', 5, \text{'db4'}); \\
x_{d2} &= \text{wden}(y, \text{'heursure'}, 's', 'one', 5, \text{'db4'}); \\
x_{d3} &= \text{wden}(y, \text{'sqtwolog'}, 's', 'one', 5, \text{'db4'}); \\
x_{d4} &= \text{wden}(y, \text{'minimaxi'}, 's', 'one', 5, \text{'db4'});
\end{align*}
\]

The default threshold denoising method code:

\[
\begin{align*}
[\text{thr, sorh, keepapp}] &= \text{ddencmp}('\text{den}', 'wv', y); \\
x_{d5} &= \text{wdencmp}('gbl', y, \text{'db4'}, 5, \text{thr, sorh, keepapp});
\end{align*}
\]

Where \( y \) is a signal through low-pass filter.

\( \text{xd1} \sim \text{xd5} \) are denoising results, the results are shown as Figure (d) ~Figure (h). And Figure (a) is the original signal, Figure (b) is its spectrum and Figure (c) is the low-pass filtering result.

From the above graph you can see, the spectrum of original signal distributed in 0~4000Hz, the main component distributed in 0~2000Hz, and there is a maximum at 228Hz, that verify the normal BS signal have a maximum peak between 160Hz and 260Hz\(^{[9]}\).

Compare the above chart with Figure (a), this signal after low-pass filtered slightly different than the original signal, because the main spectrum of original signal distributed in 0~2000Hz, while the low-pass filter retain the signal spectrum range of 0~1500Hz, so get this result.

Compare Figure (d) ~Figure (g) with Figure (c), and Figure (d) ~Figure (g) are the results of the four threshold denoising. Compared to the signal through low-pass pre-filtered, the four kinds of threshold methods have removed some noise. Compare the Figure (d) and Figure (g) with Figure (e) and Figure (f), the naked eye can see that the first two denoising are better than the latter two, that’s to say that the \texttt{rigrsure} and \texttt{minimaxi} threshold method can effectively remove noise while retain the characteristics of BS. The denoising results are very similar with the results of previous studies. While the \texttt{heursure} and \texttt{sqtwolog} threshold denoising method at the same time may remove some of the useful component.

Compare the above chart with Figure (c), we can see that the default threshold denoising method have removed some noise, but the denoising effect is not significant and can not recover bowel sounds better.

\[\text{http://ijacsa.thesai.org}\]
Figure (b)  
original signal spectrum

Figure (c)  
heursure threshold denoising

Figure (d)  
low-pass filtering results

Figure (e)  
heursure threshold denoising

Figure (f)  
rigrsure threshold denoising

Figure (g)  
heursure threshold denoising

Figure (h)  
iminimaxi threshold denoising

Default threshold denoising
In order to represent the denoising effect more accurately, we can calculate the signal to noise ratio and the root mean square error for the four types of threshold denoising and the default threshold denoising \[^{14}\]. Use the original signal \(x(n)\) and the filtered signal \(x(n)'\), we can define the signal to noise ratio as \[^{15}\]:

\[
\text{SNR} = 10\log \left( \frac{\sum_{n} x(n)^2}{\sum_{n} [x(n) - x(n)']^2} \right) \tag{10}
\]

The root mean square error of original and denoised signal is defined as:

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{n} [x(n) - x(n)']^2} \tag{11}
\]

The higher signal to noise ratio, the smaller the root mean square error, the closer the denoising signal with the original signal, the better the denoising effect \[^{11,15,5}\].

Shown in Table 1, we can see SNR and RMSE which used db4 wavelet.

Table 1 the SNR and RMSE after denoising (db4)

<table>
<thead>
<tr>
<th>Wavelet</th>
<th>rig</th>
<th>heur</th>
<th>sqtwolog</th>
<th>minmaxi</th>
<th>default</th>
</tr>
</thead>
<tbody>
<tr>
<td>R(db)</td>
<td>471</td>
<td>926</td>
<td>83</td>
<td>93</td>
<td>3385</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.2</td>
<td>0.7</td>
<td>0.2</td>
<td>0.2</td>
<td>0.0</td>
</tr>
</tbody>
</table>

If use the symlet4 wavelet, the SNR and RMSE after denoising are shown in Table 2. But the denoising results are omitted.

Table 2 the SNR and RMSE after denoising (sym4)

<table>
<thead>
<tr>
<th>Wavelet</th>
<th>rig</th>
<th>heur</th>
<th>sqtwolog</th>
<th>minmaxi</th>
<th>default</th>
</tr>
</thead>
<tbody>
<tr>
<td>R(db)</td>
<td>583</td>
<td>806</td>
<td>85</td>
<td>26</td>
<td>4907</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.2</td>
<td>0.6</td>
<td>0.2</td>
<td>0.2</td>
<td>0.0</td>
</tr>
</tbody>
</table>

SNR and RMSE calculated above is to test the effect of wavelet filtering, so the original signal \(x(n)\) is equal to signal \(x(n)\) after low-pass filtered, while \(x(n)\) is equal to wavelet denoising signal \(x_d\).

From Table 1 and Table 2 shows, four threshold denoising and default threshold denoising methods are improved SNR, and have removed some noise. From the denoising effect, the principle of heursure threshold and minmaxi threshold denoising are better than the other three methods, because the two denoised SNR higher than heursure and sqtwolog denoising methods and its RMSE are smaller. While the default threshold method have the highest SNR and smallest RMSE, however, we can see from the waveform after denoising that the denoising effect is not obvious, there is no effective removal of noise. While the heursure threshold and sqtwolog threshold principle will remove useful signal as noise. If there is high frequency information signal, the principle of the two threshold denoising results will not be satisfactory. Compare Table 1 with Table 2, we can be seen that using the db wavelet and the sym wavelet, the denoising effect of the former is better than the latter.

V. CONCLUSION

From the simulation analysis, the wavelet transform in signal denoising in particular nonstationary signals, can effectively remove noise and improve SNR. With regard to the bowel sounds which complex and highly nonstationary, wavelet transform denoising can play the advantages compared to traditional denoising, wavelet can better demonstrate its advantages. From the simulation results, we can obtain that use the principle of heursure threshold and minmaxi threshold can effectively reduce noise, and can retain a useful component of bowel sounds. Use heursure and sqtwolog threshold to denoising, it will remove a useful component of bowel sounds at the same time, this method more harm than good. Use the default threshold method to denoising can not effectively remove the noise, unable to obtain the signal characteristics of bowel sounds.
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Abstract— We report on an all-optical AND gate using simultaneous Four-Wave Mixing (FWM) and Cross-Gain Modulation (XGM) in a semiconductor optical amplifier (SOA). The operation of the proposed AND gate is simulated and the results demonstrate its effectiveness. This AND gate could provide a new possibility for all-optical computing and all-optical routing in future all-optical networks. In an AND (AB) gate, Boolean 1 is firstly obtained by using signal B as a pump beam and clock signal as a probe beam in SOA-1. By passing signal A as a probe beam and clock signal through SOA-2, Boolean AB is acquired. Proposed optical logic unit is based on coupled nonlinear equations describing XGM and FWM effects. These equations are first solved to generate the pump, probe and conjugate pulses in a SOA. The pulse behavior are analyzed and applied to realize behavior of all-optical AND gate and its function is verified with the help of waveform and analytical assumption.

Keywords: Optical Logic Gates, Semiconductor Optical Amplifier, SOA, Four Wave Mixing, Cross Gain Modulation

I. INTRODUCTION

A lot of schemes based on cross-gain modulation (XGM) have been reported, such as AND gates [1], NAND gate [2], NOR gates [3, 4], XOR gate [5] etc. Cross-gain modulation (XGM), one of several wavelength technique methods based on SOAs, is simple to implement and has shown impressive operation for high bit rates [6-8]. Electrons in the SOA are placed in the excited states when electrical current is applied to an SOA. An incoming optical signal stimulates the excited electrons, and settled to the ground states after the signal is amplified. This stimulated emission continues as the input signal travels through the SOA until the photons exit together as an amplified signal. However, the amplification of the input signal consumes carriers thereby transiently reducing a gain, which is called gain saturation. The carrier density changes in an SOA will affect all of the input signals, so it is possible that a signal at one wavelength affect the gain of signal at another wavelength. This nonlinearity property is called XGM based on an SOA. When a pulse exists for the pump signal passing through an SOA, it causes carrier depletion in the SOA. The carrier depletion leads to gain saturation in the SOA causing the marked intensity reduction of an incoming probe signal.

Therefore, the marked intensity reduction of the probe signal in the SOA leads to no pulse existence for output signal. When a pulse does not exist for the pump signal, there is no effect on the gain of probe signal in the SOA. Therefore, output signal has the same pulse as the probe signal.

In this paper the same effect is analyzed properly and then applied to get the desired result.

II. SIMULATION METHOD

In our approach the reference equations are taken from Ref. [9] and different parameters which are taken into consideration are tabulated below in Table I. It is assumed that input pump, and probe pulses have the same temporal width as well as perfect pulse overlap, and in all of the cases, their powers are set to a ratio of 10:1. Numerical simulations have been undertaken to investigate the amplification of strong picosecond optical pulses in semiconductor optical amplifiers (SOAs), taking into account carrier heating, spectral holeburning, carrier-carrier scattering (CCS) and carrier photon scattering (CPS). The result of interference of two copolarized pulses when propagating into SOA,one pump pulse at central frequency $\omega_0$ and the other probe pulse at central frequency $\omega_0$ induce a bit of carrier density pulsation at the frequency detuning $\Omega=\omega_1-\omega_0$. This results a generation of a new frequency pulse at $\omega_2=\omega_0-\Omega=2\omega_0-\omega_1$. The new pulse is phase conjugate replica of the probe pulses, and can be extracted from the input pulses using an optical filter. Here , $A_j(Z,t), j=0,1,2$, correspond to the slowly varying envelopes of the pump, the probe, and the conjugate pulses, respectively, and $\Omega=\omega_1-\omega_0$, is the frequency detuning.

The following Equation has been taken into consideration [9].

$$A_0(L, t) = A_0(0, t) e^{i\left(\frac{\beta_3}{2} + i\omega\right)t}$$

Where
A_0 (0, t), is the input pump pulse amplitude at any end of SOA,
A_0(L, t), is input pump pulse amplitude at any length L of SOA,
L is length of SOA. t is time. Rest parameters are already defined in Table I.

\[ A_1(L, t) = \frac{1}{2} \right e^{\frac{i}{2} \left(1-i\alpha \cdot h-\eta_0 A_0(0, t)^2 (e^h-1)\right)} \times \cosh\left[\left(\frac{1}{2}\right)\sqrt{\frac{\eta_{11}^0}{\eta_{02}^0}} \left[A_0(0, t)\right]^2 (e^h-1)\right] \]  \hspace{1cm} (2)

Where

A_1 (0, t), is input probe pulse amplitude at any end of SOA.
A_1 (L, t), is input probe pulse amplitude at any length L of SOA.
L= length of SOA. t is time. Rest parameters are already defined in Table I.

\[ A_2(L, t) = -A_1^*(L, t)A_0(L, t) \frac{\eta_{01}^0}{\eta_{11}^0} \times \sinh\left[\left(\frac{1}{2}\right)\sqrt{\frac{\eta_{01}^0}{\eta_{11}^0}} \left[A_0(L, t)\right]^2 e^{-h}(e^h-1)\right] \]  \hspace{1cm} (3)

Where

A_2 (0, t) is input conjugate pulse amplitude at any end of SOA.
A_2 (L, t) is input conjugate pulse amplitude at any length L of SOA.
L= length of SOA. t is time. Rest parameters are already defined in Table I.

\[ \eta_{01} = \eta_{CD}^0 + \eta_{CH}^0 + \eta_{SHB}^0 \]  \hspace{1cm} (4)

Where,

\[ \eta_{01}^0 = \eta_{cd}^0 \left(\frac{1-i\alpha}{(1+i\alpha\tau_1)+(1+i\alpha\tau_2)}\right) \]
\[ \eta_{11}^0 = \eta_{cd}^0 \left(\frac{1-i\alpha\tau_1}{(1+i\alpha\tau_2)+(1+i\alpha\tau_3)}\right) \]
\[ \eta_{SHB} = \eta_{shb} \left(\frac{1-i\alpha\tau_1}{1+i\alpha\tau_2}\right) \]
\[ \eta_{SHB} = \eta_{shb} \left(\frac{1-i\alpha\tau_2}{1+i\alpha\tau_3}\right) \]

The amplification function h and coupling coefficient \( \eta \) are defined in [9]. The effects of carrier depletion, carrier heating, spectral hole burning, two-photon absorption, and ultrafast nonlinear refraction are taken into account, leading to a successful description of wave mixing for optical pulses with strong pulse energy, and/or with pulsewidths larger than several hundred femtoseconds, as well as in active or passive optical waveguides. The parameters \( \alpha, \tau, \) and \( \varepsilon \) determine the strength and nature of the wave mixing process caused by each of the intraband mechanisms and their relative significance. The values of \( \alpha, \tau, \) and \( \varepsilon \) cannot be determined unanimously.

### Table I: Parameters Used in Simulation Work

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Symbols</th>
<th>Values</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of the amplifier</td>
<td>L</td>
<td>450</td>
<td>( \mu m )</td>
</tr>
<tr>
<td>Small signal gain</td>
<td>G</td>
<td>( 1.54 \times 10^{-4} )</td>
<td>( m^{-1} )</td>
</tr>
<tr>
<td>Carrier lifetime</td>
<td>( \tau_c )</td>
<td>300</td>
<td>ps</td>
</tr>
<tr>
<td>Nonlinear gain compression for carrier heating</td>
<td>( \varepsilon_t )</td>
<td>0.13</td>
<td>( w^{-1} )</td>
</tr>
<tr>
<td>Non linear gain compression for spectral hole burning</td>
<td>( \varepsilon_{shb} )</td>
<td>0.07</td>
<td>( w^{-1} )</td>
</tr>
<tr>
<td>Traditional linewidth enhancement factor</td>
<td>( \alpha )</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td>Temperature linewidth enhancement factor</td>
<td>( \alpha_T )</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>Linewidth enhancement factor for spectral hole burning</td>
<td>( \alpha_{shb} )</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>Time for carrier-carrier scattering</td>
<td>( \tau_1 )</td>
<td>50</td>
<td>fs</td>
</tr>
<tr>
<td>Time for carrier photon scattering</td>
<td>( \tau_0 )</td>
<td>700</td>
<td>fs</td>
</tr>
<tr>
<td>Carrier depletion coefficient</td>
<td>( \varepsilon_{cd} )</td>
<td>47</td>
<td>( w^{-1} )</td>
</tr>
</tbody>
</table>

### III. RESULTS AND DISCUSSION

Truth table for AND Logic can be given as

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>AB</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Column AB of the above truth table indicates logic behaviour of AND gate. The full design needs two SOAs.
Fig. 1 shows that in an AND (AB) gate, Boolean is firstly obtained by using signal B as a pump beam and clock signal as a probe beam in SOA-1. Next, by passing signal A as a probe beam and B as a pump beam through SOA-2, Boolean AB is acquired.

The following waveforms show different outputs of simulation of above equations.

Analyzing Fig. 2, Fig. 3, Fig. 4, and Fig. 5, we observe an interesting result. The result shows that on proper manipulation of pump b, and probe ‘clk’, we can get desired outputs. In Fig. 2 and Fig. 3 the input pump get inverted whereas in Fig. 4 and Fig. 5, the outputs are same as that of inputs. The generated signal when filtered out and when applied as a pump with a different probe named ‘A’, in SOA 2, results the desired logic of an AND Gate.

IV. CONCLUSIONS

In this paper, it is shown that using analytical solutions of nonlinear effects in semiconductor optical amplifier, we can model an AND Circuit. This research has guided readers to design all-optical AND logic circuits so that anyone can construct any types of all-optical different logic circuits by utilizing the detailed process of designing the AND Gate.
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Abstract— WiMAX [Worldwide Interoperability for Microwave Access] is the latest contender as a last mile solution for providing broadband wireless Internet access and is an IEEE 802.16 standard. In IEEE 802.16 MAC protocol, Bandwidth Request (BWR) is the mechanism by which the Subscriber Station (SS) communicates its need for uplink bandwidth allocation to the Base Station (BS). The performance of the system is affected by the collisions of BWR packets in uplink transmission, that have the direct impact on the size of the contention period in uplink sub frame, uplink access delay and uplink throughput. This paper mainly deals with Performance Analysis and Improvement of Uplink Throughput in MAC 802.16 by the Application of a New Mechanism of Circularity. The implementation incorporates a generic simulation of the contention resolution mechanism at the BS. An analysis of the total uplink access delay and also uplink throughput is performed. A new paradigm of circularity is employed by selectively dropping appropriate control packets in order to obviate the bandwidth request collisions, which yields the minimum access delay and thereby effective utilization of available bandwidth towards the uplink throughput. This new paradigm improves contention resolution among the bandwidth request packets and thereby reduces the delay and increases the throughput regardless of the density and topological spread of subscriber stations handled by the BS in the network.
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I. INTRODUCTION

The IEEE 802.16 MAC layer plays an important role in the OSI model. It is a sub layer of the data link layer, the other being the logical link control layer (LLC), and acts as a link between the lower hardware oriented and the upper software oriented layers.

IEEE 802.16 consists of the access points like BSs (Base Station) and SSs (Subscriber Stations). All data traffic goes through the BS, and the BS can control the allocation of bandwidth on the radio channel. According to demand of subscribers stations Base Station allocates bandwidth. Hence 802.16 are a Bandwidth on Demand system. Basically there are two modes of operation in 802.16 i.e. P2MP (Point to Multi Point) and Mesh Mode of operation. In P2MP mode of operation a base station can communicate with subscriber station and/or base stations. Each SS is identified by a 48-bit IEEE MAC address and a BS is identified by a 48-bit Base Station ID (Not MAC address). Each connection with BS and SS in a session is identified by a 16-bit CID (Connection Identifier) In P2MP mode of operation communication between BS and SS is established based on Req / Grant mechanism (which is CSMA/CA in case of 802.11). In Mesh Mode operation a subscriber station can directly communicate with another subscriber’s station within its communicating range. It is ad-hoc in nature [1].

We have considered the point-to-multipoint mode of operation of the IEEE 802.16 network. In this mode, the communication occurs only between the SS and the BS. The BS directly controls the data that is transmitted between the different SSs. In addition to the control of communication between SSs, a BS can send information to other BSs as well. This allows SSs that are not connected to the same BS, to exchange data. Initially when a SS is switched on, it performs the network entry procedure [2].

The procedure can be divided into the following phases:

- Scan for downlink channel and establish synchronization with the BS
- Obtain transmit parameters (from UCD message)
- Perform ranging
- Negotiate basic capabilities
- Authorize SS and perform key exchange
- Perform registration
- Establish IP connectivity
- Establish time of day
- Transfer operational parameters
- Set up connections

The following figure 1 shows the network entry procedure.
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The BS in turn returns certain response messages in order to complete the different steps. The first such mechanism is Initial Ranging. Here, a series of Ranging-Request and Ranging-Response messages are exchanged. Also the processes of Negotiating Basic Capabilities and Registration involve their own request messages. These are called the SBC-REQ and REG-REQ messages respectively. After a SS has gained entry into the network of a BS, if it has data to send, it starts the Bandwidth Request (BWR) procedure. In our project, we focus on the contention-based BWR mechanism and its performance metrics [3].

A. Salient features of WiMAX

WiMax basically offers two forms of wireless service [4]:

1. Non-line-of-sight: This service is a WiFi sort of service. Here a small antenna on your computer connects to the WiMax tower. In this mode, WiMax uses a lower frequency range ~ 2 GHz to 11 GHz (similar to WiFi).

2. Line-of-sight: In this service, where a fixed dish antenna points straight at the WiMax tower from a rooftop or pole. The line-of-sight connection is stronger and more stable, so it's able to send a lot of data with fewer errors. Line-of-sight transmissions use higher frequencies, with ranges reaching a possible 66 GHz.

The entire WiMax scenario is as shown in Figure 2.

![WiMax Environment](http://ijacsa.thesai.org)

**Figure 2**

WiMax is a wireless broadband solution that offers a rich set of features with a lot of flexibility in terms of deployment options and potential service offerings. Some of the more salient features that deserve highlighting are as follows:

- OFDM-based physical layer
- Very high peak data rates
- Scalable bandwidth and data rate support
- Scalable bandwidth and data rate support
- Link-layer retransmissions
- Support for TDD and FDD
- WiMax uses OFDM

**Flexible and dynamic per user resource allocation**

II. STATEMENT OF THE PROBLEM

Bandwidth Request (BWR) is the mechanism by which the SS communicates its need for uplink bandwidth allocation to the BS. A single cell in WiMax consists of a base station (BS) and multiple subscriber stations (SSs). The BS schedules the traffic flow in the WiMax i.e., SSs do not communicate directly. The communication between BS and SS are bidirectional i.e., a downlink channel (from BS to SS) and an uplink channel (from SS to BS). The downlink channel is in broadcast mode. The uplink channel is shared by various SS’s through time division multiple access (TDMA). The subframe consists of a number of time slots. The duration of subframe, slots and the number are determined by the BS scheduler. The downlink subframe contains uplink map (UL map) and downlink map (DL map). The DL map contains information about the duration of sub frames and which time slot belongs to a particular SS as the downlink channel. The UL map consists of information element (IE) which includes transmission opportunities [5]. Bandwidth Request refers to the mechanism by which the SS ask for bandwidth on the uplink channel for data transmission. Compared to RNG-REQ, these request packets are of multiple types.

They can be stand-alone or piggybacked BWR message. The requests must be made in terms of the number of bytes of data needed to be sent and not in terms of the channel capacity. This is because the uplink burst profile can change dynamically. There are two methods for sending bandwidth request. Contention Free method and Contention Based method. In contention free bandwidth request method, the SS will receive its bandwidth automatically from BS. In contention based bandwidth request method, more than one subscriber can send their request frames to same base station at same time. Hence there will be chances of collision, which is resolved by Truncated Binary Exponential Backoff Algorithm. BE and mrtPS services are two cases of contention based request method. In the uplink subframe of the TDD frame structure of 802.16, there are a number of Contention Slots (CSs) present for the purposes of BWR. In contention based bandwidth request mechanism, an SS attempts to send its BWR packet in one of these contention slots in the uplink subframe to the BS. If a BWR packet is successfully received by the BS and bandwidth is available, then the bandwidth is reserved for the SS and it can transmit its data without contention in the next frame. In case multiple subscriber stations send their request messages to the same BS at the same time, there will be a collision. So, here the contention is resolved by using the truncated binary exponential backoff procedure. The minimum and maximum backoff windows are decided by the BS. Also, the number of bandwidth request retries is 16. The backoff windows are always expressed in terms of powers of two. This algorithm solves retransmission strategy after a collision. It keeps track of the number of collisions [6].

A Subscriber Station can transmit its bandwidth request...
using bandwidth request contention slots known as BWR contention slots. Subscriber stations can access the channel using RACH method i.e. Random Access Channel method. A subscriber station that wants to transmit data first enters into the contention resolution algorithm. In this scheme we consider different number of contention slots for each frame and each subscriber station has 16 transmission opportunities at maximum. The Initial Backoff window size is 0-7 and the final maximum backoff window size is 0-63. While accessing the channel randomly this way, there will be collisions among these request packets.

Suppose the backoff window at a certain time for an SS is 0 to 15 (0 to 2^4-1) and the random number picked is 8. The SS has to defer a total of 8 BWR Contention Slots before transmitting the BWR packet. This may require the SS to defer BWR Contention Slots over multiple frames. In case a collision is detected, the backoff window is doubled. Now a random number is picked between 0 and 31 and the deferring is continued. This procedure can be repeated for a maximum of 16 times after which the data that was to be sent is discarded and the whole process is restarted from the very beginning. Base station can allocate bandwidth to subscriber station in three ways: GPC (Grant per Connection Mode), GPSS (Grant per Subscribers Station), and Polling. GPC is a bandwidth allocation method in which bandwidth is allocated to a specific connection within a subscriber station. GPSS is a bandwidth allocation method in which requests for the bandwidth is aggregated for all connections within a subscriber station and is allocated to the subscriber station as that aggregate. The bandwidth requests are always made for a connection. Polling is the process by which the BS allocates to the SSs bandwidth specifically for the purpose of making bandwidth requests. These allocations may be to individual SSs or to groups of SSs. Polling is done on either an SS or connection basis. Bandwidth is always requested on a CID basis and bandwidth is allocated on either a connection (GPC mode) or SS (GPSS mode) basis, based on the SS capability [7].

### III. DESIGN SPECIFICATIONS

#### A. Analysis mode module

The purpose of this module is to analyze the communication between BS and SS’s, and to obtain the access delay and Throughput of the network.

The following Network Architecture parameters are used for the simulation process:

- Number of Base Stations -1
- Number of Sink Nodes -1
- Number of Subscriber Stations – 6,12,…,60
- Traffic Start Time – 20 Sec
- Traffic Stop Time – 40 Sec
- Simulation Start Time – 0 Sec
- Simulation Stop Time – 50 Sec
- Channel Type – Wireless Channel
- MAC Type – Mac/802.16/BS

Along with the above network parameters, we also need to give the seed value for the simulation purpose. Seed value is actually taken by the Random Number Generation (RNG) process. There are 64 well-defined seed values available. We can find these seed values in network simulator application. By using these values we will carry out the simulation.

The parameters mentioned above are used in Tool Command Language script. Tcl scripting is used to design and simulate the WiMAX networks with varying architectures. Tcl gives us a lot of options that allow us to have a great degree of control over the simulation of networks. We use WiMAX Control Agent in order to produce a detailed account of the activities going on during the simulations.

Subscriber Stations (SSs) use the contention minislots for transmitting their requests for bandwidth. The Base Station allocates bandwidth for the SSs in the next frame, if bandwidth is available. Because of the reservation procedure, the SSs are guaranteed collision free data transmission. The contention is resolved in the uplink channel for bandwidth request based on a truncated binary exponential backoff, with the initial backoff window and the maximum backoff window controlled by the base station (BS). The values are specified as part of the Uplink Channel Descriptor (UCD) message, describe the physical layer characteristics of an uplink and are equal to power-of-two. The SS will enter a contention resolution process, if it has data for transmission.

Figure 3 shows the contention resolution process for this module.

#### B. Enhancement mode module

The purpose of this module is to analyze the communication between BS and SS’s, and obtain the delay incurred in BWR and Throughput of the network by using Circularity Principle. For this Module, the Network Architecture parameters are the
same as we set up in Analysis mode. We use these parameters in Tool Command Language. In addition to this, we have to input, Circularity value which is needed to carry out the enhancement process. Here we need to set this value at the back-end of the network simulator.

Figure 4 shows the contention resolution process for this module. The procedure is same as we see in the previous module but only difference is, here we are enclosed the new Circularity principle. Circularity concentrates on the modification of existing BWR scheme so as to minimize BWR collisions and hence improving the throughput [8].

Circularity is defined as a number which enables the identification of specific groups of events or packets. Each event or packet under consideration is numbered in a sequential manner. An event or packet with a number which is a multiple of the circularity value is said to be circularity-satisfied. So we are setting a counter to find Circularity satisfied packet and we are dropping it. So, a finite delay is introduced before the occurrence of circularity satisfied events or the sending of circularity satisfied packets. This additional delay reduces the probability of packet collisions. The selfless behavior of certain SSs may increase the individual BWR delays but on the whole the delay incurred in the entire network will be reduced. All the other calculation remains the same as we see in Analysis module.

IV. HARDWARE AND SOFTWARE REQUIREMENTS

A. Hardware Interface

- Pentium 4 processor.
- 512 MB RAM.
- 20 GB Hard Disc Memory
B. Software Interface

- Network Simulator 2 (ns-2)
- TCL (Tool Command Language)

1) The Network Simulator 2 (NS2): NS2 is a tool that helps you better understand certain mechanisms in protocol definitions, such as congestion control, that are difficult to see in live testing [9]. It is recommended NS2 as a tool to help understand how protocols work and interact with different network topologies. We can also patch the source code in case the protocol you want to simulate is not supported and live with low-quality graphics tool [10]. Figure 7 shows the network animator.

2) TCL (Tool Command Language)

Tcl is a small language designed to be embedded in other applications (C programs for example) as a configuration and extension language [11]. Tcl is specially designed to make it extremely easy to extend the language by the addition of new primitives in C. Like Lisp, Tcl uses the same representation for data and for programs.

V. SIMULATION SETUP

The Simulation consists of two parts:

- Simulation of BWR scheme without Circularity using NS-2
- Changing the backend and re-simulating (With circularity)

The following parameters are used for the simulation of the existing Bandwidth Request scheme.

- Channel Type – Wireless Channel
- Radio Propagation Model– TwoRayGround
- Network Interface Type Phy/WirelessPhy/OFDM
- MAC Type – 802_16
- Interface Queue Type – DropTail Priority Queue
- Link Layer Type – LL
- Antenna Model – Omni Antenna
- Maximum Packets in Interface Queue – 50
- Routing Protocol – DSDV (Routing is done through the Base Station)
- Routing Protocol- AODV (Routing is done through the Base Station)
- Network Architecture Parameters:
- Number of Base Stations – 1
- Number of Sink Nodes – 1
- Number of Subscriber Stations – Varied from 4 to 64
- Base Station Coverage – 20 meters
- Traffic Start Time – 20
- Traffic Stop Time – 40
- Simulation Stop Time – 50

A. Simulation of BWR Scheme without Circularity

The parameters mentioned are used in the Tool Command Language (TCL) script that we have written. This script also uses the WiMAX Control Agent in order to produce a detailed account of the activities going on during the simulations. In the resulting output file, we search for the timing details of specific events in order to extract the Bandwidth Request delay.

The start and stop traffic times of the BWR procedure for all the Subscriber Stations (SS) in the scenario are stored in files. Using a C program, we find the average BWR delay per node, after calculating the total time taken by all the nodes to complete their respective BWR processes.

Such simulations can be carried out for different numbers of SS each time by the use of shell scripts. Then the average BWR delay is recorded along with number of SS involved in each such simulation.

B. Changing the backend and re-simulating (With circularity)

In order to enhance the Bandwidth Request scheme, we make some modifications to the backend of ns-2, which is implemented in C++ language. During the BWR procedure, there will be many SS contending to send their requests to join the network. The packets sent by different SS may collide at some instants and they will have to be resent. We try to reduce the collisions between packets of different SS by making the SSs less selfish. We have made two such changes, one in each of the files mentioned above [12].

VI. RESULTS

We have run the simulation for 6 mobile nodes and we can see the output as in the figure 8. The calculator function takes the traced file, track the sent times details and stored in the intermediate file by name sent times-f. The figure 9 shows the screenshot of sent time details.
The calculator function takes the traced file, track the received times details and stored in the intermediate file by name recvtimes-f. The figure 10 shows the screenshot of Received time details.

A. Comparison of access delay (For single instance)

- Input given: Seed value = 144443207.
- No. Of SSs=6, 12, 18……..60.
- WOC: Without circularity
- WC: With Circularity

<table>
<thead>
<tr>
<th>SSs</th>
<th>WOC Access delay In seconds</th>
<th>SSs</th>
<th>WC Access delay In seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>0.000929</td>
<td>6</td>
<td>0.000930</td>
</tr>
<tr>
<td>12</td>
<td>0.001000</td>
<td>12</td>
<td>0.000998</td>
</tr>
<tr>
<td>18</td>
<td>0.001016</td>
<td>18</td>
<td>0.001010</td>
</tr>
<tr>
<td>24</td>
<td>0.001019</td>
<td>24</td>
<td>0.001015</td>
</tr>
<tr>
<td>30</td>
<td>0.001023</td>
<td>30</td>
<td>0.001018</td>
</tr>
<tr>
<td>36</td>
<td>0.001028</td>
<td>36</td>
<td>0.001021</td>
</tr>
<tr>
<td>42</td>
<td>0.001035</td>
<td>42</td>
<td>0.001027</td>
</tr>
<tr>
<td>48</td>
<td>0.001060</td>
<td>48</td>
<td>0.001056</td>
</tr>
<tr>
<td>53</td>
<td>0.001066</td>
<td>53</td>
<td>0.001098</td>
</tr>
<tr>
<td>54</td>
<td>0.001070</td>
<td>54</td>
<td>0.001098</td>
</tr>
<tr>
<td>60</td>
<td>0.001104</td>
<td>60</td>
<td>0.001098</td>
</tr>
</tbody>
</table>

Figure 11 shows the graph of Access delay across various size of network with and without circularity.

We can see that, access delay is reduced in the case of enhanced network where we used the concept of circularity. As we see in the graph, the delay is gradually increased for both existing and new plans. But, we find there is better performance with the new scheme.

X-axis: No. Of subscriber stations    Y-axis: Delay
We have marked the two points in the graph where the two lines are crossed each other. At first point, the two lines start diverging from each other. It will cross each other once again at the second time where the network size increased.

**B. Comparison of Throughput (For single instance)**

- Input given: Seed value = 144443207.
- No. Of SSs = 6, 12…60.
- WOC: Without circularity
- WC: With Circularity
- TPT: Throughput

The outputs for the following sequence of subscriber stations (SSs) with and without circularity are observed. The comparison of throughput is as shown in table 2.

<table>
<thead>
<tr>
<th>SSs</th>
<th>WOC TPT in Bits Per Second</th>
<th>SSs</th>
<th>WC TPT in Bits Per Second</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>8611410</td>
<td>6</td>
<td>8602150</td>
</tr>
<tr>
<td>12</td>
<td>8000000</td>
<td>12</td>
<td>8016032</td>
</tr>
<tr>
<td>18</td>
<td>7874015</td>
<td>18</td>
<td>7920792</td>
</tr>
<tr>
<td>24</td>
<td>7850834</td>
<td>24</td>
<td>7881773</td>
</tr>
<tr>
<td>30</td>
<td>7820136</td>
<td>30</td>
<td>7858546</td>
</tr>
<tr>
<td>36</td>
<td>7782101</td>
<td>36</td>
<td>7835455</td>
</tr>
<tr>
<td>42</td>
<td>7729468</td>
<td>42</td>
<td>7789678</td>
</tr>
<tr>
<td>48</td>
<td>7547169</td>
<td>48</td>
<td>7575757</td>
</tr>
<tr>
<td>53</td>
<td>7504690</td>
<td>53</td>
<td>7575757</td>
</tr>
<tr>
<td>54</td>
<td>7476635</td>
<td>54</td>
<td>7575757</td>
</tr>
<tr>
<td>60</td>
<td>7246376</td>
<td>60</td>
<td>7285974</td>
</tr>
</tbody>
</table>

The figure 12 shows the graph of comparison of the Throughput of the network by taking different number of SSs with and without circularity. X axis: No. of subscriber stations Y axis: Throughput

We can see increased Throughput in the case of enhanced network where we used the concept of circularity. In the above graph we can see that two times the two lines are crossed each other. We can see decreased throughput for the network where we included the concept of circularity. At the first co-incident point, the network size is less and the second time, the network size is increased.

**C. Comparison of access delay (For 10 trials output)**

When the results were run for 10 different seed value and the average is taken for each subscriber stations (SSs), for both with and without circularity we obtain the following graphs as shown in figure 13.

X-axis: No. of subscriber stations & Y-axis: Access Delay

We can see that delay is decreased in the case of circularity implemented network.
D. Comparison of Throughput (For 10 trials output)

Figure 14 shows the comparison of throughput for both with and without circularity of 10 trials.

In figure 14 we have calculated the throughput from the previous access delays, which have been taken for ten trials. We can see the better performance in the case of circularity.

VII. CONCLUSION AND FUTURE ENHANCEMENT

The project involves the design of MAC IEEE 802.16. Here, new concept of circularity has been included in the existing contention resolution algorithm for MAC 802.16. In the existing MAC layer, there is certain amount of wastage in the available bandwidth. A concept of circularity is introduced whereby selected BWR slots are dropped in a controlled way in our new enhanced MAC protocol. We have seen the results of minimized uplink access delay, improved throughput and there by reduction in contention slots per frame. Hence circularity principle can be used to enhance the performance of MAC 802.16. We tried to reduce the collisions and hence have shown that concept of circularity can lead to higher throughput on an average of 12% more than the normal. For current design we have assumed the circularity on all SSs. This scheme can be modified in some particular SSs wherein we apply circularity concept to establish it is also more efficient than this scheme.
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Abstract- Advances in the technologies of networking, wireless communication and trimness of computers lead to the rapid development in mobile communication infrastructure, and have drastically changed information processing on mobile devices. Users carrying portable devices can freely move around, while still connected to the network. This provides flexibility in accessing information anywhere at any time. For improving more flexibility on mobile devices, the new challenges in designing software systems for mobile networks include location and mobility management, channel allocation, power saving and security. In this paper, we are proposing intelligent software tool for software design on mobile devices to fulfill the new challenges on mobile location and mobility management. In this study, the proposed Business Process Redesign (BPR) concept aims at an extension of the capabilities of an existing, widely used process modeling tool in industry with ‘Intelligent’ capabilities to suggest favorable alternatives to an existing software workflow design for improving flexibilities on mobile devices.
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I. INTRODUCTION

Technology improvements authorize the building of information systems which can be used at any place and at any time through mobile phones and wireless devices through networks. Mobile-wireless systems can create more benefits for organizations: e.g., productivity improvement processes and procedures flexibility, customer services improvement and information correctness for decision makers, which together stress competitive strategy, lower operation costs and improved business and subscribers processes.

A. Mobile-Wireless Systems

Schiller [2] [12] [13] [14] describes two mobility extents: one is user mobility, which allows creating the connection to the system from different geographical sites. A Mobile-wireless network is a radio network distributed over land areas called cells, each served by at least one fixed-location transceiver known as a cell site or base station. When joined together these cells provide radio coverage over a wide geographic area. This enables a large number of portable transceivers (e.g., mobile phones) to communicate with each other and with fixed transceivers and telephones anywhere in the network, via base stations, even if some of the transceivers are moving through more than one cell during transmission and second one is device mobility, which enables mobility of both user and devices, such as mobile phones.

B. Types of Mobile-Wireless System Applications

Mobile-wireless systems are classified in to two types [3]: Horizontal application and vertical applications.

1) Horizontal application

This is a flexible to an extensive range of users and organizations for retrieving the data from the devices, e.g. E-mail, browsers and file transfer applications.

2) Vertical Application

Vertical applications are precise to a type of users and organization. For example: financial applications, such as money transfer, stock exchange and information enquiry; marketing and advertising applications according to the actual user positions, i.e., pushing coupons to stores and information about sales nearby; emergency applications to check real-time information from government and medical databases and utility companies applications used by technicians and meter readers. In view of quick developments and usage with mobile devices are required to improve the software design approach for vertical applications for better outcome.

C. Problems in Mobile-Wireless Systems

Mobile-Wireless systems face some exceptional problems originating from the mobile devices. First, these devices have small memories, short battery life, and limited calculation and computation capabilities. Second, there is a wide variety of devices, possessing different characteristics, and the application must be adaptable and compatible to all of them. Third, the use of the devices is tight because of their size, tiny screens, low resolution, and small keyboards that are difficult to operate. Fourth, security problems can arise when devices are lost, due to possible illegal access to sensitive data. Fifth, location identification and profiles retrieval from database of the subscribers while the subscribers are in roaming. There is another problem we found, for probing the profiles from the Home Location Register and transfer to the Visitor Location Register while the subscribers are in roaming. It increases the transition between the HLR and VLR databases in mobile-wireless networks.
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This study uses software engineering to define the mobile-wireless systems quality components and develops an approach to quantify these components, in order to enable the evaluation, comparison, and analysis of mobile-wireless system quality. Mobile-wireless systems must be measured on the basis of traditional systems e.g. easiness of maintainability, minimum complexity, lack of faults, and mean time between system failures in mobile device. In view of above, for increasing flexibility on wireless systems, we are introducing the concept of intelligent software workflow design for mobile devices. In this paper, we are proposing software workflow for only location management strategy on mobile devices.

On the other hand, fuzzy logic can help a lot for developing software for financial markets, environment control, project control and other scientific specific applications. It can help in detecting risks as early as possible in an uncertain environment. More important factor is that, it allows us to use common sense and knowledge for risk detection in software development. It provides an easy set of mathematical tools for assessing risks associated with software project management and software quality control within mobile devices for location based services. In section 2 we have discussed about Existing and its related work, section 3 we have presented proposed intelligent software workflow architecture, section 4 we have discussed about performance of the system and in section 5 we concluded the proposed system.

II. RELATED WORK

The past fifty years of software engineering can be seen as an invariable hunt of developing software systems that are easier to design, cheaper to maintain, and more robust. Several milestones have been achieved in this effort, including data-oriented software architecture, object-oriented language, component-based software development and document-based interoperability. Among these achievements, in all the developments researchers have concentrated on two important concepts; they are data independence and process independence [4] [9] [10] [11].

Data independence can be determined as the robustness of business applications when the data structures are modified in traditional software developments. Fuzzy database will become dominant in the database market in future, generally as it achieves significant role in data independence for better results in future.

Process independence is a measure of the robustness of business applications when the process model is redesigned. The drive towards more process independence has lead to the increase in the workflow of the systems in software industry in the last few years. Very recently, major software companies have either acquired or developed workflow components for integration into their existing software platforms. Fuzzy database is having more scope for achieving many more decision making possibilities for redesigning the system with precise results.

Workflow supervision helps in achieving software flexibility by modeling business processes unambiguously and managing business processes as data that are much easier to modify than conventional program modules. Workflow management system enables reprocess of process templates, robust integration of enterprise applications, and flexible coordination of human agents and teams.

In present market, few Fuzzy Logic software tools are available to use in databases for solving complex problems faced by science and technology applications. They are presented in [5] they are: eGrabber DupChecker, Fuzzy System Component (Math Tools), Fuzzy Dupes 2007 5.6 Kroll Software-Development, Fuzzy Dupes Parallel Edition 32/64-Bit 6.0.3 (Kroll Software-Development), Sunshine Cards 1 (Free Spirits). In this paper, we took eGrabber DupChecker scenario for eliminating duplicate data from the database.

eGrabber DupChecker is a tool that uses advanced fuzzy logic technology to quickly identify hard-to-find duplicates in our Database. DupChecker automatically scans, identifies and groups duplicates for easy merging and de-duping.

A. Features

- Robust Duplicate Checking-Uses Fuzzy Logic Technology to quickly identify duplicates created through errors in data-entry, data-import and other variation such as Typo Errors, Pronunciation Errors, Abbreviation, Common nicknames, Match name with email ID, Company ending variations, Street ending variation, Formatting and punctuation errors, Field swap errors, Also recognizes same phone, regions and same locations.
- Merges all duplicates at one click on Merges notes, histories, activities, opportunities and all other details in Database.
- Retains history of all changes made to the merged record on databases
- Two plus merging - Merges multiple matches into one record

B. Benefits

- Maintains integrity of existing databases - Aggregates information lost across (notes, opportunities etc..) duplicate contacts into one contact.
- Protects your company credibility - Avoid duplicated emails, postages or calls to customers or prospects, which would put your company credibility at stake.
- Saves time and money - Your sales team will not waste time calling duplicate contacts and you will cut down promotional cost spent for duplicate contacts.

Despite of recent significant developments in workflow technology and its prevalent acceptance in practice, current
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workflow management systems still demand significant costs in system design and implementation. Furthermore, these systems are still lacking in their ability of handling exceptions and dealing with changes. In this paper, we study additional techniques based on intelligent workflow to incorporate more flexibility in conventional workflow management systems. Our research goal is to further improve software flexibility by achieving more process independences using fuzzy logic.

III. PROPOSED METHOD

Business Process Redesign (BPR) is a popular methodology for companies to boost the performance of their operations. In core, it combines an essential reformation of a business process with a wide-scale application of Information Technology (IT). However, BPR on the work flow currently more closely resemble the performance of an art than of science. Available precise methods hardly find their way to practice.

The keywords for BPR are ‘Fundamental’, ’Radical’, ’Dramatic’, ’Change’ and ’Process’. A business process has to undergo fundamental changes to improve productivity and quality. Radical changes, as opposite to incremental changes, are made to create dramatic improvements. Reengineering is not about fine-tuning or marginal changes. BPR is for provoked companies like mobile service providers; that are willing to make important changes to achieve significant performance improvements in their organization.

BPR is a structured approach for analyzing and continually improving fundamental activities such as manufacturing, marketing, communications and other major elements of a company’s operation. Wright and Yu (1998) defined the set of factors to be measured before actual BPR starts and developed a model for identifying the tools for Business Process Redesign. The BPR is to develop a framework for understanding Business Process Re-engineering and to explain the relationship between BPR and Total Quality Management (TQM), Time-based competition (TBC) and Information Technology (IT). BPR should enable firms to model and analyze the processes that supports products and services, high-light opportunities for both radical and incremental business improvements through the identification and removal of waste and inefficiency, and implement improvements through a combination of Information Technology and good working practices in their work places.

A. A framework for BPR modelling and analysis.

The proposed framework has been presented for location based services on mobile devices, to offer some guidelines for choosing suitable tools/techniques for BPR applications. The guidelines are based on the areas to be reengineered for dramatic improvements in the performance.

1) BPR Strategies

Decision making at strategic levels would require intelligent systems to select the appropriate strategies and methods with the objective of making decisions about business location, product portfolio, funding for project work, etc. this requires taking into account the risk involved and the costs and benefits of running the business. At strategic levels, aggregate and fuzzy data are used to make a decision for long-term developments and changes in an organization. The type of decisions requires experience and knowledge in selecting the most suitable methods.

A Conceptual Intelligent Business Model as shown in figure 1; which contains organization structures, knowledge data interact with information technology for more and instant decisions to redesign and increasing the outcome of the devices. Therefore, the selection of the tool for BPR depends upon:

1) The nature of decision areas.
2) The nature of data to be analyzed.
3) The background of users.

The decision area here is to formulate strategies for reengineering business processes. The nature of data available at the strategic level is generally not accurate at this level of decision making, and therefore models based on a system approach and conceptual framework could be used to analyze the data. Knowledge-based models are user-friendly, but have limited applications considering the areas of reengineering.

In this study, the proposed Intelligent Software Workflow process design as shown in figure 2; consists of several blocks. In this system, all the system protocols are connected to the set of attributes to software design they can automatically reflect the design process on devices and device performance. As we defined already, fuzzy logic is an intelligent system which can produce precise data values; they will give ultimate outcome for the devices. Fuzzy logic is a rule based system, with number of rules it can generate more and more combination of
results which can help to re-construct or re-sign based on the values produced by the system.

The following resources can be used in mobile devices to design the workflow process for location management. They are: Mobile Network Code (MNC), Location Area Code (LAC), Base Station Identity (CID) and Radio Frequency (RF) Signal—The relevant signal strength between your current tower and the adjacent one.

In this study, we took above attributes as vague input values and processed through the proposed workflow system, it makes many more decisions and knowledge based decisions and the outcome of this system produces well behaved work and timeless connection and transfer of text messages from the one terminal to another terminal without interruptions. It will increase the performance, stability and operational flexibility on mobile devices while the subscribers are in roaming.

In the next section, we have discussed few important aspects to design best and better software workflow design using fuzzy logic which enables flexibility on usage and decrease the transmission delays.

B. Knowledge Modeling

Knowledge is information combined with aptitude, framework, investigation, and suggestion. It is a high-value form of information that is ready to apply to decisions and actions. Knowledge Modeling packages combinations of data or information into a reusable format for the purpose of preserving, improving, and allocation, aggregate and processing Knowledge to simulate intelligence. In intelligent systems quality of the knowledge base and usability of the system can be preserved by filtering the domain expert is involved in the process of knowledge acquisition but also in other phases until the testing phase. The quality and usability is also dependent of the end users consideration why these users would be involved in the modeling process and until the system has been delivered.

Meta-rules are rules that are combining ground rules with relationships or other meta-rules. Thereby, the meta-rules tightly connect the other rules in the knowledge base, which becomes more consistent and more closely connected with the use of meta-rules.

Vagueness is a part of the domain knowledge and refers to the degree of plausibility of the statements. This is easy to get outcome from something in between, e.g. unlikely, probably, rather likely or possible, the rule based representation shown in the figure 3.
Knowledge base contains a number of fuzzy linguistic variables (fuzzy sets), and a number of fuzzy inference rules. Semantics fuzzy linguistic variable (fuzzy sets) are defined by their membership functions based on software metrics. It contains a list of fuzzy inference rules about risk detection across all phases in software life cycles. Fuzzy rules are basically of “IF-THEN” structure.

Fuzzy inference rules are presented in antecedent-consequences structure. Antecedents represent symptoms of software artifacts, processes or organization in terms of risks based on the ‘Dimensional Analytical Model’ rules use individual metrics and their combinations based on their relational ships from different dimensions.

C. Intelligent Risk Estimation

Intelligent risk estimation is the result of fuzzy inference engine as shown in figure 4, which is the central processing part of the intelligent software workflow system. In this system all the metrics have certain values and it also have the three dimensions. Three dimensions are connected to Inference Engine for making more decisions. Inference engine apply the knowledge base on this set of inputs to produce worth risk, which is called schedule low risk, standard risks and high risk. The input and output sets are stored over the time period for analysis purpose [7]. This analysis helps the mobile location management software designers to find the maximum predictable risk for the systems, even network failures or minimum number of cell towers or even low frequency. This system can produced LR (Low Risk), SR (Standard Risk) and HR (High Risk).

![Diagram of Fuzzy Inference Engine for Intelligent Risk Assessment](http://ijacsa.thesai.org)

In this study, for finding risk estimation for location identification on mobile devices, measures the number of mobiles connected to networks, networks size and all other protocols are required to include into the system for finding the risk of the system. Fuzzy inference engine is evaluating the risk factor based set of inputs, Module size, effort deviation and Productivity. Inference engine take the inputs of the systems and it produces the out of low risk, standard risk and high risk factors. We are given some set of conditions rules for improving the system. They are

1) **Product Metric based rule**
   IF Volatility index of subsystem is HIGH
   AND Requirements quality is LOW
   THEN Schedule Risk is VERY HIGH

2) **Process Metric based rule**
   IF Manpower is HIGH
   AND Design approaches are HIGH
   THEN Product Service is HIGH

3) **Organization Metric based Rule**
   IF Effort deviation is HIGH
   AND Customer involvement is HIGH
   THEN Risk of schedule is VERY HIGH

IV. SIMULATIONS ON PROPOSED SYSTEM

In this study, intelligent software workflow system has been developed for fuzzy query, which makes it possible to query on a conventional databases. The developed software fuzzifies the fields, which are required to be fuzzified, by connecting to the classical database and creates a supplementary database. This database includes fuzzy data and values which are related with the created membership functions. In the recent years, fuzzy query usage is increase in all the areas in the intelligent systems.

A database, called as “Subscriber profile”, which includes some information about the mobile subscribers. Suppose if a query the approximation of the necessity of the subscriber’s profiles is required, in order to determine the detail of the Subscribers in normal database is difficult. For example, the SQL query for the particular assessment problem may be in the form of the following.

```
SELECT subscriber_name, imei#, sim#, mobile#, bill_payment FROM SUBSCRIBER_PROFILE WHERE bill_payment <=3000
```

Same query if we convert into fuzzy SQL will be as follows:

```
SELECT subscriber_name, imei#, sim#, mobile#, bill_payment FROM SUBSCRIBER_PROFILE WHERE bill_payment is HIGH or more than 3000
```

This means we will get the subscribers those who have their payment by more than 3000 or payment HIGH subscribers.

A. FUZZY QUERY SOFTWARE TOOL

It is intrinsically robust since it does not require precise, noise-free inputs and can be programmed to fail safely if a feedback sensor quits or is destroyed. The output control is a smooth organize function despite a wide range of input variations. The membership function is a pictographic representation of the degree of participation of each input. It associates a weighting with each of the inputs that are processed, define functional overlap between inputs, and ultimately determines an output response. Once the functions
are indirect, scaled, and combined, they are defuzzified into a crisp output which drives the system.

\[ M - User \]

\[ \text{Fuzzification} \]

\[ \text{Building Fuzzy Query} \]

\[ \text{Fuzzy Database} \]

\[ \text{Database} \]

\[ \text{Building Sub Query} \]

\[ \text{Evaluation of sub query sentences} \]

\[ \text{Membership} \geq \text{Threshold} \]

\[ \text{Query Results} \]

Figure 5: The Block diagram of the fuzzy tool

As it is known, a fuzzy set is a set, which contains elements having varying degrees of membership. Elements of a fuzzy set are mapped into a universe of “membership values” using a function-theoretic form. Fuzzy sets are denoted by a set symbol. As an example, let “A” denote a fuzzy set. Function \( \mu \) maps the elements of fuzzy set “A” to real numbered value on the interval 0 to 1. If an element in the universe, say \( x \), is member of the fuzzy set “A”, then this mapping is given as:

\[
\mu_A(x) \in [0,1] \\
A = (x, \mu_A(x) / x \in X) \\
A = \sum \frac{\mu_A(x_i)}{x_i} = \mu_A(x_1) + \mu_A(x_2) + \ldots + \mu_A(x_n) / x_n
\]

Using above equation, we can calculate the membership degrees for crisp variables in a system.

In this study, we have presented fuzzy representation for the risk estimation using rule based crisp values and membership degrees as shown in figure 6 and figure 7.

**CONCLUSION**

This paper introduces new concept called intelligent software design. First, it describes mobile-wireless systems and stated the new challenges faced by mobiles devices on software modeling. Second, this study gives better solution for location and mobility management software designs to improve the flexibility in transferring and processing the information from one location to another location. This Intelligent software design tool can be expanded to new kinds of mobile-wireless systems, emerging because of the rapid development of the technology and the wireless networks.
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\textbf{Abstract} The goal of microarray experiments is to identify genes that are differentially transcribed with respect to different biological conditions of cell cultures and samples. Hence, method of data analysis needs to be carefully evaluated such as clustering, classification, prediction etc. In this paper, we have proposed an efficient frequent pattern based clustering to find the gene which forms frequent patterns showing similar phenotypes leading to specific symptoms for specific disease. In past, most of the approaches for finding frequent patterns were based on Apriori algorithm, which generates and tests candidate itemsets (gene sets) level by level. This processing causes iterative database (dataset) scans and high computational costs. Apriori algorithm also suffers from mapping the support and confidence framework to a crisp boundary. Our hybridized Fuzzy FP-growth approach not only outperforms the Apriori with respect to computational costs, but also it builds a tight tree structure to keep the membership values of fuzzy region to overcome the sharp boundary problem and it also takes care of scalability issues as the number of genes and condition increases.

\textbf{Keywords:} Gene Expression Data; Association Rule mining; Apriori Algorithm, Frequent Pattern Mining, FP-growth Algorithm

I. INTRODUCTION

Gene expression data is arranged in a data matrix, where each gene corresponds to one row and each condition to one column. Each element of this matrix represents the expression level of a gene under a specific condition and it is represented by real value [2]. Main objective of the gene expression are:

- first, grouping of genes according to their expressions under the multiple conditions and second, grouping of conditions based on the expression data.

It helps the molecular biologist in many aspects, like gathering information about different cell states, functioning genes, identifying gene that reflects biological process of interest etc. The importance of gene expression data is to identify genes whose expression levels that reflects biological process of interest (Such as development of cancer). The analysis can provide clues and guesses for the functioning of genes.

Frequent patterns are pattern (such as item sets, subsequences or substructures) that appear in a data set frequently. In this paper we are interested in using association rule mining for discovering the gene expression patterns those exhibit similar expression levels and by discovering such patterns it can be helpful for medical diagnosis. One of the oldest Apriori algorithms is based upon the Apriori property that for an item set to be frequent; certainly any subset must be frequent. The Apriori algorithm employs an iterative approach known as a level wise search, where k-items are used to explore (k+1) item sets. Apriori algorithm suffers by scanning the database while finding the k-item sets in each and every step. Due to which the processing overhead is drastically increased. FP-growth algorithm which is enhanced version of apriori algorithm gives better performance while scanning the database.

For finding the large set of data items we need association rule mining. Association rule mining finds interesting association and correlation relationship among a large set of data items. Frequent itemset mining leads to the discovery of associations and correlation relationship among genes and conditions in large data bases or data sets with massive amounts of data. The discovery of interesting correlation relationship among gene and conditions can help in medical diagnosis, gene regulatory network etc. FP-growth algorithm is that takes less time to search the each level of the tree. The FP-growth method transforms the problem of finding long frequent patterns to searching for shorter ones recursively and then concatenating the suffix. It uses the least frequent items as a suffix, offering good selectivity. The method substantially reduces search cost.

In this paper, we have used FP-growth mining algorithm hybridized with Fuzzy logic to find interesting association and correlation relationship among a large set of data items. Fuzzy logic is used to find out the support and confidence using the membership function $\mu = [0, 1]$. Fuzzy sets can generally be viewed as an extension of the classical crisp sets. They have been first introduced by Lofti A. Zadeh in 1965 [14]. Fuzzy sets are generalized sets which allow for a graded membership of their elements. Usually the real unit interval [0;1] is chosen as the membership degree structure. Crisp sets are discriminating between members and nonmembers of a set by assigning 0 or 1 to each object of the universal set. Fuzzy sets generalize this function by assigning values that fall in a specified range, typically 0 to 1, to the elements. This evolved out of the attempt to build a mathematical model which can display the vague colloquial language. Fuzzy sets have proved to be useful in many areas where the colloquial language is of influence. The support and confidence framework can be generalized using fuzzy membership values for not considering the crisp nature of clustering.

A. Proposed Model
Figure 1: Our Proposed Model

Our proposed work is to find the frequent patterns from gene expression data using FP-growth algorithm which is the enhanced version of Apriori. FP-growth algorithm constructs the conditional frequent pattern (FP) tree and performs the mining on this tree. FP-tree is extended prefix tree structure, storing crucial and quantitative information about frequent sets. FP-growth method transforms the problem of finding long frequent patterns to search for shorter once recursively and then concentrating the suffix. Then, to hybridize the fuzzy logic to map the support and confidence measures to the membership value to \( \mu = [0, 1] \). Finally, we validate our hybridized model by comparing our model with existing apriori models by considering various parameters. Our model (See figure 1) outperforms the apriori model on the basis of run time for finding number of patterns and also the scalability issues have been found to be improved significantly considering both the attributes and objects as they increases.

B. Paper Layout

This paper is arranged in the following manner, section I gives the introduction as well as our proposed model is outlined, section II deals with related work on frequent pattern mining. In section III the preliminary information about gene expression data, apriori algorithm, FP-growth approach and algorithms are described. Section VI describes our proposed algorithm. Section V gives the analysis of our work and shows its significance over the Apriori algorithm. Finally, section VI gives the conclusion and future directions of our work.

II. RELATED WORK

Association rule mining finds interesting association and correlation relationship between genes [1]. A key step in the analysis of gene expression data is to find association and correlation relationship between gene expression data. DNA microarrays allow the measurement of expression levels for a large number of genes, perhaps all genes of an organism within a number of different experimental samples. It is very much important to extract biologically meaningful the information from this huge amount of expression data to know the current state of the cell because most cellular processes are regulated by changes in gene expression. Gene expression data refers to a distinct class of clustering algorithms that performs simultaneous row-column clustering [2]. An imposed version of depth first search, the depth fast implementation of Apriori as devised in [8] is presented. Given a database of (e.g. supermarket) transactions, the DF algorithm builds a so called trie that contains all frequent item sets i.e. all item sets that are contained in at least minimum support transactions with minimum support given threshold value. There is a one to one correspondence between the paths and the frequent item sets. The new version, so called Depth Fast search, differs from Depth fast in that its data structure representing the data base is borrowed from the FP-growth algorithm. Frequent item sets play an essential role in many data mining tasks that try to find interesting patterns from databases, such as association rules, correlations, subsequences, episodes, classifiers, cluster and many more of which the mining association rule is one of the most popular problems[4].

The original motivation for searching association rules came from the need to analyze so called supermarket transaction data that is to examine customers’ behavior in terms of the purchased products. Such rules can be useful for decisions concerning product pricing, promotions, store layout many others. With the rapid progress of bioinformatics of post genomic era, more and more bio information needs to be analyzed [6]. Many researchers have been also focused on using association rule mining method to construct the gene regulatory network. The existing approach of mining frequent pattern in microarray data set are item are enumeration and sample enumeration. Association rules, used widely in the area of market basket analysis, can be applied to the analysis of expression data as well [7]. Association rules can reveal biologically relevant associations between different genes or between environmental effects and gene expression. Item in gene expression data can include genes are highly expressed or repressed, as well as relevant facts describing the cellular environment of the genes e.g. the diagnosis of the tumor sample from which a profile was obtained.

III. PRELIMINARIES

A. Gene Expression Data

One of the reasons to carry out a microarray experiment is to monitor the expression level of genes at a genome scale. Patterns could be derived from analyzing the change in expression of the genes, and new insights could be gained into the underlying biology. The processed data, after the normalization procedure, can then be represented in the form of a matrix, often called gene expression matrix (See table 1). Each row in the matrix corresponds to a particular gene and each column could either correspond to an experimental condition or a specific time point at which expression of the genes have been measured. The expression levels for a gene across different experimental conditions are cumulatively called the gene expression profile, and the expression levels for all genes under an experimental condition are cumulatively called the sample expression profile. Once we have obtained the gene expression matrix, additional levels of annotation can be added either to the gene or to the sample. For example, the function of the genes can be provided, or the additional details on the biology of the sample may be provided, such as disease state or normal state.

<table>
<thead>
<tr>
<th>Table 1 Gene Expression Data Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Gene}_1 )</td>
</tr>
<tr>
<td>( \text{Gene}_2 )</td>
</tr>
<tr>
<td>( \text{Gene}_3 )</td>
</tr>
<tr>
<td>( \text{Gene}_4 )</td>
</tr>
<tr>
<td>( \text{Gene}_5 )</td>
</tr>
</tbody>
</table>

B. Association Rule mining for frequent pattern

Association rule mining [12] finds interesting association and correlation relationship among a large set of data items.
The rules are considered interesting if they satisfy both a minimum support threshold and minimum confidence threshold. In general, association rule mining can be viewed as a two-step process:

- Find all the frequent item sets: by definition, each of these item sets will occur at least as frequently as a predetermined minimum support count, minimum support.
- Generate strong association rules from the frequent item sets; by definition these rules must satisfy minimum support and minimum confidence.

An association rule is an implication of the form \( A \Rightarrow B \), where \( A \) sub set of \( I \), \( B \) sub set of \( I \), \( A \cap B = \emptyset \). The rule \( A \Rightarrow B \) holds in the transactions set \( D \) with support \( s \), where \( s \) is the percentage of transaction in \( D \) that contain \( A \cup B \), this is taken to be probability, \( P(A \cup B) \)

Support \( (A \Rightarrow B) = P(A \cup B) \) \hspace{1cm} \text{Equation (1)}

The rule \( A \Rightarrow B \) has confidence \( C \) in the transaction set \( D \), where \( C \) is the percentage of transaction in \( D \) containing \( A \) that also contain \( B \). This is taken to be conditional probability \( P(B/A) \).

Confidence \( (A \Rightarrow B) = P(B/A) \) \hspace{1cm} \text{Equation (2)}

C. Apriori Algorithm

Apriori algorithm [5] is proposed by Rakesh Agrawal and Ramakrishnan Srikant from IBM Almaden Research Center. It is regarded as one of the breakthroughs in the progress of frequent pattern mining algorithms. Apriori employs an iterative approach known as level wise search, where \( k \) –item sets are used to explore \( k +1 \)-item sets. First, the set of frequent \( 1 \)-itemsets is found. This is denoted as \( 1 \ L \). \( 1 \ L \) is used to find \( 2 \ L \), the frequent \( 2 \)-itemsets, which is used to find \( 3 \ L \), and so on, until no more frequent \( k \) –item sets can be found. The finding of each \( k \) \( L \) requires one full scan of the database. Throughout the level-wise generation of frequent item sets, an important anti-monotone heuristic is being used to reduce the search space. This heuristic is termed as Apriori heuristic.

The Apriori heuristic: if any length \( k \) pattern is not frequent in the database, its length \( k +1 \) super-pattern can never be frequent.

D. FP-growth Approach

It is noticed that the bottleneck of the Apriori method rests on the candidate set generation and test. In [11], a novel algorithm called FP-growth is proposed by Jiawei Han, Jian Pei and Yiwen Yin. This algorithm is reported to be an order of magnitude faster than the Apriori algorithm. The high efficiency of FP-growth is achieved in the following three aspects. They form the distinct features of FP-growth meanwhile. First, an extended prefix tree structure, called frequent pattern tree or FP-tree for short is used to compress the relevant database information. Only frequent length-1 items will have nodes in the tree, and the tree nodes are arranged in such a way that more frequently occurring nodes will have better chances of sharing than less frequently occurring nodes. Second, an FP-tree-based pattern fragmentation growth mining method FP-growth is developed. Starting from a frequent length-1 pattern (as an initial suffix pattern), FP-growth examines only its conditional pattern base a “sub-database” which consists of the set of frequent items co-occurring with the suffix pattern), constructs its conditional FP-tree and performs mining recursively on such a tree. The pattern growth is achieved via concatenation of the suffix pattern with the new ones generated from a conditional FP-tree. Since the frequent pattern in any transaction is always encoded in the corresponding path of the frequent pattern trees, pattern growth ensures the completeness of the result.

In this context, FP-growth is not Apriori-like restricted generation-and-test but restricted test only. The major operations of mining are count accumulation and prefix path count adjustment, which are usually much less costly than candidate generation and pattern matching operations performed in most Apriori-like algorithms. Third, the search technique employed in mining is a partition-based, divide-and-conquers method rather than Apriori-like bottom-up generation of frequent patterns combinations. This dramatically reduces the size of conditional pattern base generated at the subsequent level of search as well as the size of its corresponding conditional FP-tree. Inherently, it transforms the problem of finding long frequent patterns to looking for shorter ones and then concatenating with the suffix. The novelty of FP-growth is that to generate all frequent patterns, no matter how long they will be; only 2 database scans are needed. One is used to find out frequent 1-item sets, the other is used to construct a FP-tree. The remaining operation is recursively mine the FP-tree using FP-growth. FP-tree resides in main-memory and therefore FP-growth avoids the costly database scans.

E. Mining the FP-Tree using FP-Growth

The FP-Tree provides an efficient structure for mining, although the combinatorial problem of mining frequent patterns still has to be solved. For discovering all frequent item sets, the FP-Growth algorithm takes a look at each level of depth of the tree starting from the bottom and generating all possible item sets that include nodes in that specific level. After having mined the frequent patterns for every level, they are stored in the complete set of frequent patterns. FP-Growth takes place at each of these levels. To find all the item sets involving a level of depth, the tree is first checked for the number of paths it has. If it is a single path tree, all possible combinations of the items in it will be generated and added to the frequent item sets if they meet the minimum support. If the tree contains more than one path, the conditional pattern base for the specific depth is constructed. Looking at depth \( a \) in the FP-Tree of figure 2, the conditional pattern base will consist of the following item sets: \( \{b, e:1\} \), \( \{b, d:1\} \) and \( \{d, e:1\} \). The item set is obtained by simply following each path of \( a \) upwards.

<table>
<thead>
<tr>
<th>Item</th>
<th>Conditional pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>{b,e:1}, {d,e:1}</td>
</tr>
<tr>
<td>e</td>
<td>{b,2}, {b,d:1}, {d:1}</td>
</tr>
<tr>
<td>d</td>
<td>{b,3}</td>
</tr>
<tr>
<td>b</td>
<td>\emptyset</td>
</tr>
</tbody>
</table>

F. FP-Tree Construction
Constructing an FP-Tree from a fuzzy database is rather straightforward. The only difference to the original algorithm is that it is not enough to count the occurrences of an item, but the value of membership has to be considered as well. This membership value is then simply added to the overall count of the node. The database of fuzzy values in Table 3 is used for FP-Tree construction. Generating the FP-Tree from this database will lead to a tree containing the sums of the fuzzy values in the nodes. (See figure 2)

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>0.6</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0.3</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0.2</td>
<td>0</td>
<td>0.4</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0.2</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0.1</td>
<td>1</td>
<td>0.1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 3: Fuzzy Database

It is now easy to calculate the support of a path in the tree because it is simply the minimum of the path that is controlled. That tree can be used for conducting the FP-Growth algorithm.

![Figure 2: Fuzzy FP-Tree](http://ijacsa.thesai.org)

**F. Hybridizing FP-growth algorithm with Fuzzy Logic**

Traditional quantitative association rule mining methods partition continuous domains into crisp intervals. When dividing an attribute into intervals covering certain ranges of values, the sharp boundary problem arises. Elements near the boundaries of a crisp set (interval) may be either ignored or overemphasized [13]. Fuzzy association rules overcome this problem by defining fuzzy partitions over the continuous domain. Moreover, fuzzy logic is proved to be a superior technology to enhance the interpretability of these intervals. Hence, fuzzy association rules are also expressions of the form $X \rightarrow Y$, but in this case, $X$ and $Y$ are sets of fuzzy attribute-value pairs and fuzzy confidence and support measure the significance of the rule.

FP-Growth algorithm does not produce the candidate item-sets, but it uses growth models to mine frequent pattern [13]. It compresses the database into a frequent pattern tree, but still retains itemsets associated information. Then it will divide such a compressed database into a group of conditional databases, each one of which is related to a frequent item-set and mined. FP-growth algorithm is made up for these deficiencies. FP-growth algorithm does not produce frequent item-sets, replaced by an FP-tree. At the same time, FP-growth algorithm need transaction database only twice, which makes in the proceedings as soon as possible to close out database, which occupies a large number of storage, can be achieved.

**IV. OUR PROPOSED ALGORITHM**

In this paper, we are interested in finding the frequent patterns of genes and conditions which leads to discover the symptoms of diseases. Though, FP-growth algorithm shows it’s potential over the Apriori algorithm to find the frequent patterns, we have used this FP-growth algorithm along with the support and confidence is being measured using the membership function of the fuzzy logic to find the frequent patterns which are not only using the crisp nature but also uses the fuzziness to measure the support and confidence to infer the association rules which ill dive us direction to discover the diseased symptoms. Therefore, we have hybridized the FP-growth algorithm with fuzzy logic. Our proposed algorithm is given step wise below.

**Fuzzy FP-Growth Algorithm**

**Input:** A gene expression dataset consisting of $G$ no. of genes and $C$ no. of conditions or samples, a set of membership functions, and a predefined minimum support threshold $\tau$.

**OUTPUT:** A Fuzzy FP-growth tree.

**STEP 1:** Transform the gene expression value $g_{ij}$ of each gene $g_i$ in the $i^{th}$ row into a fuzzy set $f_j$, represented as $(f_{ij}/R_j) + f_{ij}/(R_2 + \ldots + f_{ij}/R_m)$ using the given membership functions, where $h_j$ is the number of fuzzy regions for $l_j$, $R_j$ is the $l$-th fuzzy region of $I_p$, $1 \leq l \leq h_j$, and $f_{ij}$ is $v_j$’s fuzzy membership value in region $R_j$.

**STEP 2:** Calculate the scalar cardinality $\text{count}_{ji}$ of each fuzzy region $R_j$ in all the genes as:

$$\text{count}_{ji} = \sum_{i=1}^{n} f_{ij}$$

Equation (3)

**STEP 3:** Find $\text{max-\text{count}}_j = \text{Max} (\text{count}_{ji})$ for $j = 1$ to $m$, where $h_j$ is the number of fuzzy regions for gene $g_j$ and $c$ is the number of conditions. Let $\text{max-}R_j$ be the region with $\text{max-\text{count}}$, for gene $g_j$. It will then be used to represent the fuzzy characteristic of conditions $c_j$ in the later mining process.

**STEP 4:** Check whether the value $\text{max-}R_j$ of a fuzzy region $\text{max-}R_j$, $j = 1$ to $C$, is larger than or equal to the predefined minimum count $G*\tau$. If a fuzzy region $\text{max-}R_j$ satisfies the above condition, put the fuzzy region with its count in $L_j$. That is:

$$L_j = \{\text{max-}R_j | \text{max-\text{count}}_j \geq G*\tau, 1 \leq j \leq C\}$$

Equation (4)

**STEP 5:** While executing the above steps, also find the occurrence number $o(\text{max-}R_j)$ of each fuzzy region in the gene expression dataset.
STEP 6: Build the Header Table by keeping the fuzzy regions in \( L_f \) in the descending order of their occurrence numbers.

STEP 7: Remove the fuzzy regions of the items not existing in \( L_f \) from the transactions of the transformed database. Sort the remaining fuzzy regions in each transaction according to the order of the fuzzy regions in the Header Table.

STEP 8: Initially set the root node of the Fuzzy FP-growth tree as root.

STEP 9: Insert the genes in the transformed dataset into the Fuzzy FP-growth tree tuple by tuple. The following two cases may exist.

- If a fuzzy region \( max-R_j \) in the currently processed \( i \)-th gene has appeared at the corresponding path of the Fuzzy FP-growth tree, add the membership value \( f_{ijl} \) of the region \( max-R_j \) in the transaction to the node with \( max-R_j \). Besides, calculate the membership values of the super-gene sets of \( max-R_j \) in the path by the intersection operator and add the values to the corresponding elements of the array in the node.

- Otherwise, add a new node with \( max-R_j \) to the end of the corresponding path and set the membership value \( f_{ijl} \) of the region \( max-R_j \) in the currently processed \( i \)-th gene as the value in the node. Besides, calculate the membership values of the super-gene sets of \( max-R_j \) in the path by the intersection operator and set the values to the corresponding elements of the array in the node. At last, insert a link from the node of \( max-R_j \) in the last branch to the current node. If there is no such a branch, insert a link from the entry of \( max-R_j \) in the Header Table to the current node.

After this step, the final Fuzzy FP-growth tree is built. In this step, a corresponding path is a path in the tree which corresponds to the fuzzy regions to be processed in objects (genes) according to the order of fuzzy regions appearing in the Header Table.

V. RESULT ANALYSIS

In this paper, a hybridized tree structure called the Fuzzy FP-growth tree has been designed. The tree can keep related mining information such that the database scans can be greatly reduced. A tree construction algorithm is also proposed to build the tree from a gene expression dataset. The construction process is similar to the FP-tree-like processing for building a tight tree structure except each node in the tree has to keep the membership value of the fuzzy region in the node as well as the membership values of its super-gene sets in the path.

We have tested both the approaches in Intel Dual Core machine with 2GB HDD. The OS used is Microsoft XP and all programs are written in MATLAB 8.0. We have observed the similar trends on runtime versus number of frequent patterns found in both Apriori and our proposed Fuzzy FP-growth approaches, the figure 3 shows the running time is significantly less as compared to Apriori approach. We have tested the scalability of both the algorithms on the number of objects as well as number of columns, the figure 4 and figure 5. Our pattern based approach performs substantially better than Apriori based approach.

VI. CONCLUSION

An advantage of FP-Growth is that the constructing FP-Tree has great performance of compression, and its process of mining can reduce the cost of rescanning data. In addition, it applies conditional FP-Tree on avoiding generating candidate item and testing examining process. About its disadvantage, mining process needs extra processing time and space to store that it continuously generates large conditional bases and conditional FP-Trees. In this paper, we combine the concept of fuzzy weight, fuzzy partition methods in data mining, and use FP-Growth to propose FP-Growth tree mining algorithm with all association rules. The heterogeneity and noisy nature of the data along with its high dimensionality decided us to use of a fuzzy association rule mining algorithm for the analysis.

A number of interesting associations have been found in this first approach. A deep study and empirical evaluation of the rules is however needed to confirm such associations. Our future work will be oriented towards modelling this algorithm.

Figure 3: Run time VS No. of frequent pattern based clusters discovered

Figure 4: Scalability w.r.t No. of attributes

Figure 5: Scalability w.r.t No. of objects
to find biclusters from gene expression dataset. Our work can be extended to find the overlapping frequent patterns using Rough Set method and also vertical data format method can be used instead of FP-Tree to find the frequent patterns from gene expression dataset.
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Abstract—The process of data acquisition gained momentum due to the efficient representation of storage/retrieving systems. Due to the commercial and application value of these stored data, Database Management has become essential for the reasons like consistency and atomicity in giving birth to DBMS. The existing database management systems cannot provide the needed information when the data is not consistent. So knowledge discovery in databases and data mining has become popular for the above reasons. The non-trivial future expansion process can be classified as Knowledge Discovery. Knowledge Discovery process can be attempted by clustering tools. One of the upcoming tools for knowledge representation and knowledge acquisition process is based on the concept of Rough Sets. This paper explores inconsistencies in the existing databases by finding the functional dependencies extracting the required information or knowledge based on rough sets. It also discusses attribute reduction through core and reducts which helps in avoiding superfluous data. Here an method is suggested to solve this problem of data inconsistency based medical domain with an analysis.

Keywords- Roughset; knowledge base; data mining; functional dependency; core knowledge.

I. INTRODUCTION

The process of acquiring features hidden in the data is the major objective of Data Mining. Organizing these features for utilizing in planning for better customer satisfaction and promoting the business is the focus of Knowledge Representation. For discovering knowledge in data bases [6][7], in other words, reverse engineering has been attempted using the concept of Rough Sets for finding functional dependencies. Different phases of knowledge discovery process can be used for attribute selection, attribute extraction, data reduction, decision rule generation and pattern extraction. The fundamental concepts have been explored here for getting the core knowledge in Binary Data bases. Rough Sets are applied not only for Knowledge Representation but they are also being applied to Pattern Classification, Decision Making, Switching Circuits, and Data Compression etc[1][9]. It is proposed to find out the degree of dependency using Rough Sets introduced by Pawlak [1]which is used for characterizing the given instance, extracting information. This helps to know all Functional Dependencies existing in the vast databases.

Rough set theory provides a collection of methods for extracting previously unknown data dependencies or rules from relational databases or decision tables. Rough set approach does not need any preliminary or additional information about data like probability in statistics, grade of membership in the fuzzy set theory. It proves to be efficient because it has got tools and algorithms which are sufficient for finding hidden patterns in data. It allows in reducing original data, i.e. to find minimal sets of data with the same knowledge as in the original data. The first, pioneering paper on rough sets, written by Zdzisław Pawlak, was published by International Journal of Computer and Information Sciences in 1982.

II. THE ROUGHSETS REPRESENTATIONS

The roughest method is basically associated with the classification and analysis of imprecise, uncertain or incomplete information or knowledge expressed in terms of data acquired from the experience. The domain is a finite set of objects. The domain of interest can be classified into two disjoint sets. The classification is used to represent our knowledge about the domain, i.e. the knowledge is understood here as an ability to characterize all classes of the classification, for example, in terms of features of objects belonging to the domain. Objects belonging to the same category are not distinguishable, which means that their membership status with respect to an arbitrary subset of the domain may not always be clearly definable. This fact leads to the definition of a set in terms of lower and upper approximations. The lower approximation is a description of the domain objects which are known with full certainty which undoubtedly belongs to the subset of interest, whereas the upper approximation is a description of the objects which would possibly belong to the subset. Any subset defined through its lower and upper approximations is called a rough set. The idea of rough set was proposed by Pawlak (1982) as a new mathematical tool to deal with vague concepts. Comer, Grzymala-Busse, Iwinski, Nieminen, Novotny, Pawlak, Obtulowicz, and Pomykala have studied algebraic properties of rough sets. Different algebraic semantics have been developed by P. Pagliani, I. Duntsch, M. K. Chakraborty, M. Banerjee and A. Mani; these have been extended to more generalize rough sets by D. Cattaneo and A. Mani, in
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particular. Rough sets can be used to represent ambiguity, vagueness and general uncertainty.

A. Knowledge Base

Let us consider a finite set $U \neq \emptyset$ (the universe) of objects under question, and $R$ is a family of equivalence relations over $U$. Any subset $Q \subseteq U$ of the universe will be called a concept or a category in $U$ and any family of concepts in $U$ will be referred to as abstract knowledge (or in short knowledge) about $U$. A family of classifications over $U$ will be called a knowledge base $K$ over $U$. To this end we can understand knowledge base as a relational system $K = (U, R)$, where $U \neq \emptyset$ is a finite set called the universe, and $R$ is a family of equivalence relations over $U$. If $E$ is an equivalence relation over $U$, then by $E/R$ we mean the family of all equivalence classes of $R$ (or classification of $U$) referred to as categories or concepts of $R$ and $[Q]_R$ denotes a category in $R$ containing an element $q \in U$. If $P \subseteq R$ and $P \neq \emptyset$, then $\cap P$ (intersection of all equivalence relations belonging to $P$) is also an equivalence relation, and will be denoted by $IND(P)$, and will be called an indiscernibility relation over $P$.

Therefore $[Q] \cap [Q]_R = [Q]_R$.

B. The Concept of Rough Sets

Let there be a relational system $K = (U, R)$, where $U \neq \emptyset$ is a finite set called the universe, and $R$ is a family of equivalence relations over $U$. Let $Q \subseteq U$ and $R$ be an equivalence relation [1]. We will say that $Q$ is $R$-definable [12][1], if $Q$ can be expressed as the union of some $R$-basic categories, otherwise $Q$ is $R$-undefinable. The $R$-definable sets are called $R$-exact sets some categories (subsets of objects) cannot be expressed exactly by employing available knowledge. Hence we arrive at the idea of approximation of a set by other sets. Let $Q \subseteq U$ and $R$ be the equivalence relation $\mathcal{R} \cap IND(K)$ we associate two subsets i.e. $R_{LQ} = U \{ Y \subseteq U/ R : \exists q \in U \}$ and $R_{UQ} = \{ Y \subseteq U/ R : \exists q \in Q \}$ called the $R_{UQ}$-UPPER and $R_{LQ}$-LOWER approximation of $Q$ respectively[1][4].

From the above we shall also get the following denotations i.e. $\text{POS}_R(Q) = R_{LQ}$ - R-positive region of $Q$. $\text{NEG}_R(Q) = U - R_{UQ}$ - R-negative region of $Q$. $\text{BN}_R(Q) = R_{LQ} - R_{UQ}$ - R-borderline region of $Q$.

The positive region $\text{POS}_R(Q)$ or the lower approximation of $Q$ is the collection of those objects which can be classified with full certainty as members of the set $Q$, using knowledge $R$.

In addition to the above we can define following terms-R-positive region of $Q$,$\text{POS}_R(Q) = R_{LQ}$. Let $X \subseteq U$. Where $X$ is a subset of objects chosen from $U$ and $P$ and $Q$ be the equivalence relations over $U$, then $R$-positive region of $Q$ is $\text{POS}_R(Q) = \cup x \in u Q P_{x}$ $\text{POS}_R(Q)$ is the set of all objects of the universe $U$ which can be properly classified to classes of $U/Q$ employing knowledge expressed by the classification $U/P$.

In the discovery of knowledge from huge databases we have to find the degree of dependency. This is used for characterizing the given instance, extracting information and which helps to know all the functional dependencies. Intuitively, a set of attributes $Q$ depends totally on a set of attributes $P$, denoted $P \rightarrow Q$, if the values of attributes from $P$ uniquely determine the values of attributes from $Q$. In other words, $Q$ depends totally on $P$, if there exists a functional dependency between values of $P$ and $Q$. $\text{POS}_R(Q) = \cup x \in u Q P_{x}$ called a positive region of the partition $U/Q$ with respect to $P$, is the set of all elements of $U$ that can be uniquely classified to blocks of the partition $U/Q$, by means of $P$. The degree of dependency between $P$ and $Q$ where $P, Q \subseteq R$ is defined as follows.

If $P$ and $Q$ be a set of the equivalence relations over $U$, then the set of attributes of $Q$ depends in a degree $k$ ($0 \leq k \leq 1$), from $P$ denoted by $P \rightarrow Q$.

If $k=1$, we will say that $Q$ totally depends from $P$.

If $0<k<1$, we say that $Q$ partially depends from $P$.

If $k=0$, we say that $Q$ is totally independent from $P$.

If $k=1$ we say that $Q$ depends totally on $P$, and if $k < 1$, we say that $Q$ depends partially (to degree $k$) on $P$.

If $k = 0$ then the positive region of the partition $U/Q$ with respect to $P$ is empty.

The coefficient $k$ expresses the ratio of all elements of the universe, which can be properly classified to blocks of the partition $U/Q$, employing attributes $P$ and will be called the degree of the dependency. $Q$ is totally (partially) dependent on $P$, if all (some) elements of the universe $U$ can be uniquely classified to blocks of the partition $U/Q$, employing $P$. If the positive region is more then, there exists a larger dependency between $P$ and $Q$. This can be used to find the dependency between attribute sets in databases.

The above described ideas can also be interpreted as an ability to classify objects. more clearly, if $k=1$, then all elements of the knowledge base can be classified to elementary categories of $U/Q$ by using knowledge $P$. If $k \neq 1$, only those elements of the universe which belong to the positive region can be classified to categories of knowledge $Q$, employing knowledge $P$. In particular if $k=0$, none of the elements of the universe can be classified using $P$ and to elementary categories of knowledge $Q$.

More precisely, from the definition of dependency follows, that if, then the positive region of partition $U/Q$ induced by $Q$. 
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covers k*100 percent of all objects in the knowledge base. On the other hand, only those objects belonging to positive region of the partition can be uniquely classified. This means that k*100 percent of objects can be classified into block of partition U/Q employing P. If we restrict the set of objects in the knowledge base POS(R), we would obtain the knowledge base in which P→Q is a total dependency.

C. Indiscernibility

The notion of indiscernibility is fundamental to rough set theory. Informally, two objects are indiscernible if one object cannot be distinguished from the other on the basis of a given set of attributes. Hence, indiscernibility is a function of the set of attributes under consideration. An indiscernibility relation partitions the set of facts related to a set of objects into a number of equivalence classes. An equivalence class of a particular object is simply the collection of those objects that are indiscernible to the object in question[8][13]. It is often possible that some of the attributes or some of the attribute values are superfluous. This enables us to discard functionally redundant information. A reduct is defined as a minimal set of attributes that preserves the meaning of indiscernibility relation [9][10] computed on the basis of the full set of attributes. Preserving the indiscernibility preserves the equivalence classes and hence it provide us the ability to form approximations. In practical terms, reducts help us to construct smaller and simpler models, and provide us an idea on the decision-making process [6],[7]. Typically, a decision table may have many reducts. However, there are extended theories to rough sets where some of the requirements are lifted. Such extensions can handle missing values and dealing hierarchies among attribute values. In the following, for the sake of simplicity, it will be assumed that none of the attribute values are missing in data table so as to make it easy to find the dependencies.

D. Reduct and core pertaining to condition attributes

Reduct and core of condition attributes help in removing of superfluous partitions (equivalence relations) or/and superfluous basic categories in the knowledge base in such a way that the set of elementary categories in the knowledge base is preserved. This procedure enables us to eliminate all unnecessary knowledge from the knowledge base and preserving only that part of the knowledge which is really useful[13][14].

This concept can be formulated by the following example as follows.

Let F={X1...Xn} is a family of sets choosen from U such that Xi⊂U.

We say that Xi is dispensable in F, if ∩(F-{Xi}) = ∩F.

The family F is independent if all of its components are indispensable in F; otherwise F is dependent.

The family H⊂F is a reduct of F, if H is independent and ∩H= ∩F.

The family of all indispensable sets in F will be called as the core of F, denoted by CORE(F).

From the above theory available in Rough Sets proposed by Pawlak.Z.(1995) [1] the following definition can be derived where CORE(F)= ∩ RED(F) and RED(F) is the family of all reducts of F.

For example Consider family R = {P,Q,R} of equivalence relations having the following equivalence classes : 

U/P = {{x1,x3 , x4 , x 5, x 6, x7 }, {x2, x6}}
U/Q = {{x1,x3 , x4 , x5 }, {x2,x6, x7,x8}}
U/R = {{x1, x 5, x 6}, {x2, x3,x9}, { x 3, x 4} }

The family R induces classification

U/IND(R) = {{x1, x 5 }, {x3, x4}, { x 2, x 8} , {x 5, x 6, x7}}

Moreover, assume that the equivalence relation S is given with the equivalence classes U/S = {{x1, x 5, x 6}, {x3, x4}, {x2, x3}, {x8}} . The positive region of S with respect to R is the union of all equivalence classes of U/IND(R) which are included in some equivalence classes of U/S, i.e. the set POSR(S) = {x1,x3 , x4 , x 5, x 6, x7}.

In order to compute the core and reducts of R with respect to S, we have first to find out whether the family R is S-dependent or not. According to definitions given in this section, we have to compute first whether P, Q and R are dispensable or not with respect to S (S-dispensable).

Removing P we get U/IND(R-{P}) = {{x1, x 5 } {x3 , x4}, {x 2, x7, x 8} {x 6} }

Because, POS(R-{P})(S) = {x1, x3, x4, x 5, x 6} ≠ POSR(S) the P is S-indispensable in R.

Dropping Q from R we get U/IND(R-{Q}) = {{x 1, x 5, x 6, } {x3, x4}, {x2, x 3}, {x8}}, which yields the positive region

POSR(R-{Q})(S) = {x1,x3 , x4 , x 5, x 6, x7} = POSR(S)

Hence Q is S-dispensable in R. Finally omitting R in R we obtain U/IND(R-{R}) = {{x1, x3, x4, x 5}, {x2, x 8}, {x6, x7}} and the positive region is : POSR(R-{R})(S) = ∅ ≠ POSR(S), which means that R is S-indispensable in R.

Thus the S-core of R is the set {P,R}, which is also the S-reduct of R.

III. PROPOSED METHOD

To find the dependency between any subset of attributes using rough sets we are using a decision table based on certain factors and circumstances related to the knowledge base or the domain we choose. Due to the inconsistent nature of the data [11], certain data values in the data table may be conflicting. Here, a method is suggested to solve this problem of data inconsistency based on the approach inspired by rough set theory by Pawlak.Z.(1995)[1]. Generate the powerset of condition attributes for each element in the powerset:

- Find the equivalence classes.
- Associate a decision attribute.
- Find the degree of dependency.
• Find the inconsistent objects where the attribute values of the decision attributes are different, even though the attribute values of condition attributes are same.
• Calculate the degree of dependency k. Display those objects whose degree of dependency lies between 0 and 1. Display the inconsistent objects set.
• End for
• End.

IV. CREATION OF DECISION TABLE FOR KNOWLEDGE DISCOVERY

Let there be a set X of interest and is unknown and we have only some information about it. Assuming some sets which are disjoint with X and some sets included in X so as to build good approximations to X and use them to reason out on X. In this paper we are considering an example of a group of individuals (Table I) who are at a risk of influenza (Zdzislaw Pawlak, 1995)[1].

| TABLE I. Patient information table |
|-----|-----|-----|-----|-----|
|      | temp | cough | head_ache | muscle_pain | influenza |
| p₁  | normal | present | present | present | present |
| p₂  | normal | present | absent | absent | present |
| p₃  | medium | present | present | absent | absent |
| p₄  | medium | absent | present | present | present |
| p₅  | high | present | present | present | present |
| p₆  | high | absent | present | present | absent |
| p₇  | high | absent | present | present | absent |
| p₈  | high | absent | absent | absent | absent |

F₁---- temp (normal, 0) (medium, 1) (high, 2)
F₂----cough (present, 1) (absent, 2)
F₃----head_ache (present, 1) (absent, 2)
F₄----muscle_pain (present, 1) (absent, 2)
F₅----influenza (present, 1) (absent, 2)

V. DECISION RULES

A decision rule [1],[5] is defined to be a logical expression in the form IF (condition ...) then (decision...), where in the condition is a set of elementary conditions connected by “and” and the decision is a set of possible outcomes/actions connected by “or”. The above mentioned decision rule can be interpreted within the rough set framework and the If-then part of the rule lists more than one possible outcome, that can be interpreted as describing one or more cases[8]. The If-then part of the rule lists a single action Yes (or No.), that can be interpreted for describing one or more cases that lie in either the inside (or the outside) region of the approximation [14]. A set of decision rules forms the decision algorithm. Based on the above theory we consider the physical conditions related to nine patients (Table I and Table II) and their corresponding characteristic attribute values are used to derive the following rules which in turn help in building the decision table more rational.

Rule 1: if (temp=normal and cough=present and head_ache=present and muscle_pain=present) then (Influenza=present).
Rule 2: if (temp=normal and cough=absent and head_ache=abseent and muscle_pain=absent) then (Influenza=present).
Rule 3: if (temp=medium and cough=absent and head_ache=absent and muscle_pain=absent) then (Influenza=absent).
Rule 4: if (temp=medium and cough=absent and head_ache=present and muscle_pain=present) then (Influenza=present).
Rule 5: if (temp=medium and cough=present and head_ache=absent and muscle_pain=present) then (Influenza=absent).
Rule 6: if (temp=high and cough=present and head_ache=absent and muscle_pain=present) then (Influenza=present).
Rule 7: if (temp=high and cough=absent and head_ache=present and muscle_pain=present) then (Influenza=absent).
Rule 8: if (temp= high and cough= absent and head_ache= present and muscle_pain= present) then (Influenza= absent).
Rule 9: if (temp= high and cough= absent and head_ache= absent and muscle_pain= absent) then (Influenza= absent).

Using the above rules we can construct a decision table (Table I) for nine different patients having different characteristics who are at a risk of influenza. The columns are labeled by factors or circumstances that reflect the physical condition of the patient in terms of set of condition attributes and decision attributes. The rows are labeled by objects where in each row represents a piece of information about the corresponding to each patient. Once the relation/table is created it is possible to find all the functional dependencies (Table III.) which would be useful for decision support systems as well as knowledge building/rule generation.

<table>
<thead>
<tr>
<th>TABLE II. Decision Table</th>
</tr>
</thead>
<tbody>
<tr>
<td>U</td>
</tr>
<tr>
<td>p₁</td>
</tr>
<tr>
<td>p₂</td>
</tr>
<tr>
<td>p₃</td>
</tr>
<tr>
<td>p₄</td>
</tr>
<tr>
<td>p₅</td>
</tr>
<tr>
<td>p₆</td>
</tr>
<tr>
<td>p₇</td>
</tr>
<tr>
<td>p₈</td>
</tr>
</tbody>
</table>

The power set generated for the above condition attributes are:
{F₁,F₂},{F₁,F₃},{F₂,F₃},{F₂,F₄},{F₂,F₅},{F₃,F₅},{F₄,F₅},{F₁,F₂,F₃,F₄},{F₁,F₂,F₃,F₅},{F₁,F₂,F₄,F₅},{F₁,F₃,F₄,F₅},{F₂,F₃,F₄,F₅}.
Using the power set we can generate various attribute sets for which functional dependencies are to be identified i.e. from the above table.

The equivalence classes for each element of the powerset are generated as below.

\[
U/F_1 = \{ \{P_1, P_2\}, \{P_3, P_4, P_5\}, \{P_6, P_7, P_8, P_9\} \}
\]

\[
U/F_2 = \{ \{P_1, P_2, P_3, P_4\}, \{P_5, P_6, P_7, P_8\} \}
\]

\[
U/F_3 = \{ \{P_1, P_2, P_3, P_4\}, \{P_5, P_6, P_7, P_8, P_9\}\}
\]

\[
U/F_4 = \{ \{P_1, P_2, P_3, P_4, P_5, P_6, P_7, P_8\} \}
\]

\[
U/F_5 = \{ \{P_1, P_2, P_3, P_4, P_5, P_6, P_7, P_8, P_9\} \}
\]

The equivalence classes for decision attribute are:

\[
U/F_6 = \{ \{P_1, P_2, P_3, P_4, P_5\} \}
\]

By applying the theory of rough sets, The equivalence classes generated between every element of the powerset and the decision attribute F_3 are:

\[
F_1 \rightarrow F_3
\]

\[
F_2 \rightarrow F_3
\]

\[
F_4 \rightarrow F_3
\]

\[
F_5 \rightarrow F_3
\]

\[
F_6 \rightarrow F_3
\]

\[
F_7 \rightarrow F_3
\]

\[
F_8 \rightarrow F_3
\]

\[
F_{F_1F_2} \rightarrow F_3
\]

\[
F_{F_1F_3} \rightarrow F_5
\]

\[
F_{F_2F_3} \rightarrow F_5
\]

\[
F_{F_4F_3} \rightarrow F_5
\]

\[
F_{F_5F_3} \rightarrow F_5
\]

\[
F_{F_6F_3} \rightarrow F_5
\]

\[
F_{F_7F_3} \rightarrow F_5
\]

\[
F_{F_8F_3} \rightarrow F_5
\]

\[
F_{F_{F_1F_2}F_3} \rightarrow F_5
\]

\[
F_{F_{F_1F_3}F_5} \rightarrow F_5
\]

\[
F_{F_{F_2F_3}F_5} \rightarrow F_5
\]

\[
F_{F_{F_4F_3}F_5} \rightarrow F_5
\]

\[
F_{F_{F_5F_3}F_5} \rightarrow F_5
\]

\[
F_{F_{F_6F_3}F_5} \rightarrow F_5
\]

\[
F_{F_{F_7F_3}F_5} \rightarrow F_5
\]

\[
F_{F_{F_8F_3}F_5} \rightarrow F_5
\]

VI. ANALYSIS BASED ON REDUCT AND CORE

By the above procedure we can extract Core of condition attributes which are explicitly necessary for deriving knowledge and coming to some conclusions related to the extraction of knowledge[2],[4]. We need to pursue a method which would give information of whether a particular characteristic attribute is necessary or not, based on which it can be established whether a patient has influenza or not. Analysis over the decision table is performed in this paper by identifying those core attributes whose removal would result in further inconsistency in the decision table which was consistent other wise. In the above decision table [2][3] (Table I.) by dropping F_1 rules P_2 and P_3 turns out to be inconsistent and positive region of the algorithm changes. Therefore, F_1 forms the core of the attribute set in the decision table. Similarly by dropping F_2 results in making P_6 and P_8 inconsistent and thus change in positive region of the algorithm[12]. The above procedure is repeatedly applied and
checked for the inconsistency in the decision table and also to extract the core knowledge from the input domain.

<table>
<thead>
<tr>
<th>$U$</th>
<th>Condition attributes</th>
<th>Decision attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F_1$</td>
<td>$F_2$</td>
</tr>
<tr>
<td>$p_1$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$p_2$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$p_3$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$p_4$</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$p_5$</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>$p_6$</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$p_7$</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$p_8$</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 1. Attribute reduction

When we remove attribute $F_1$ rules 2 and 3 gets violated and the data corresponding to objects $P_2$ and $P_3$ turn into inconsistent as shown in Figure 1. But the removal of condition attribute $F_2$ still preserves the consistency of data and does not form the core of the condition attributes. The basic idea behind extraction of core knowledge is to retrieve knowledge of a characteristic attribute by observing its behavior, and this behavior is used to generate the algorithm and can be further used to simulate the actions in the future [4].

To find the reducts drop, take attributes as they appear in the power set and check whether any superfluous partitions (equivalence relations) or/and superfluous basic categories in the knowledge base [13] that are existing so that the set of elementary categories in the knowledge base is preserved. This procedure enables us to eliminate all unnecessary knowledge from the knowledge base, preserving only that part of the knowledge which is really useful.

For example drop $F_2$ and $F_3$ from $F_1,F_2,F_3,F_4$ and check the changes in the positive region.

This is done as follows

$\text{Card(} \text{Pos}_{[F_1,F_2,F_3,\{F_4\}]}(F_3)= \{P_1,P_2,P_6,P_3,P_9\}=5$ 
$\text{Card(} \text{Pos}_{[F_1,F_2,F_4,\{F_3\}]}(F_3)= \{P_1,P_2,P_6,P_3,P_9\}=5$ 
$\text{Card(} \text{Pos}_{[F_1,F_2,F_3,\{F_4\}]}(F_5)= \{P_1,P_2,P_6,P_3,P_9\}=5$ 
$\text{Card(} \text{Pos}_{[F_1,F_2,F_4,\{F_3\}]}(F_5)= \{P_1,P_2,P_6,P_3,P_9\}=5$ 

From above we can notice that even with the removal of attributes $F_4$ and $F_3$ there is no change in the positive region. Therefore the reducts are $\{F_1,F_2,F_3\}$ and $\{F_1,F_2,F_4\}$ and the core attributes are $\{F_1,F_2\}$.

VII. CONCLUSION

Rough set theory provides a collection of methods for extracting previously unknown data dependencies or rules from relational databases or decision tables. As established above it can be said that rough sets relates to entities databases, data mining, machine learning, and approximate reasoning etc. This paper enables us to examine and to eliminate all unnecessary knowledge from the knowledge base by preserving only that part of the knowledge which is really useful. This paper gives some insight into rough sets which can be used to know data dependencies and extraction of knowledge. The ideas envisaged and depicted here are useful in the domain which deal huge collection of databases to analysis and take rational decisions in the areas such as banking, stock markets, medical diagnosis etc.
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Abstract— A substantial amount of power system load is made of large number of three phase induction machine. The transient phenomena of these machines play an important role in the behavior of the overall system. Thus, modeling of induction machine is an integral part of some power system transient studies. The analysis takes a detailed form only when its modeling becomes perfect to a greater accuracy. When the stator eddy current path is taken into account, the uniform air-gap theory in phase model analysis becomes inefficient to take care of the transients. This drawback necessitates the introduction of analysis of the machine in d-q axis frame. A widely accepted induction machine model for stability studies is the fifth-order model which considers the electrical transients in both rotor and stator windings and the mechanical transients. In practice, some flux-transient can be ignored due to the quasi-stationary nature of the variables concerned. This philosophy leads to the formation of reduced order model. Model Order Reduction (MOR) encompasses a set of techniques whose goal is to generate reduced order models with lower complexity while ensuring that the I/O response and other characteristics of the original model (such as passivity) are maintained. This paper takes the above matter as a main point of research. The authors use the philosophy of the speed-build up of induction machine to find the speed versus time profile for various load conditions and supply voltage disturbances using numerical methods due to Runge-Kutta, Trapezoidal and Euler's in Matlab platform. The established fact of lesser computation time in reduced order model has been verified and improvement in accuracy is observed.

Keywords- Induction machine, Model order reduction, Stability, Transient analysis.

I. INTRODUCTION

The mathematical description of many physical systems when obtained using theoretical considerations often results in large-order models. To be more precise, in the time domain or state space representation, the modeling procedure leads to a high order state space model and a higher order transfer function model in frequency domain representation. It is often desirable for analysis, simulation and system design to represent such models by equivalent lower order state variable or transfer function models which reflect the dominant characteristics of the system under consideration. Model order reduction is important and common theme within the simulation, control and optimization of complex physical processes. Some of the reason for using reduced order models of higher order system could be (i) to have a better understanding of the system (ii) to reduce computational complexity (iii) to reduce hardware complexity and (iv) to make feasible controller design. The Model order reduction techniques for both type of reduction have been proposed by several researchers. A large number of methods are available in the literature for order reduction of linear continues systems in time domain as well as in frequency domain [1-7]. The extension of single input single output (SISO) methods to reduce multi input multi output (MIMO) systems has been also carried out in [8-11]. Numerous methods of order reduction are also available in the literature [12-17], which are based on the minimization of the integral square error criterion. Some of methods are based on stability criterion. Each of these methods has both advantages and disadvantages when tried on a particular system. In spite of several methods available, no approach always gives the best results for all the systems.

In this paper, two axes modeling (d-q model) using park's transformation theory in state space representation has been developed and reduced order model has also been derived and simulation results are obtained using various numerical methods such as Runge-Kutta, Trapezoidal and Euler method under no load and load conditions and supply voltage disturbances.

Further, it is well known fact that the three phase Induction machines are the work-force in the generator-mode and motor-mode applications in the power systems. As induction motors are becoming day by day a main component of A.C drive systems, a detailed study of the different aspects of its modeling draws the attention of the researchers [18-31]. The important approach of modeling of induction machine is the Park's transformation theory, which converts the machine from phase model to axis model. Two separate coils are assumed to lie on each axis, both for stator and rotor of the induction machine. The voltage balance equations for each coil are formulated and then the torque-balance equation of the machine is established. As transformer emf is a component of voltage balance equation, the machines equation involves the
time rate of changes of flux linkage \( (p^p) \), where \( p \) stands for the time derivative and \( ^p \) is flux-linkage associated with each coil. The number of \( p \)-terms in complete model indicates the order of the model.

This work investigates the different aspects of reduced order modeling of the three-phase induction motor as a power system component. In power system simulation, especially in the transient stability studies, it is desirable to represent induction motor loads with a reduced-order model in order to decrease computational efforts and time. The order reduction is achieved by setting the derivative of stator flux linkage to zero in the stator differential equation in which all equations are referred by setting the derivative of stator flux linkage to zero in the stator differential equation in which all equations are referred to the synchronously revolving reference frame. This method of reducing the order of the induction machine is designated as the theory of neglecting stator flux transients.

II. BASIC ASSUMPTION AND MODEL OF SINGLE CAGE THREE PHASE INDUCTION MACHINE

The theory of neglecting stator flux transients applied to induction motor, the axis equation modeled in synchronously rotating reference frame requires two assumptions, and these are:

(i) Terminal voltage cannot continually change in magnitude at a high rate for any length of time and it must remain at synchronous frequency
(ii) Oscillating torque component caused by stator flux linkage transients can be safely ignored.

The methods of deriving reduced order equations are described below.

For reducing the order of the model of single cage type of Induction machine, stator flux transients have been neglected. The simplest method of deriving linearized reduced order models of induction machine is the identification of the eigen-values/ poles in the frequency domain and to neglect the faster transient. Therefore, for required process of model order reduction, the time domain equations are to be transformed into Laplace domain. Avoiding the process, one can also reduced the model order, if he assumes rotor resistance of larger value and this involves higher starting torque. The rotor copper loss will increase and efficiency will be poor. Thus the rotor flux transient cannot be neglected.

The transient performance of electrical machines has received increasing attention in recent years primarily due to the application of digital computers to large and complicated models of electromechanical systems [18-29]. Computer simulation of induction machine is performed to determine the machine behavior under various abnormal operating conditions such as start up and sudden change in supplies voltage and load torque, etc.

The detailed induction machine model is non-linear fifth order model, which is referred to as the “full order model”. This model takes into account the electrical transients of both the stator and rotor windings, requires a relatively large amount of computational time. Consequently, the third-order model is achieved through neglecting the electrical transients of stator winding, is used to predict the transient behavior of induction motors.

III. FORMULATION OF FULL-ORDER MODEL OF SINGLE CAGE INDUCTION MACHINE

The reduced order model is derived from the full order model of induction machine. The mathematical model is expressed in synchronously rotating d-q references frame using per unit system. The machine flux linkages are selected as state variables and the power invariant transformation is used to convert the phase variable to their equivalent d-q variable.

A. Full-Order Model (5th-Order Model)

The induction machine equations are expressed in synchronously rotating frame of reference:

\[
\begin{align*}
\dot{\psi}_{sd} &= -a_1 \psi_{sd} + a_2 \psi_{rd} + V_{sd} \\
\dot{\psi}_{sq} &= -a_3 \psi_{sq} + a_4 \psi_{rq} - (1-w_r) \psi_{rd} \\
\dot{\psi}_{rd} &= a_3 \psi_{sq} + a_4 \psi_{rq} - \psi_{rd} \\
\dot{\psi}_{rq} &= a_3 \psi_{sd} + (1-w_r) \psi_{sq} - a_4 \psi_{rd} \\
P_{wr} &= (L_m/2H_{Lsr}) [(\psi_{sq}\psi_{rd} - \psi_{sd}\psi_{rq}) - (L_{sr} T/L_m)]
\end{align*}
\]

where,

\[
\begin{align*}
a_1 &= R_s L_{sr}/L_{srr}, a_2 &= R_s L_{sr}/L_{srr}, a_3 &= R_r L_{mr}/L_{sr}, \\
a_4 &= R_r L_{mr}/L_{sr}
\end{align*}
\]

The quantities \( \psi_{sd} \) and \( \psi_{sq} \) are the flux linkage of the stator winding along direct and quadrature axes respectively. \( \psi_{rd} \) and \( \psi_{rq} \) refer to those for rotor winding. \( R_s \) and \( R_r \) are the winding resistance of rotor and stator respectively. \( L_{srr} \) and \( L_{mr} \) represent the self-inductance of stator and rotor winding respectively, while \( L_{sr} \) denotes the mutual inductance between them. The quantities \( L_s \) and \( L_r \) are the apparent three phase rotor and stator self-inductance respectively and \( L_m \) is the magnetizing inductance in the winding. The quantities \( V_{sd} \) and \( V_{sq} \) refer to the stator terminal voltage along d and q axes respectively. \( H \) is the inertia constant in second. We have the relations

\[
\begin{align*}
L_{srr} &= L_s + L_m, \\
L_{rr} &= L_r + L_m, \\
L_{sr} &= L_{mr} L_{ns} - L_m^2
\end{align*}
\]

The phase voltages \( V_{a} \), \( V_{b} \) and \( V_{c} \) may be expressed in matrix form as

\[
\begin{bmatrix}
V_a \\
V_b \\
V_c
\end{bmatrix} = V_m \begin{bmatrix}
\sin \theta \\
\sin(\theta - 2\pi / 3) \\
\sin(\theta + 2\pi / 3)
\end{bmatrix}
\]

The d-q voltage are related to the phase voltage by the expression
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\[
\begin{bmatrix}
V_{sd} \\
V_{sq}
\end{bmatrix} = \\
\begin{bmatrix}
\frac{2}{3} \sin \theta \sin(\theta - 2\pi/3) & \frac{2}{3} \sin \theta \sin(\theta + 2\pi/3) \\
\cos \theta \cos(\theta - 2\pi/3) & \cos \theta \cos(\theta + 2\pi/3)
\end{bmatrix}
\begin{bmatrix}
a \\
b
\end{bmatrix}
\]

(11)

In equation (10) and (11), \( \theta = wt + \alpha \) is the phase angle, and \( \alpha \) is the switching time.

The Stator d-q currents expressed in term of flux linkage can be written as
\[
\begin{bmatrix}
i_{sd} \\
i_{sq}
\end{bmatrix} = \begin{bmatrix}
(L_{rr} \psi_{sd} - L_m \psi_{rd}) / L_{sr} \\
(L_{rr} \psi_{sq} - L_m \psi_{rq}) / L_{sr}
\end{bmatrix}
\]

(12)

Representing by \( p \) and \( q \) the active and reactive powers, we may have the matrix equation:
\[
\begin{bmatrix}
P \\
Q
\end{bmatrix} = \begin{bmatrix}
V_{sd} \\
V_{sq}
\end{bmatrix} \begin{bmatrix}
i_{sd} \\
i_{sq}
\end{bmatrix}
\]

(13)

Simulation results are obtained using various numerical methods such as Runge-Kutta, Trapezoidal and Euler method under no load and load conditions and supply voltage disturbances. The flowchart for simulation algorithm is given in figure 1.

IV. FORMULATION OF REDUCED-ORDER MODEL OF SINGLE CAGE INDUCTION MOTOR

Reduced order model applied to normal three-phase induction Machine of single cage design allows to neglect the stator flux Transient. This assumption makes the \( d/dt = P \) terms reduced in comparison to full order model hence the resulting matrices of flux-linkage equation will be simpler and computational time will be less.

Neglecting Stator Transient

The fifth-order model is reduced to the third order model by setting the time rate of change of the stator flux linkage to zero. Solving these flux linkages after setting their derivatives to zero in (1) and (2) yields
\[
\begin{bmatrix}
\psi_{sd} \\
\psi_{sq}
\end{bmatrix} = \\
1 / a_1 + 1 \left[ \begin{bmatrix}
a_1 a_2 & a_2 \\
- a_2 & a_1 a_2
\end{bmatrix} \begin{bmatrix}
\psi_{rd} \\
\psi_{rq}
\end{bmatrix} + \begin{bmatrix}
a_1 & 1 \\
- a_2 & a_1
\end{bmatrix} \begin{bmatrix}
V_{sd} \\
V_{sq}
\end{bmatrix} \right]
\]

(14)

Substituting above in (3)-(5) results in the third order model
\[
\frac{d \psi_{rd}}{dt} = (b_1 - \sigma_r) \psi_{sq} + b_2 \psi_{rd} + b_3 \psi_{rq} + b_4 V_{sd}
\]

(15)

\[
\frac{d \psi_{sq}}{dt} = b_2 - \psi_{rq} - (b_1 - \sigma_r) \psi_{rd} - b_3 V_{sq} - b_4 V_{sd}
\]

(16)

\[
\frac{d \psi_{dr}}{dt} = \frac{L_m}{2HL_{sr}(a_1^2 + 1)} \left[ - a_2 (\psi_{dr}^2 + \psi_{qr}^2) - \frac{L_{sr} (a_1^2 + 1)}{L_m} T_1 (a_1 \psi_{rd} + \psi_{sq}) \psi_{qr} \right] + (a_1 \psi_{sq} + \psi_{sd}) \psi_{dr}
\]

(17)

where
\[
b_1 = 1 + \frac{a_2 a_3}{a_1^2 + 1}, \quad b_2 = a_4 + \frac{a_1 a_2 a_3}{a_1^2 + 1}
\]

\[
b_3 = \frac{a_3}{a_1^2 + 1}, \quad b_4 = a_4 + \frac{a_1 a_5}{a_1^2 + 1}
\]

V. RESULTS AND DISCUSSIONS

The simulation results and performance characteristics of full order model and reduced order of single cage induction machine for stator current, stator flux linkage, rotor speed etc. have been obtained as shown in figures 2(a-c) and 3(a-c) under no load and load torque disturbances and supply voltage changes. The machine parameters for the single cage induction machine under analysis are given in table I.

Reduced order model characteristics have been compared with their full order model. The characteristics obtained for full order model and reduced order model are almost equal. The computational time obtained for full order model and reduced order model using three numerical methods are also compared in table II. The algorithm presented in this paper introduces a considerable advantage in computational speed as indicated by comparative results given in the table II.
Figure 1: Flow chart of simulation algorithm

TABLE I. SPECIFICATION AND MACHINE PARAMETERS OF SINGLE CAGE INDUCTION MACHINE

<table>
<thead>
<tr>
<th>Machine parameters</th>
<th>P.U Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supply Voltage</td>
<td>200</td>
</tr>
<tr>
<td>Stator Resistance (R_s)</td>
<td>0.1742</td>
</tr>
<tr>
<td>Rotor Resistance (R_r)</td>
<td>0.0637</td>
</tr>
<tr>
<td>Self Inductance of stator winding (L_m)</td>
<td>1.754</td>
</tr>
</tbody>
</table>

TABLE II. COMPARISON OF COMPUTATIONAL TIME OBTAINED FOR FULL ORDER AND REDUCED ORDER MODELS IN THREE NUMERICAL METHODS USING MATLAB

<table>
<thead>
<tr>
<th>Model</th>
<th>Computation Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full order</td>
<td>491</td>
</tr>
<tr>
<td>Reduced order</td>
<td>282</td>
</tr>
<tr>
<td>Full order</td>
<td>545</td>
</tr>
<tr>
<td>Reduced order</td>
<td>312</td>
</tr>
<tr>
<td>Full order</td>
<td>402</td>
</tr>
<tr>
<td>Reduced order</td>
<td>235</td>
</tr>
</tbody>
</table>

Figure 2 (a)

Figure 2 (b)
VI. CONCLUSIONS

The reduced order model of single cage induction machine was validated by digital simulation and compared with the response of full order model using three numerical methods such as Runge-Kutta method, Trapezoidal method and Euler's method. The reduced order model is applied to a 2 HP, 1200 rpm, 6 pole, 60 Hz single cage induction machine and its performance characteristics is compared with the full order model. The performance characteristic of reduced order model is approximately same as full order model of single cage induction machine. The simulation time taken for full order and reduced order models are calculated using three numerical methods. The results show the saving of considerable amount of time in reduced order model as compared to full order model.

The numerical techniques, namely, Runge-Kutta method Trapezoidal method and Euler's method for solving the non-linear differential equation using MATLAB are used to integrate the differential equation and integration size is taken to be 0.002 second. The quantities selected for simulation are stator current, stator flux-linkages, rotor speed under no load and load conditions and supply voltage disturbances.

In this paper, the method of solution has been decided based on the physical fact of the speed build-up of the induction machine. This physical insight is a must because the speed build-up of induction machine is equivalent to flux-linkages build-up iterated with electromagnetic torque neglecting the stator flux transients in the full order model. This process governs the algorithm for solution of flux-linkages and speed. The reduced order model demonstrates the improvement of the processing time considerably.
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Abstract — Performance of a wireless link is evaluated with turbo coding in the presence of Rayleigh fading with single transmitting antenna and multiple receiving antenna. QAM modulator is considered with maximum likelihood decoding. Performance results show that there is a significant improvement in required signal to noise ratio (SNR) to achieve a given BER. It is found that the system attains a coding gain of 14.5 dB and 13 dB corresponding to two receiving antenna and four receiving antennas respectively over the corresponding uncoded system. Further, there is an improvement in SNR of 6.5 dB for four receiving antennas over two receiving antennas for the turbo coded system.
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I. INTRODUCTION

The increasing demand for high data rates in wireless communications due to emerging new technologies makes wireless communications an exciting and challenging field [1-2]. Turbo code is the most exciting and potentially important development in the coding theory which is capable of achieving near Shannon capacity performance [3-5]. Diversity technique can be applied to minimize the effect of fading in a wireless channel. Space time block coding is found to be an effective means to combat fading in a multipath propagation environment [6-7]. In [6-7], it is found that use of two transmit antenna and multiple receive antennas and space time block coding provides remarkable performance improvement. The use of space-time block coding with concatenating turbo product codes is also recently reported. Instead of using STBC, the performance of a wireless link may be improved by applying turbo coding in a SIMO configuration. In this paper, performance analysis of a wireless link with turbo coding in conjunction with multiple receiving antenna diversity is presented for a rayleigh fading channel with single input multiple output (SIMO) configuration. Performance result is presented in terms of bit error rate for multiple receiving antenna diversity schemes. Computer simulation is carried out to evaluate the performance result.

II. SYSTEM MODEL

The block diagram of the system under consideration is shown in Fig.1 and Fig. 2. The data is turbo encoded with frame size 1024, with the following generator matrix with code rate $\frac{1}{2}$ and

$$G(D) = \left[ \begin{array}{ccc}
1 & 1+D+D^3 & 1+D+D^2+D^3 \\
1+D^2+D^3 & 1+D^2+D^3
\end{array} \right]$$

modulated by a 64 QAM modulator before transmission. At the receiving end, signal is received by multiple receiving antennas. The detail block diagram of the combiner is shown in Fig.3.

If the symbol transmitted by transmit antenna is $s_1$, then the signal received by the receiving antennas can be written as:

$$r_1 = h_1s_1 + \eta_1$$

$$r_2 = h_2s_1 + \eta_2$$

$$\vdots$$

$$r_n = h_ns_1 + \eta_n$$

Where $h_1, h_2$ and $\eta_1, \ldots, \eta_n$ represent the channel coefficients and additive white noise for IF link.

The combiner combines received signals which are then sent to the maximum likelihood detector. If we consider two receiving antennas, then received signal $r_0$ and $r_1$ are fed to combiner and then combiner generates the following signal [6]:

$$s_1 = h_1^* r_1 + h_2^* r_2^*$$  \hspace{1cm} (1)

for more than two receive antenna then $r_0, r_1, r_2, r_3, \ldots, r_n$.
received signal are send to combiner and combiner generate the following signals [6]:

\[ s_1^* = h_1^* r_1 + h_2^* r_2 + h_3^* r_3 + h_4^* r_4 + \ldots + h_{n-1}^* r_{n-1} + h_n^* r_n \]  (2)

III. MAXIMUM LIKELIHOOD DECISION RULE

Maximum likelihood decoding of combined signal \( s_1^* \) can be achieved using the decision metric [7]

\[ \sum_{i=2,4,6,\ldots} \left( \left| r_{i-1} - h_{i-1} s_1^* \right|^2 + \left| r_i - h_i s_1^* \right|^2 \right) \]  (3)

Over all possible values of \( s_1 \).

We expand the above equation and delete the terms that are independent of the code words and observe that the above minimization is equivalent to minimizing [7]

The above can be rewrite:

\[ - \sum_{i=2,4,6,\ldots} \left[ r_{i-1}^* h_{i-1}^* s_1 + (r_i^*)^* h_i s_1 \right] + \left| s_1 \right|^2 \sum_{i=1}^n \left| h_i \right|^2 \]  (4)

Thus the minimization of (1) and in turn is equivalent to minimizing the decision metric [7]

\[ \left[ \sum_{i=2,4,6,\ldots} \left( r_{i-1}^* h_{i-1}^* + (r_i^*)^* h_i \right) \right] - \left| s_1 \right|^2 + \left[ -1 + \sum_{i=1}^n \left| h_i \right|^2 \right] \left| s_1 \right|^2 \]  (5)

for detecting \( s_1 \).
Output of the combiner is demodulated using a coherent demodulator. Decoding of the turbo coded bits are carried out following the MAP decoding algorithm.

IV. RESULT AND DISCUSSION

Computer simulation is carried out to find the bit error rate (BER) performance of a wireless transmission system with turbo coding with multiple receiving antennas. The results are evaluated for several combinations of tx and rx antennas with and without Turbo coding. The plots of BER as a function of SNR (E_s/N_0) are shown in fig.3. It is found that there is a significant improvement in required SNR for achieving a given BER with two receiving antenna compared to four receiving antennas of a turbo coded system. The coding gain is found to be 6.5 dB at BER $10^{-6}$ of a turbo coded system for two receiving antenna compared to four receiving antennas. There is also significant improvement with turbo code compared to the uncoded system. For two receiving antennas, the coding gain is found to be 14.5 dB and for four receiving antennas, the coding gain is found to be 13 dB at BER $10^{-6}$ over the uncoded system with same numbers of receiving antenna. Thus the effectiveness of turbo coding is more significant for higher number of receiving antenna.
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Abstract — This paper presents the design, implementation, and performance of a reliable multicast transport protocol (RMTP). RMTP is based on a hierarchical structure in which receivers are grouped into local regions or domains and in each domain there is a special receiver called a designated receiver (DR) which is responsible for sending acknowledgments periodically to the sender, for processing acknowledgment from receivers in its domain, and for retransmitting lost packets to the corresponding receivers. Since lost packets are recovered by local retransmissions as opposed to retransmissions from the original sender, end-to-end latency is significantly reduced, and the overall throughput is improved as well. Also, since only the DR’s send their acknowledgments to the sender, instead of all receivers sending their acknowledgments to the sender, a single acknowledgment is generated per local region, and this prevents acknowledgment implosion. Receivers in RMTP send their acknowledgments to the DR’s periodically, thereby simplifying error recovery. In addition, lost packets are recovered by selective repeat retransmissions, leading to improved throughput at the cost of minimal additional buffering at the receivers. This paper also describes the implementation of RMTP and its performance on the Internet.
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I. INTRODUCTION

MULTICASTING provides an efficient way of disseminating data from a sender to a group of receivers. Instead of sending a separate copy of the data to each individual receiver, the sender just sends a single copy to all the receivers. A multicast tree is set up in the network with the sender as the root node and the receivers as the leaf nodes. Data generated by the sender goes through the multicast tree, traversing each tree edge exactly once. However, distribution of data using the multicast tree in an unreliable network does not guarantee reliable delivery, which is the prime requirement for several important applications, such as distribution of software, financial information, electronic newspapers, billing records, and medical images. Reliable multicast is also necessary in distributed interactive simulation (DIS) environment, and in collaborative applications. Therefore, reliable multicasting is an important problem which needs to be addressed. Several papers have addressed the issue of multicast routing [1], but the design of a reliable multicast transport protocol in broadband packet-switched networks has only recently received attention [2]. Reliable multicast protocols are not new in the area of distributed and satellite broadcast systems [3]. However, most of these protocols apply to local area networks and do not scale well in wide area networks, mainly because the entities involved in the protocol need to exchange several control messages for coordination purposes. In addition, they do not address fundamental issues of flow control, congestion avoidance, end-to-end latency, and propagation delays which play a critical role in wide area networks. Several new distributed systems have been built for group communication recently, namely, Totem [10] and Transis [7]. Totem [10] provides reliable totally ordered multicasting of messages based on which more complex distributed applications can be built. Transis [7] builds the framework for fault tolerant distributed systems by providing mechanisms for merging components of a partitioned network that operate autonomously and later become reconnected.

Both these systems assume the existence of multiple senders and try to impose a total ordering on delivery of packets. However, the reliable multicast transport protocol in this paper has been designed to operate at a more fundamental level where the objective is to deliver packets in ordered lossless manner from a single sender to all receivers. In other words, our protocol can potentially be used by Totem to provide reliable total ordering in a wide area packet-switched network. Other transaction-based group communication semantics like atomic multicast, permanence, and serializability can also be built using our reliable multicast transport protocol. Multicasting is a very
multicasting. In fact, it is inherent in any reliable multicasting scheme.

We also use the principle of periodic sending of state information from the receivers to the transmitter to avoid complex error-recovery procedures. Finally we use a selective repeat retransmission scheme to achieve high throughput. In this paper, we describe our detailed experience with the design and implementation of reliable multicast transport protocol (RMTP).

Figure 1: Model of the network

/*The original work consisted of proposing three different multicast transport protocols, comparing them using simulation, and recommending one for reliable multicasting. In fact, the notion of local recovery using a designated receiver (DR) was proposed for the first time in the literature in [11]. The recommended protocol was implemented and its performance, measured on the Internet, was reported in [9]. In this paper, we have combined the ideas and results from [9] and [11] to present a comprehensive picture of our efforts in designing RMTP. RMTP is very general in the sense that it can be built on top of either virtual-circuit networks or datagram networks. The only service expected by the protocol from the underlying network is the establishment of a multicast tree from the sender to the receivers. However, resource reservation is not really necessary for the proper functioning of RMTP. The function of RMTP is to deliver packets from the sender to the receivers in sequence along the multicast tree, independent of how the tree is created and resources are allocated. For example, RMTP can be implemented over available bit rate (ABR) type service in ATM networks for reliable multicasting applications. In this paper, we have addressed the design issues for RMTP in the Internet environment. In particular, the notion of multilevel hierarchy using an internet-like advertisement mechanism is described, and issues related to row control and late-joining receivers in an ongoing multicast session are dealt with extensively. In addition, a detailed description of the implementation using MBone [19] technology in the Internet is also presented and performance measurements are included as well. Most of these ideas and results are taken from [27]. Rest of the paper is organized as follows. Section II discusses the network architecture and the assumptions made in the design of RMTP. Implementation of RMTP is presented in Section III, and its performance evaluation parameters on the Internet and its measurements are presented in Section IV followed by some conclusions.

II. RMTP

2.1 Network Architecture and Assumptions

Let the sender and receiver be connected to the backbone network through local access switches either directly or indirectly through access nodes (fig 2.1). The following are some assumptions made in the protocol design.

a) The receivers can be grouped into local regions [6] based on their proximity in the network. For example, if a hierarchical addressing scheme like E.164 (which is very similar to the current telephone numbering system) is assumed, and then receivers can be grouped into local regions based on area code in an internet protocol.

Network, receivers can be grouped into local regions by using the time-to-live (TTL) field of IP packets. More details on how the TTL field can be used are given in the next section.

b) A multicast tree rooted at the sender $S$ and spanning all the receivers, is set up at the network layer (ATM layer in the context of ATM networks). This is referred to as the global multicast tree in several parts of the paper to distinguish it from the local multicast tree which is a part of the global multicast tree. The global multicast tree is shown by solid lines in Fig 2. Receivers in the local region served by $L_i$ are denoted by $R_{i,j}$. Note that $L_i$ denotes the local access switch for the $i$th region and is not a receiver.
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c) RMTP is described in this paper as a protocol for point-to-multipoint reliable multicast. Multipoint-to-multipoint reliable multicast is possible if multicast trees are set up for each sender.

2.2 Design Overview

RMTP provides sequenced, lossless delivery of bulk data from one sender to a group of receivers. The sender ensures reliable delivery by selectively retransmitting lost packets in response to the retransmission request of the receivers[9]. If each receiver sends its status (ACK/NACK) all the way to the sender, it results in the throttling of the sender, which is the well-known ACK-implosion problem. In addition, if some receivers are located far away from the sender and the sender retransmits lost packets to these distant receivers, the end-to-end delay is significantly increased, and throughput is considerably reduced.

RMTP has been designed to alleviate the ACK-implosion problem by using a tree-based hierarchical approach. The key idea in RMTP is to group receivers into local regions and to use a DR as a representative of the local region. Although the sender multicasts every packet to all receivers using the global multicast tree, only the DR’s send their own status to the sender indicating which packets they have received and which packets they have not received. The receivers in a local region send their status to the corresponding DR. Note that a DR does not consolidate status messages of the receivers in its local region, but uses these status messages to perform local retransmissions to the receivers, reducing end-to-end delay significantly. Thus the sender sees only the DR’s and DR sees only the receivers in its local region. Processing of status messages is distributed among the sender and the DR’s, thereby avoiding the ACK-implosion problem.

In Fig. 2, receiver Ri1 is chosen as the DR for the group of Ri,j’s, in the local region served by Li. A local multicast tree, rooted at Ri1, is defined as the portion of the global multicast tree spanning the Ri,j’s in the local region served by Li. Local multicast trees are indicated by dashed lines in Fig. 2.

III. IMPLEMENTATION

3.1 RMTP Packet

The sender in RMTP divides the data to be transmitted into fixed-size data packets, with the exception of the last one. A data packet is identified by packet type DATA, while type DATA_EOF identifies the last data packet.

<table>
<thead>
<tr>
<th>Packet Types</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACK</td>
<td>ACK packet</td>
</tr>
<tr>
<td>ACK_TRUNC</td>
<td>ACK - immediate transmission req.</td>
</tr>
<tr>
<td>DATA</td>
<td>Data packet</td>
</tr>
<tr>
<td>DATA_EOF</td>
<td>Last data packet</td>
</tr>
<tr>
<td>RESET</td>
<td>Packet to terminate a connection</td>
</tr>
<tr>
<td>RTT_MEASURE</td>
<td>Packet to measure round-trip time</td>
</tr>
<tr>
<td>RTT_ACK</td>
<td>ACK to RTT_MEASURE packet</td>
</tr>
<tr>
<td>SND_ACK_TIME</td>
<td>Packet for selecting an AP</td>
</tr>
</tbody>
</table>

Table 1: RMTP Packet Types

The sender assigns each data packet a sequence number, starting from zero [5]. A receiver periodically sends ACK packets to the sender/DR. An ACK packet contains the lower end of receive window (L) and a fixed-length bit vector of receive window size indicating which packets are received and which packets are lost. Table 4.1 lists the packet types used in RMTP. Each of their functions will be described in the following subsections.

3.2 RMTP Connection

An RMTP connection is identified by a pair of endpoints: a source endpoint and a destination endpoint. The source endpoint consists of the sender’s network address and port number; the destination endpoint consists of the multicast group address and a port number. Each RMTP connection has a set of associated connection parameters (see Table 1). RMTP assumes that there is a Session Manager who is responsible for providing the sender and the receiver(s) with the associated connection parameters. RMTP uses default values for any connection parameter that is not explicitly given.

Once the Session Manager has provided the sender and receivers with the session information, receivers initialize the connection control block and remain in an unconnected state; the sender meanwhile starts transmitting data. On receiving a data packet from the sender, a receiver goes from the unconnected state to the connected state. In the
connected state, receivers emit ACK’s periodically, keeping the connection alive.

<table>
<thead>
<tr>
<th>Connection Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wc</td>
</tr>
<tr>
<td>Ws</td>
</tr>
<tr>
<td>TDelq</td>
</tr>
<tr>
<td>TProc</td>
</tr>
<tr>
<td>TR</td>
</tr>
<tr>
<td>TS</td>
</tr>
<tr>
<td>TDel</td>
</tr>
<tr>
<td>TC</td>
</tr>
<tr>
<td>Packet_Size</td>
</tr>
<tr>
<td>Cache_Size</td>
</tr>
<tr>
<td>CongAvProt</td>
</tr>
<tr>
<td>MCRT</td>
</tr>
</tbody>
</table>

Table 3.2: RMTP connection parameters

RMTP is designed based on the IP-multicast philosophy in which the sender does not explicitly know who the receivers are. Receivers may join or leave a multicast session without informing the sender [6]. Therefore the goal in RMTP is to provide reliable delivery to the current members of the multicast session. Since the sender does not keep an explicit list of receivers, termination of RMTP session is timer based. After the sender transmits the last data packet, it starts a timer that expires after Tdally. When the timer expires, the sender deletes all state information associated with the connection (i.e., it deletes the connection’s control block). Time interval Tdally is at least twice the lifetime of a packet on an internet. Any ACK from a receiver resets the timer to its initial value. A normal receiver deletes its connection control block and stops emitting ACK’s when it has correctly received all data packets. A DR behaves like a normal receiver except that it deletes its connection control block only after the Tdally timer expires.

Since the time period between the transmission of consecutive ACK’s from a receiver is much smaller than Tdally, the session Manager is not a part of RMTP transport protocol, but is used at the session layer to manage a given RMTP session.

Sender assumes that either all receivers have received every packet or something “exceptional” has happened. Possible exceptional situations include: network partition and receivers voluntarily or involuntarily leaving the multicast group [8]. RMTP assumes that the Session Manager is responsible for detecting such situations and taking necessary actions.

In addition to normal connection termination, RESET packets can be used to terminate connections. For example, when RMTP detects that the sending application has aborted before data transfer is complete, it uses RESET to inform all the receivers to close the connection.

3.3 RMTP Entities

RMTP has three main entities: 1) Sender, 2) Receiver, and 3) DR. A block diagram description of each of these entities is given in Fig. 3 we describe the major components of these entities below [6].

The Sender entity has a controller component called CONTROLLER, which decides whether the sender should be transmitting new packets (using the Tx component), retransmitting lost packets (using the RTx component), or sending messages advertising itself as an ACK Processor (AP) (using the AP A component and SEND ACK TOME message). There is another component called STATUS PROCESSOR, which processes ACK’s (status) from receivers and updates relevant data structures.

Also, note that there are several timer components: TSend, TRetx, and T Sap in the Sender entity, to inform the controller about whether the Tx component, the RTx component or the AP A component should be activated. Timer T Dally is used for terminating a connection.

<table>
<thead>
<tr>
<th>SENDER ENTITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>T_CONTROLLER</td>
</tr>
<tr>
<td>T_S</td>
</tr>
<tr>
<td>T_D</td>
</tr>
</tbody>
</table>

DESIGNATED RECEIVER ENTITY

<table>
<thead>
<tr>
<th>DESIGNATED RECEIVER ENTITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>DR_CONTROLLER</td>
</tr>
<tr>
<td>R.Tx</td>
</tr>
<tr>
<td>T_R</td>
</tr>
</tbody>
</table>

RECEIVER ENTITY

<table>
<thead>
<tr>
<th>RECEIVER ENTITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>R_CONTROLLER</td>
</tr>
<tr>
<td>R</td>
</tr>
<tr>
<td>T_ACK</td>
</tr>
</tbody>
</table>
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performed by the components of each entity are described next.

3.4. Transmission

RMTP sender (in particular, the Tx component of sender entity in Fig. 4) multicasts data packets at regular intervals defined by a configuration parameter Tsend. The number of packets transmitted during each interval normally depends on the space available in send window. The sender can at most transmit one full window of packets(Ws) during Tsend, thereby limiting the sender’s maximum transmission rate to $W_s \cdot \frac{packet\_size}{T_{send}}$. To set a multicast session’s maximum data transmission rate, the Session Manager simply sets the parameters $W_s$, $packet\_size/T_{send}$, and $T_{send}$ accordingly. However, during network congestion, the sender is further limited by the congestion window during the same Tsend interval.

3.5 Acknowledgments

RMTP receivers (in particular, the AS component of the receiver/DR entity in Fig. 4.2) send ACK packets periodically, indicating the status of receive window. Receivers use a bit vector of $Wr$ bits (size of receive window) to record the existence of correctly received packets stored in the buffer. As Fig. 4 illustrates, each bit corresponds to one packet slot in the receive buffer. Bit 1 indicates a packet slot contains a valid data packet. For example, Fig. 4 shows a receive window of eight packets: packets 16, 17, and 19 are received correctly and stored in the buffer [6]. When a receiver sends an ACK to its AP, it includes the left edge of the receive window and the bit vector. Note that the receiver delivers packets to the application in sequence. For example, if the receiver receives packet 15 from the sender and does not receive packet 18, it can deliver packets 15–17 to the application and advance L to 18.

3.6 Late Joining Receivers

Since RMTP allows receivers to join any time during an ongoing session, a receiver joining late will need to catch up with the rest. In addition, some receivers may temporarily fall behind because of various reasons such as network congestion or even network partition. There are two features in RMTP which together provide the functionality of allowing lagging receivers to catch up with the rest:

1) Immediate transmission request and
2) Data cache in the sender and the DR’s.

3.7 Immediate Transmission Request

When a receiver joins late, it receives packets being multicast by the sender at that time, and by looking at the sequence number of those packets, it can immediately find out that it has missed earlier packets.

At that instant, it uses an ACK TXNOW packet to request its AP for immediate transmission of earlier packets. An ACK TXNOW packet differs from an ACK packet only in the packet type field. When an AP receives an ACK TXNOW packet from a receiver R, it checks bit vector V and immediately transmits the missed packet(s) to R using unicast.

3.8 Data Cache

RMTP allows receivers to join an ongoing session at any time and still receive the entire data reliably. However, this flexibility does not come without a price. In order to provide this feature, the senders and the DR’s in RMTP need to buffer the entire file during the session. This allows receivers to request for the retransmission of any transmitted data from the corresponding AP. A two-level caching mechanism is used in RMTP. The most recent packets of data are cached in memory, and the rest are stored in disk.

3.9 Flow Control

A simple window-based flow control mechanism is not adequate in a reliable multicast transport protocol in the Internet environment. The main reason is that in the Internet multicast model, receivers can join or leave a multicast session without informing the sender. Thus a sender does not know who the receivers are at any instant during the lifetime of a multicast session [5].

Therefore if we want to design a transport-level protocol to ensure guaranteed delivery of data packets to all the current members of a multicast session, without explicitly knowing the members, a different technique for flow control is needed. Note that if RMTP used a simple window-based flow control mechanism, then the sender would have to know if all the DR’s in level 1 have received the packets before the window is advanced. However, the sender may not know how many level 1 DR’s are there, because the underlying multicast tree can change and either new DR’s may be added to the multicast tree dynamically or old DR’s may leave! Fail.

In order to deal with this situation, the sender operates in a cycle. The sender transmits a window full of new packets in the first cycle and in the beginning of the next cycle, it updates the send window and transmits as many new packets as there is room for in its send window. The window update is done as follows. Instead of making sure that each level 1 DR has received the packets, the sender makes sure that all the DR’s, that have sent status messages within a given interval of time, have successfully received the relevant packets before advancing the lower end of its send window. Note that
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the advancement of send window does not mean that the sender discards the packets outside the window. The packets are still kept in a cache to respond to retransmission requests. In addition, note that the sender never transmits more than a full window of packets during a fixed interval, thereby limiting the maximum transmission rate to $WS * Packet\_Size/Tsend$. This scheme of flow control can thus be referred to as rate-based windowed flow control.

### 3.10 Congestion Avoidance

RMTP provides mechanisms to avoid flooding an already congested network with new packets, without making the situation even worse. The scheme used in RMTP for detecting congestion is described below.

RMTP uses retransmission requests from receivers as an indication of possible network congestion [5]. The sender uses a congestion window $cong\_win$ to reduce data transmission rate when experiencing congestion. During $Tsend$, the sender computes the number of ACK’s, $N$, with retransmission request. If exceeds a threshold, $CONG\_tresh$, during $Tsend$, it sets $cong\_win$ to one. Since the sender always computes a usable send window as $Min(\text{avail}\_win, cong\_win)$, setting to one reduces data transmission rate to at most one data packet per $Tsend$ if $\text{avail}\_win$ is nonzero. If $N$ does not exceed $CONG\_tresh$ during $Tsend$, the sender increases $cong\_win$ by one until $cong\_win$ reaches $Ws$. The procedure of setting $cong\_win$ to one and linearly increasing $cong\_win$ is referred to as slow-start and is used in TCP implementation. The sender begins with a slow-start to wait for the ACK’s from far away receivers to arrive.

### 3.11 Choice Of Dr’s And Formation Of Local Regions

RMTP assumes that there is some information about the approximate location of receivers and based on that information, either some receivers or some servers are chosen as DR’s. Although specific machines are chosen to act as DR’s, the choice of an AP for a given local region is done dynamically. The basic idea is outlined below.

Each DR as well as the sender periodically sends a special packet, called the SEND ACK TOME packet, in which the time-to-live (TTL) field is set to a predetermined value (say 64), using the multicast tree down to each receiver. Thus, if there are several DR’s along a given path from the sender to a given receiver, the receiver will receive several SEND ACK TOME packets, one from each DR. However, since the TTL value of an IP datagram gets decremented by one at each hop of the network, the closer a DR is to a given receiver, the higher is the TTL value in the corresponding SEND ACK TOME packet. Therefore, if each receiver chooses the DR, whose SEND ACK TOME packet has the largest TTL value, it will have chosen the DR nearest to it in terms of number of hops. Effectively, a local region will be defined around each DR.

This approach gives us several benefits in terms of robustness and multiple levels of hierarchy. First of all, if the DR, selected by a set of receivers as their AP, fails, then the same set of receivers will choose the DR least upstream from the failed DR, as their new AP [6]. This is because SEND ACK TOME packets from the failed DR will no longer arrive at the receivers and the SEND ACK TOME packet from the DR least upstream from the failed DR will have the largest TTL value. This leads to the dynamic selection of AP for a given set of receivers.

### 3.12 Multilevel Hierarchy in RMTP

RMTP has been described earlier as a two-tier system in which the sender multicasts to all receivers and DR’s, and DR’s retransmit lost packets to the receivers in their respective local regions. However, the limitations of a two-level hierarchy are obvious in terms of scalability and a multilevel hierarchy is desirable. The objective of this section is to describe how a multilevel hierarchy is obtained in RMTP with the help of the DR’s sending SEND ACK TOME packets.

Recall that each DR periodically sends SEND ACK TOME packets along the multicast tree, and each receiver chooses the DR whose SEND ACK TOME packet has the largest TTL value. Moreover, note that each DR is also a receiver [5]. Therefore, if each DR ignores its own SEND ACK TOME packets, it will choose the DR least upstream from itself as its DR and will send its status messages to that DR during the multicast session. Fig. 5 illustrates the idea.

Effectively, if there are $n$ DR’s along a path from the sender to a group of receivers, and these DR’s are different hop counts away from the receivers in question, there will be $n$ local regions in an $n$-level hierarchy, such that the DR of the $n$th level will send its status to the DR in level $n-1$, a DR of level $n-1$ will send its status to the DR in level $n-2$, and so on, until the DR in level 1 sends its status to the sender (DR at level 0). That is, a DR at the ith level acts as a receiver for the i-ith level for all $i, i=n, n-1, 1$ where the zero level refers to the global multicast tree rooted at the sender.

Fig 5: Multilevel Hierarchy of DR’s.
IV. PERFORMANCE EVALUATION ROUTING METRICS

Routing table information used by switching software to select the best route. But how, specifically, are routing table built? What is the specific nature of the information that they content? How routing algorithms determine that one route is preferable to others?

Routing algorithms can use many different metrics to determine the best route. Sophisticated routing algorithms can base route selection on multiple metrics, combining them in single (hybrid) metric. All of the following metric has been used:

**Route Acquisition Time**

It is the time required to establish route(s) when requested and therefore is of good importance to on demand routing protocols.

**Packet Delivery Ratio**

The ratio of the data delivered to destination (i.e. throughput) to the data send out by the sources.

**Average End-To-End Delay**

The average time it takes for packet to reach the destination. It includes all possible delays in the source and each intermediate host, caused by routing discovery, queuing at the interface queue, transmission at the MAC layer, etc. Only successfully delivered packets are counted.

**Power Consumption**

It is the total consumed energy divided by the number of delivered packets. We measure the power consumption because it is one of the precious commodities in mobile communication.

**Protocol Load**

The routing load per unit data successfully delivered to the destination. The routing load is measure as the number of protocol messages transmitted hop wise (i.e. the transmission on each hop is counted once). A unit data can be a byte or packet.

**Percentage Out Of Order Delivery**

An external measure of connectionless routing performance of particular interest to transport your protocol such as TCP, which prefer in order delivery.

V. CONCLUSION

We have presented in this paper the complete design and implementation of RMTP and also provided performance measurements of the actual implementation on the internet. The main contribution of the design include reducing the acknowledgement traffic. The design also include extension of two-level hierarchy to multilevel hierarchy of DR’s in the Internet environment. It also includes the use of periodic status messages and the use of selective repeat retransmission mechanism to improve throughput.

The performance figure of RMTP implementation for the data transmission and calculation of parameters is also given in the paper.
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Abstract— The artificial neural networks (ANNs) have been applied to various hydrologic problems recently. This research demonstrates static neural approach by applying Modular feedforward neural network to rainfall-runoff modeling for the upper area of Wardha River in India. The model is developed by processing online data over time using static modular neural network modeling. Methodologies and techniques for four models are presented in this paper and a comparison of the short term runoff prediction results between them is also conducted. The prediction results of the Modular feedforward neural network with model two indicate a satisfactory performance in the three hours ahead of time prediction. The conclusions also indicate that Modular feedforward neural network with model two is more versatile than other and can be considered as an alternate and practical tool for predicting short term flood flow.
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I. INTRODUCTION

The main focus of this research is development of Artificial Neural Network (ANN) models for short term flood forecasting, determining the characteristics of different neural network models. Comparisons are made between the performances of different artificial neural network models of Modular feedforward neural network for optimal result.

The field engineers face the danger of very heavy flow of water through the gates to control the reservoir level by proper operation of gates to achieve the amount of water flowing over the spillway. This can be limited to maximum allowable flood and control flood downstream restricting river channel capacity so as to have safe florid levels in the river within the city limits on the downstream [21].

By keeping the water level in the dam at the optimum level in the monsoon the post monsoon replenishment can be conveniently stored between the full reservoir level and the permissible maximum water level. Flood estimation is very essential and plays a vital role in planning for flood regulation and protection measures.

The total runoff from catchment area depends upon various unknown parameters like Rainfall intensity, Duration of rainfall, Frequency of intense rainfall, Evaporation, Interception, Infiltration, Surface storage, Surface detention, Channel detention, Geological characteristics of drainage basin, Meteorological characteristics of basin, Geographical features of basin etc. Thus it is very difficult to predict runoff at the dam due to the nonlinear and unknown parameters.

In this context, the power of ANNs arises from the capability for constructing complicated indicators (nonlinear models). Among several artificial intelligence methods artificial neural networks (ANN) holds a vital role and even ASCE Task Committee Reports have accepted ANNs as an efficient forecasting and modeling tool of complex hydrologic systems[22].

Neural networks are widely regarded as a potentially effective approach for handling large amounts of dynamic, non-linear and noisy data, especially in situations where the underlying physical relationships are not fully understood. Neural networks are also particularly well suited to modeling systems on a real-time basis, and this could greatly benefit operational flood forecasting systems which aim to predict the flood hydrograph for purposes of flood warning and control[16].

Artificial neural network are applied for flood forecasting using different models.

Multilayer perceptrons (MLPs) are feedforward neural networks trained with the standard backpropagation algorithm. They are supervised networks so they require a desired response to be trained. They learn how to transform input data into a desired response, and widely used for modeling prediction problems [2].

Backpropagation computes the sensitivity of the output with respect to each weight in the network, and modifies each weight by a value that is proportional to the sensitivity.

Radial basis functions networks have a very strong mathematical foundation rooted in regularization theory for solving ill-conditioned problems. The mapping function of a radial basis function network, is built up of Gaussians rather than sigmoids as in MLP networks [7].

A subset of historical rainfall data from the Wardha River catchment in India was used to build neural network models for real time prediction. Telematic automatic rain
gauging stations are deployed at eight identified strategic locations which transmit the real time rainfall data on hourly basis. At the dam site the ANN model is developed to predict the runoff three hours ahead of time.

In this paper, we demonstrate four different models of Modular feedforward neural network (MFF) models for real time prediction of runoff at the dam and compare the effectiveness of these methods. As the name indicates, the modular feedforward networks are special cases of MLPs, such that layers are segmented into modules. This tends to create some structure within the topology, which will foster specialization of function in each sub-module.

At a time when global climatic change would seem to be increasing the risk of historically unprecedented changes in river regimes, it would appear to be appropriate that alternative representations for flood forecasting should be considered.

II. METHODOLOGY

In this study four methods are employed for rainfall-runoff modeling using Modular feedforward neural network model.

Of the entire learning algorithm, the error backpropagation method is the most widely used. Although this algorithm has been successful in many applications, it has disadvantages such as the long training time that can be inconvenient in practical and on-line applications. This necessitates the improvement of the basic algorithm or integration with other forms of network configurations such as modular networks studied here.

Figure 1. The Modular feedforward model I and II neural network

The modular architecture allows decomposition and assignment of tasks to several modules. Therefore, separate architectures can be developed to each solve a sub-task with the best possible architecture, and the individual modules or building blocks may be combined to form a comprehensive system. The modules decompose the problem into two or more subsystems that operate on inputs without communicating with each other. The input unites are mediated by an integrating unit that is not permitted to feed information back to the module (Jacobs, Jordan, Nowlan, and Hinton, 1991).

Four different models as shown in Figure 1 and Figure 2 are studied. We use two hidden layers, tanh activation function with 0.7 momentum and mean squared error of the cross validation set as stopping criteria which give the optimal results.

Figure 2. The Modular feedforward model III and IV neural network

Performance Measures:

The learning and generalization ability of the estimated NN model is assessed on the basis of important performance measures such as MSE (Mean Square Error), NMSE (Normalized Mean Square Error) and \( r \) (Correlation coefficient)

A. \( MSE \) (Mean Square Error):

The formula for the mean square error is:

\[
MSE = \frac{\sum_{j=1}^{P} \sum_{i=1}^{N} (d_{ij} - y_{ij})^2}{NP}
\]  

Where

- \( P \) = number of output PEs,
- \( N \) = number of exemplars in the data set,
- \( y_{ij} \) = network output for exemplar i at PE j,
- \( d_{ij} \) = desired output for exemplar i at PE j.
B. NMSE (Normalized Mean Square Error):

The normalized mean squared error is defined by the following formula:

\[
\text{NMSE} = \frac{P \cdot N \cdot \text{MSE}}{\sum_{i=0}^{N} \left( \sum_{j=0}^{N} d_{ij} \right)^2}
\]

Where

P = number of output processing elements,
N = number of exemplars in the data set,
MSE = mean square error,
\(d_{ij}\) = desired output for exemplar i at processing element j.

C. r (correlation coefficient):

The size of the mean square error (MSE) can be used to determine how well the network output fits the desired output, but it doesn't necessarily reflect whether the two sets of data move in the same direction. For instance, by simply scaling the network output, the MSE can be changed without changing the directionality of the data. The correlation coefficient (r) solves this problem. By definition, the correlation coefficient between a network output \(x\) and a desired output \(d\) is:

\[
r = \frac{\sum_{i=1}^{N} (x_i - \bar{x})(d_i - \bar{d})}{\sqrt{\sum_{i=1}^{N} (d_i - \bar{d})^2} \sqrt{\sum_{i=1}^{N} (x_i - \bar{x})^2}}
\]

where \(\bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i\) and \(\bar{d} = \frac{1}{N} \sum_{i=1}^{N} d_i\)

The correlation coefficient is confined to the range [-1, 1]. When \(r = 1\) there is a perfect positive linear correlation between \(x\) and \(d\), that is, they co-vary, which means that they vary by the same amount.

III. STUDY AREA AND DATA SET

The Upper Wardha catchment area lies directly in the path of depression movements which originates in the Bay of Bengal. When the low pressure area is formed in the Bay of Bengal and cyclone moves in North West directions, many times this catchment receives very heavy intense cyclonic precipitation for a day or two. Occurrence of such events have been observed in the months of August and September. Rainfall is so intense that immediately flash runoff, causing heavy flood has been very common feature in this catchment.

For such flashy type of catchment and wide variety in topography, runoff at dam is still complicated to predict. The conventional methods also display chaotic result. Thus ANN based model is built to predict the total runoff from rainfall in Upper Wardha catchment area for controlling water level of the dam.

In the initial reaches, near its origin catchment area is hilly and covered with forest. The latter portion of the river lies almost in plain with wide valleys.

The catchment area up to dam site is 4302 sq. km. At dam site the river has wide fan shaped catchment area which has large variation with respect to slope, soil and vegetation cover.

Data: Rainfall runoff data for this study is taken from the Wardha river catchment area which contains a mix of urban and rural land. The catchments is evenly distributed in eight zones based on the amount of rainfall and geographical survey. The model is developed using historical rainfall runoff data, provided by Upper Wardha Dam Division Amravati, department of irrigation Govt. of Maharashtra. Network is trained by rainfall information gathered from eight telemetric rain-gauge stations distributed evenly throughout the catchment area and runoff at the dam site.
Figure 4- The Wardha river catchment

The data is received at the central control room online through this system on hourly basis. The Upper Wardha dam reservoir operations are also fully automated. The amount of inflow, amount of discharge is also recorded on hourly basis. From the inflow and discharge data the cumulative inflow is calculated. The following features are identified for the modeling the neural network.

<table>
<thead>
<tr>
<th>TABLE I. THE PARAMETERS USED FOR TRAINING THE NETWORK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Month (M)</td>
</tr>
<tr>
<td>G1</td>
</tr>
</tbody>
</table>

- Month – The month of rainfall
- Rain1 to Rain8 – Eight rain gauging stations.
- Cum Inflow – Cumulative inflow in dam

Seven years of data on hourly basis from 2001 to 2007 is used. It has been found that major rain fall (90%) occurs in the month of June to October. Mostly all other months are dry hence data from five months. June to October is used to train the network.

IV. RESULT

The neural network structure is employed to learn the unknown characterization of the system from the dataset presented to it. The dataset is partitioned into three categories, namely training, cross validation and test. The idea behind this is that the estimated NN model should be tested against the dataset that was never presented to it before. This is necessary to ensure the generalization. An experiment is performed at least twenty five times with different random initializations of the connection weights in order to improve generalization.

The data set is divided in to training, testing and cross validation data and the network is trained for all models of Modular feedforward neural network model for 5000 epochs. Fig 5 to Fig 8 shows the plot of actual Vs predicted values for runoff for Modular feedforward neural network models.
The error found in the actual and predicted runoff at the dam site is plotted for all four models of M FF neural networks as shown in the Figure 9 to Figure 12.

After training the network the performance is studied and in the Table-2 to Table-5 the parameters and the performances of four different models of Modular feedforward neural network are listed.

**TABLE II.** M FF M-I NETWORK PERFORMANCE

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Performance- M-I</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.1547</td>
</tr>
<tr>
<td>NMSE</td>
<td>0.1436</td>
</tr>
<tr>
<td>Min Abs Error</td>
<td>0.0652</td>
</tr>
<tr>
<td>Max Abs Error</td>
<td>0.8193</td>
</tr>
<tr>
<td>r</td>
<td>0.4619</td>
</tr>
</tbody>
</table>
TABLE III. MFF M-II NETWORK PERFORMANCE

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Performance-M-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.0872</td>
</tr>
<tr>
<td>NMSE</td>
<td>0.0764</td>
</tr>
<tr>
<td>Min Abs Error</td>
<td>0.0246</td>
</tr>
<tr>
<td>Max Abs Error</td>
<td>0.4601</td>
</tr>
<tr>
<td>r</td>
<td>0.8106</td>
</tr>
</tbody>
</table>

TABLE IV. MFF M-III NETWORK PERFORMANCE

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Performance-M-III</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.0968</td>
</tr>
<tr>
<td>NMSE</td>
<td>0.1196</td>
</tr>
<tr>
<td>Min Abs Error</td>
<td>0.0342</td>
</tr>
<tr>
<td>Max Abs Error</td>
<td>0.6904</td>
</tr>
<tr>
<td>r</td>
<td>0.7342</td>
</tr>
</tbody>
</table>

TABLE V. MFF M-IV NETWORK PERFORMANCE

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Performance-M-IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.1068</td>
</tr>
<tr>
<td>NMSE</td>
<td>0.1263</td>
</tr>
<tr>
<td>Min Abs Error</td>
<td>0.0519</td>
</tr>
<tr>
<td>Max Abs Error</td>
<td>0.6036</td>
</tr>
<tr>
<td>r</td>
<td>0.6184</td>
</tr>
</tbody>
</table>

The parameters and performance for all four models of MFF model are compared on the performance scale and are listed in the Table 6 shown below. The comparative analysis of the MSE, NMSE and r (the correlation coefficient) is done.

TABLE VI. COMPARISON OF PERFORMANCE PARAMETERS

<table>
<thead>
<tr>
<th>Module</th>
<th>M-I</th>
<th>M-II</th>
<th>M-III</th>
<th>M-IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>MSE</td>
<td>NMSE</td>
<td>Min Abs Error</td>
<td>Max Abs Error</td>
</tr>
<tr>
<td>M-I</td>
<td>0.1547</td>
<td>0.0872</td>
<td>0.0246</td>
<td>0.8106</td>
</tr>
<tr>
<td>M-II</td>
<td>0.1436</td>
<td>0.0764</td>
<td>0.0342</td>
<td>0.7342</td>
</tr>
<tr>
<td>M-III</td>
<td>0.0652</td>
<td>0.0792</td>
<td>0.0342</td>
<td>0.6904</td>
</tr>
<tr>
<td>M-IV</td>
<td>0.8193</td>
<td>0.1196</td>
<td>0.0519</td>
<td>0.7342</td>
</tr>
</tbody>
</table>

The main advantage of MFF is that in contrast to the MLP, modular feedforward networks do not have full interconnectivity between the layers. Therefore, a smaller number of weights are required for the same size network (the same number of PEs). This tends to speed the training and reduce the number of examples needed to train the network to the same degree of accuracy.

V. CONCLUSION

An ANN-based short-term runoff forecasting system is developed in this work. A comparison between four different models of Modular feedforward neural network model is made to investigate the performance of four distinct approaches. We find that Modular feedforward neural network with model-II approach is more versatile than others. Modular feedforward neural network with module-II is performing better as compared to other approaches studied as far as the overall performance is concerned for forecasting runoff for 3 hrs lead time. Other models of Modular feedforward neural network are also performing optimally. Which means that static model of Modular feedforward neural network with model-II is powerful tool for short term runoff forecasting for Wardha River basin.
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Abstract—Identification of masked objects especially in detection of landmines is always a difficult problem due to environmental inference. Here, segmentation phase is highly concentrated by performing an initial spatial segmentation to achieve a minimal number of segmented regions while preserving the homogeneity criteria of each region. This paper aims in evaluating similarities based segmentation methods to compose the partition of objects in Infra-Red images. The output is a set of non-overlapping homogeneous regions that compose the pixels of the image. These extracted regions are used as the initial data structure in feature extraction process. Experimental results conclude that h-maxima transformation provides better results for landmine detection by taking the advantage of the threshold. The relative performance of different conventional methods and proposed method are evaluated and compared using the Global Consistency Error and Structural Content. It proves that h-maxima gives significant results that definitely facilitate the landmine classification system more effectively.
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I. INTRODUCTION

The signature of buried land mine in IR images varies significantly depending on external parameters such as weather, soil moisture, solar radiation, burial depth, and time[7]. By literature [Oscar González Merino] [11] the working of many image-based landmine detection algorithms, it is concluded that the fundamental challenges arise from the fact that the mean spectral signatures of disturbed soil areas that indicate mine presence are nearly always very similar to the signatures of mixed background pixels that naturally occur in heterogeneous scenes composed of various types of soil and vegetation [1][12]. Mine detection using infrared techniques is primarily based on exploiting temperature differences between pixels on the mines and background pixels [2]. Thus, there is always a need for robust algorithm that has the capability to analyze the pattern of distribution of the pixels to separate pixels of the mines from background pixels. Here the segmentation methods are evaluated with performance metrics [3]. Experimental results show that h-maxima transformation is more adoptable for IR target images. The paper is organized as follows: Section 2 deals with the need for pixel based segmentation for IR images. Section 3 converses the comparison of segmentation methods and the subjective assessment of the approach Section 4 explores the performance evaluation of the methods. The paper ends with observations on future work and some conclusions.

II. PRELIMINARIES OF SEGMENTATION

There are many unsupervised and supervised segmentation algorithms [6]. They only use low-level features, e.g. intensity and texture, to generate homogeneous patches from an input image. Four categories for segmentation are: histogram shape based methods, where, for example, the peaks, valleys and curvatures of the smoothed histogram[4]. Clustering based methods, where the gray level samples are clustered in two parts as background and foreground (object), or alternatively are modeled as a mixture of two Gaussians. Entropy based methods results in algorithms that use the entropy of the foreground and background regions, the cross entropy between the original and binarized image, etc. Object attribute-based methods search a measure of similarity between the gray level and the binarized images, such as fuzzy shape similarity, edge coincide, etc. This paper quantifies the segmentation methods based on the similarities of the pixels including the intensity and the object structure.

III. SIMILARITIES BASED SEGMENTATION TECHNIQUES

Segmentation is a pre-process which partitioned image into unique multiple regions, where region is set of pixels. Mathematically segmentation can be defined as follows:

If \( I \) is set of all image pixels, then by applying segmentation we get different unique regions like \( \{ S_1, S_2, S_3, \ldots, S_n \} \) which when combined formed ‘I’. Basic formulation is as follows:

(a) \( \bigcup_{i=1}^{n} S_i = I \) where \( S_i \cap S_j = \emptyset \)
(b) \( S_i \) is a connected region, \( i=1, 2, \ldots, n \).
(c) \( P(S_i) = \text{TRUE} \) for \( i=1, 2, \ldots, n \).
(d) \( P(S_i \cup S_j) = \text{FALSE} \) for \( i \neq j \).
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Where \( P(S_i) \) is a logical predicate defined over the points in set \( S_i \).

Condition (a) indicates that segmentation must be complete, every pixel in the image must be covered by segmented regions. Segmented regions must be disjoint. Condition (b) requires that points in a region be connected in some predefined sense like 4- or 8-connected. Condition (c) deals, the properties must be satisfied by the pixels in a segmented region - e.g. \( P(S_j) = \text{TRUE} \), if all pixels in \( S_i \) have the same gray level. Last condition (d) indicates that adjacent regions \( S_i \) and \( S_j \) are different in the sense of predicate \( P \).

Ever in image processing research there is no common solution to the segmentation problem [6]. One of the main reasons of segmentation algorithms is to precisely segment the image without under or over segmentation. Almost all image segmentation techniques proposed so far are ad hoc in nature. These below are the following approaches of image segmentation taken in this paper and demonstrated with IR images. Given below in fig 1 is the approach taken for image segmentation for IR images.

![Figure 1: Schematic representation of proposed algorithm for identification of landmine](http://ijacsa.thesai.org)

**A. H-maxima algorithm**

Every IR image taken has been implemented with morphological reconstruction, extended maxima transformation using thresholding[10]. The extended maxima transformation is the regional maxima computation of the corresponding h-maxima transformation. As a result, it produces a binary image. A connected-component labeling operation is performed in order to evaluate the characteristics and the location of every object. As a second object reduction step, objects not located within a region of another object, are also discarded, since mine objects are not typically clustered. The region of interest (ie) the target is got by connected component segmentation in which the relevant pixels of the object will be grouped and extended [8]. The extended-maxima transform computes the regional maxima of the H-maxima transform. Here H refers to nonnegative scalar. Regional maxima are connected components of pixels with a constant intensity value, and whose external boundary pixels will have a lower value.

**B. Kmeans algorithm**

Here K means is used as a two phase iterative algorithm[9] to minimize the sum of point-to-centroid distances, summed over all k clusters. The first phase uses every iteration that consists of reassigning points to their nearest cluster centroid. The second phase uses points that are individually reassigned. Arbitrarily choose \( k \) data points to act as cluster centers. Until the cluster centers are unchanged following are the steps carried out: Allocate each data -point to cluster whose center is nearest. Replace the cluster centers with the mean of the elements in their clusters end. Clustering in attribute space can lead to unconnected regions in image space (but this may be useful for handling occlusions).K means image representation groups all feature vectors from all images into \( K \) clusters and provides a cluster id for every region of image that represents the salient properties of the region. K means is fast iterative and leads to a local minimum. It looks for unusual reduction in variance. This iterative algorithm has two steps:

**Assignment step:** Assign each observation to the cluster with the closest mean

\[
S_{ij}^{(t)} = \{X_j : \|X_j - m_{ij}^{(t)}\| \leq \|X_j - m_i^{(t)}\| \}
\]

**Update step:** Calculate the new means to be centroid of the observations in the cluster

\[
m_{ij}^{(t+1)} = \frac{1}{\left|S_{ij}^{(t)}\right|} \sum_{x_j \in S_{ij}^{(t)}} X_j
\]
Where \( \pi_k \) is the prior probability of class \( \lambda_k \) with
\[
\sum_{k=1}^{n} \pi_k = 1, \quad \text{and } \mu_k, \sigma_k \text{ are the mean and variance of the}
\]
Gaussian distribution of the intensity. Intensity distribution inside the region \( \Omega \) is in Eq below
\[
P_{in}(u) = \sum_{k \mid \lambda_k \in \Omega} \pi_k P(u \mid \lambda_k, \mu_k, \sigma_k)
\]
And the intensity distribution of the outside region \( \Omega \), \( P_{out} \), can be obtained in a similar way. Normally for pixel \( x \) on region boundaries with \( u = I(x) \),
\[
P_{out}(I(x)) - P_{in}(I(x)) = 0
\]
Threshold Intensity Distribution is a significant aspect in assigning an individual region around an image[4]. Uneven distribution may lead to assignment of two or more regions to an individual pixel. This method reduces processing time by performing gray-level based segmentation that extracts regions of uniform intensity. Subsequently, it is also possible to estimate motion for the regions. It also reduces the computational load, and the region-based estimator gives robustness to noise and changes of illumination. The segmentation of the reference image is designed to group pixels of similar gray-levels. In intensity distribution, \( B(i,j) \) is a binary image (pixel are either 0 or 1) created by thresholding \( F(i,j) \)
\[
B(i,j) = 1 \text{ if } F(i,j) < t
\]
\[
B(i,j) = 0 \text{ if } F(I,j) >= t
\]
It is assumed that the 1’s are the object pixels and the 0’s are the background pixels.

The Histogram (h) - gray level frequency distribution of the gray level image \( F \).
\[
h_F(g) = \text{number of pixels in } F \text{ whose gray level is } g
\]
\[
H_F(g) = \text{number of pixels in } F \text{ whose gray level is } <=g
\]
This method is a probabilistic method that makes parametric assumptions about object and background intensity distributions and then derives “optimal” thresholds.

**D. Boundary based algorithm**

Here the strategy is to consider each control point in turn and move it to the pixel; in its local neighbourhood which gives us the minimum. For a closed boundary it could make the initial estimate surround the object of interest, and add in another term to the objective function to penalize the total length. A difficulty with this type of strategy is the control points. This method traces the exterior boundaries of objects, as well as boundaries of holes inside these objects, in the binary image. A binary image is considered in which the nonzero pixels belong to an object and 0 pixels constitute the background.

Rules that are worked out to guide the process of true corner point localization.
(i) Select those boundary points which bear significantly large cornerity index by eliminating the boundary points which lie on straight line segments bearing negligibly small cornerity index value.
(ii) Since all points on a smooth curve segment are in general associated with almost same cornerity index, and actual corner points bear cornerity index larger than that of their neighbors, it is suggested to select the set of connected points such that the variations in their cornerity indices are considerably large. This rule helps in selecting only the set of points with in the vicinity of actual corner points by eliminating the points on smooth curve segments.
(iii) Select the points which bear local maximum cornerity index as true corner points. It could be noticed that these rules do not require any priori knowledge in locating true corner points.

Thus, the expected point corresponding to a corner point will have a larger shift when compared to other points on the boundary curve. Therefore, the cornerity index of \( p_i \) is defined to be the Euclidean distance \( d \) between the points \( p_i \) and its expected point \( p_{ie} \) and is given by
\[
d = \sqrt{(x_i - x_{ie})^2 + (y_i - y_{ie})^2}
\]
The cornerity index indicates the prominence of a corner point. The larger the value of the cornerity index of a boundary point, the stronger is the evidence that the boundary point is a corner.
IV. Performance Evaluation

The qualitative and quantitative assessment of segmentation results is carried out here for choosing the appropriate approach for a given segmentation task. Similar to the segmentation theory itself, there is no established standard procedure for the evaluation of its results. For this reason evaluation is done using empirical discrepancy method using the relative ultimate measurement accuracy. Global Consistency Error and Structural Content used as the evaluation parameters to control the segmentation process and dynamically a good number of regions are chosen based on local minima in the segmentation evaluation measure[5]. The uniqueness of each parameter takes the advantage and disadvantages of IR images.

Global Consistency Error (GCE) forces all local refinements to be in the same direction and is defined as:

\[
GCE(S,S') = \frac{1}{N} \min \left\{ \sum LRE(S,S',x_j), \sum LRE(S',S,x_j) \right\} \tag{3}
\]

A structural content is used to find mask structural defects and noise, but are prone to periodic artifacts. This examines to classify image regions hierarchically based on the level of structural content.

\[
SC = \sum_{j=1}^{M} \sum_{k=1}^{N} x_{j,k}^2 / \sum_{j=1}^{M} \sum_{k=1}^{N} x_{j,k}^2 \tag{4}
\]

Structural content of a segmented image is calculated by summation of the original image by the division of the segmented image.

Figure 2: Visual assessment of the segmentation methods

Figure 3: Comparison based on Global Consistency Error

Figure 4: Comparison based on structural content
From the above figures 3, 4 the objective evaluation also states that h maxima transform is the desirable method for landmine detection. The Global consistency error rate should always be low and it is the same for the proposed method in comparatively to the conventional methods. The structural content is high for h-maxima which state that the originality of the object and its information remains the same after the segmentation process.

V. CONCLUSION

The method described in this paper provides a relatively simple, extremely fast, and robust method for displaying and performing automatic target identification phase. The result of image segmentation is a set of segments that collectively cover the entire image, or a set of contours extracted from the image. Each of the pixels in a region is similar with respect to some characteristic or computed property, such as color, intensity, or texture. Adjacent regions are significantly different with respect to the same characteristic(s). From this paper it is concluded that h-maxima is very useful in IR image evaluation but that it should probably restrict studies to similar images and similar processing. Simulations are carried out which demonstrates the proposed method is able to successfully localize landmine objects from different sets of real IR images. Nevertheless, this scheme has some limitations because it is not automatic as different parameters have to be adjusted manually. Future work should incorporate the use of high-level image analysis methods for the identification of the true mine objects among the set of the detected mine cues.
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Abstract—In this paper an attempt has been made to develop a decision tree classification algorithm for remotely sensed satellite data using the separability matrix of the spectral distributions of probable classes in respective bands. The spectral distance between any two classes is calculated from the difference between the minimum spectral value of a class and maximum spectral value of its preceding class for a particular band. The decision tree is then constructed by recursively partitioning the spectral distribution in a Top-Down manner. Using the separability matrix, a threshold and a bandwidth will be chosen in order to partition the training set in an optimal manner. The classified image is compared with the image classified by using classical method Maximum Likelihood Classifier (MLC). The overall accuracy was found to be 98% using the Decision Tree method and 95% using the Maximum Likelihood method with kappa values 97% and 94% respectively.
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I. INTRODUCTION

Image classification is one of the primary tasks in geocomputation, that being used to categorize for further analysis such as land management, potential mapping, forecast analysis and soil assessment etc. Image classification is method by which labels or class identifiers are attached to individual pixels on basis of their characteristics. These characteristics are generally measurements of their spectral response in various bands. Traditionally, classification tasks are based on statistical methodologies such as Minimum Distance-to-Mean (MDM), Maximum Likelihood Classification (MLC) and Linear Discrimination Analysis (LDA). These classifiers are generally characterized by having an explicit underlying probability model, which provides a probability of being in each class rather than simply a classification. The performance of this type of classifier depends on how well the data match the predefined model. If the data are complex in structure, then to model the data in an appropriate way can become a real problem.

In order to overcome this problem, non-parametric classification techniques such as Artificial Neural Network (ANN) and Rule-based classifiers are increasingly being used. Decision Tree classifiers have, however, not been used widely by the remote sensing community for land use classification despite their non-parametric nature and their attractive properties of simplicity, flexibility, and computational efficiency [1] in handling the non-normal, non-homogeneous and noisy data, as well as non-linear relations between features and classes, missing values, and both numeric and categorical inputs [2].

In this paper, an attempt has been made to develop a decision tree classification algorithm specifically for the classification of remotely sensed satellite data using the separability matrix of spectral distributions of probable classes. The computational efficiency is measured in terms of computational complexity measure. The proposed algorithm is coded in Visual C++ 6.0 language to develop user-friendly software for decision tree classification that requires a bitmap image of the area of interest as the basic input. For the classification of the image, the training sets are chosen for different classes and accordingly spectral separability matrix is obtained. To evaluate the accuracy of proposed method, a confusion matrix analysis was employed and kappa coefficient along with errors of omission and commission were also determined. Lastly, the classified image is compared with the image classified by using classical method MLC.

II. RELATED WORK

The idea of using decision trees to identify and classify objects was first reported by Hunt et al. [3]. Morgan and Sonquist [4] developed the AID (Automatic Interaction Detection) program followed by the THAID developed by Morgan and Messenger [5]. Breiman et al. [6] proposed the CART (Classification and Regression Trees) to solve classification problems. Quinlan [7] developed a decision tree software package called ID3 (Induction of Decision Tree) based on the recursive partitioning greedy algorithm and information theory, followed by the improved version C4.5 addressed in [2]. Buntine [8] developed IND package using the standard algorithms from Brieman’s CART and Quinlan’s ID3 and C4. It also introduces the use of Bayesian and minimum length encoding methods for growing trees and graphs. Sreerama Murthy [9] reported the decision tree package OC1
(Oblique Classifier 1) which is designed for applications where instances have numeric continuous feature values. Friedl and Brodley [10] have used decision tree classification method to classify land cover using univariate, multivariate and hybrid decision tree as the base classifier and found that hybrid decision tree outperform the other two. Mahesh Pal and Paul M. Mather [11], [12] have suggested boosting techniques for the base classifier to classify remotely sensed data to improve the overall accuracy. Min Xu et al. [13] have suggested decision tree regression approach to determine class proportion within the pixels so as to produce soft classification for remote sensing data. Michael Zambon et al. [14] have used rule based classification using CTA (Classification Tree Analysis) for classifying remotely sensed data and they have found that Gini and class probability splitting rules performs well compared to towing and entropy splitting rules. Mahesh pal [15] have suggested ensemble approaches that includes boosting, bagging, DECORATE and random subspace with univariate decision tree as the base classifier and found that later three approaches works even well compared to boosting. Mingxiang Huang et al. [16] have suggested Genetic Algorithm (GA) based decision tree classifier for remote sensing data SPOT – 5 and found that GA-based decision tree classifier outperform all the classical classification method used in Remote sensing. Xingping Wen et al. [17] have used CART (Classification and Regression Trees) and C5.0 decision tree algorithms for remotely sensed data. Abdelhamid A. Elmaggar and Jay S. Noller [18] have also found that decision tree analysis is a promising approach for mapping soil salinity in more productive and accurate ways compared to classical classification approach.

III. DECISION TREE APPROACH

A decision tree is defined as a connected, acyclic, undirected graph, with a root node, zero or more internal nodes (all nodes except the root and the leaves), and one or more leaf nodes (terminal nodes with no children), which will be termed as an ordered tree if the children of each node are ordered (normally from left to right) (Coreman et al. [19]). A tree is termed as univariate, if it splits the node using a single attribute or a multivariate, if it uses several attributes. A binary tree is an ordered tree such that each child of a node is distinguished either as a left child or a right child and no node has more than one left child or more than one right child. For a binary decision tree, the root node and all internal nodes have two child nodes. All non-terminal nodes contain splits.

A Decision Tree is built from a training set, which consists of objects, each of which is completely described by a set of attributes and a class label. Attributes are a collection of properties containing all the information about one object. Unlike class, each attribute may have either ordered (integer or a real value) or unordered values (Boolean value).

Several methods (Breiman et.al [6], Quinlan [2] and [7]) have been proposed to construct decision trees. These algorithms generally use the recursive-partitioning algorithm, and its input requires a set of training examples, a splitting rule, and a stopping rule. Partitioning of the tree is determined by the splitting rule and the stopping rule determines if the examples in the training set can be split further. If a split is still possible, the examples in the training set are divided into subsets by performing a set of statistical tests defined by the splitting rule. The test that results in the best split is selected and applied to the training set, which divides the training set into subsets. This procedure is recursively repeated for each subset until no more splitting is possible.

Stopping rules vary from application to application but multiple stopping rules can be used across different applications. One stopping rule is to test for the purity of a node. For instance, if all the examples in the training set in a node belong to the same class, the node is considered to be pure (Breiman et.al [6]) and no more splitting is performed. Another stopping rule is by looking at the depth of the node, defined by the length of the path from the root to that node (Aho et.al. [20]). If the splitting of the current node will produce a tree with a depth greater than a pre-defined threshold, no more splitting is allowed. Another common stopping rule is the example size. If the number of examples at a node is below a certain threshold, then splitting is not allowed. Four widely used splitting rules that segregates data includes: gini, twoing, entropy and class probability. The gini index is defined as:

\[ gini(t) = \sum p_i (1 - p_i) \]  

where \( p_i \) is the relative frequency of class \( i \) at node \( t \), and node \( t \) represents any node (parent or child) at which a given split of the data is performed (Apte and Weiss [21]). The gini splitting rule attempts to find the largest homogeneous category within the dataset and isolate it from the remainder of the data. Subsequent nodes are then segregated in the same manner until further divisions are not possible. An alternative measure of node impurity is the towing index:

\[ twoing(t) = \frac{L R}{4} \left( \sum [p_L^i - p_R^i] \right)^2 \]

where \( L \) and \( R \) refer to the left and right sides of a given split respectively, and \( p^i_L \) is the relative frequency of class \( i \) at node \( t \) (Breiman [22]). Twoing attempts to segregate data more evenly than the gini rule, separating whole groups of data and identifying groups that make up 50 percent of the remaining data at each successive node. Entropy is a measure of homogeneity of a node and is defined as:

\[ entropy(t) = -\sum p_i \log p_i \]

where \( p_i \) is the relative frequency of class \( i \) at node \( t \) (Apte and Weiss [21]). The entropy rule attempts to identify splits where as many groups as possible are divided as precisely as possible and forms groups by minimizing the within group diversity (De’ath and Fabricius [23]). Class probability is also based on the gini equation but the results are focused on the probability structure of the tree rather than the classification structure or prediction success. The rule attempts to segregate the data
based on probabilities of response and uses class probability trees to perform class assignment (Venables and Ripley [24]).

From the above discussions, it is evident that a decision tree can be used to classify a pixel by starting at the root of the tree and moving through it until a leaf is encountered. At each non-leaf decision node, the outcome for the test at the node is determined and attention shifts to the root of the sub-tree corresponding to this outcome. This process proceeds until a leaf is encountered. The class that is associated with the leaf is the output of the tree. A class is one of the categories, to which pixels are to be assigned at each leaf node. The number of classes is finite and their values must be established beforehand. The class values must be discrete. A tree misclassifies a pixel if the class label output by the tree does not match the class label. The proportion of pixels correctly classified by the tree is called accuracy and the proportion of pixels incorrectly classified by the tree is called error (Coreman et.al., 1989).

IV. THE PROPOSED CRITERIA
To construct a classification tree, it is assumed that spectral distributions of each class are available. The decision tree is then constructed by recursively partitioning the spectral distribution into purer, more homogeneous subsets on the basis of the tests applied to feature values at each node of the tree, by employing a recursive divide and conquer strategy. This approach to decision tree construction thus corresponds to a top-down greedy algorithm that makes locally optimal decisions at each node. Steps involved in this process can be summarized as below:

- Optimal band selection: By using the separability matrix, a threshold and band is chosen in order to partition the training set in an optimal manner.
- Based on a partitioning strategy, the current training set is divided into two training subsets by taking into account the values of the threshold.
- When the stopping criterion is satisfied, the training subset is declared as a leaf.

The separability matrices are obtained in the respective bands, by calculating the spectral distance between pairs of classes in row and column. The spectral distance between any two classes is calculated from the difference between the minimum spectral value of a class and maximum spectral value of its preceding class for a particular band. More the spectral distance, maximum is the separability. For spectral distance less than zero there will be overlapping between classes.

A. Splitting Criteria
An attempt has been made to define splitting rules by calculating the separability matrix to split the given set of classes into two subsets where the separability is maximum or the amount of spectral overlapping is minimum between two subsets. That is, the split group together a number of classes that are similar in some characteristic near the top of the tree and isolate single class in the bottom of the tree. First the spectral classes are arranged in ascending order based on the value of their midpoints. Lower the value of the midpoint lowers the class orders. Here the midpoint of a class is calculated by (Min+ Max)/2. This will result in reduction of the matrix computation/memory allocation, wherein only the upper diagonal elements are to be considered for finding the threshold. The threshold value is calculated, as the midpoint between the spectral distributions of the classes in the band where, the separability is maximum or overlapping is minimum. Once the split is found, this is used to find the subsets at each node.

B. Determining the Terminal Node or Stopping Criteria
When a subset of classes becomes pure, create a node and label it by the class number of the pure subset having only one class. If a subset having more than one class, apply the splitting criteria till it becomes purer.

V. THE PROPOSED ALGORITHM
Notations and Assumptions:

- $S$ – the set of spectral distributions of all classes with class label.
- $n$ – the number of classes.
- $K$ – the number of bands.
- $M_k = \{m_{ij}\}_{1 \leq i \leq n, 1 \leq j \leq n}$ – the separability matrix in band $k$.
- $C_{kl}^i$ – the range minimum of the spectral distribution in band $k$ for the class $l$.
- $C_{kl}^j$ – the range maximum of the spectral distribution in band $k$ for the class $l$.

Initialize the root by all the classes.

\[
\text{DTree}(N, S, n)
\]

Step 1: For each band $1 \leq k \leq K$, sort the spectral distributions with respect to the midpoint.

If $n \leq 2$ and overlapping, then construct the tree as in special case.

else

goto step2.

Step 2:

\[
\begin{align*}
F & \text{or } 1 \leq k \leq K, 1 \leq i \leq n, 1 \leq j \leq n \\
M_k = \{m_{ij}\} = \begin{cases} 
0, & \text{if } i = j \\
C_{kl}^i - C_{kl}^j, & \text{otherwise}
\end{cases}
\end{align*}
\]

Step 3: Find the threshold value, which will divide the set of classes $S$ into two subsets of classes, say $S_a$ and $S_b$, such that the separability between a pair of classes is maximum. The procedure is as follows.

Case 1: In all the $K$ matrices, consider only the rows having all the elements to the right of the diagonal element are positive. If no such row exists in all the matrices go to case 2.
Find the minimum element from each such row. Find a maximum from all such minimum elements. Let this element be $m^b_{rc}$ which is at the $r^{th}$ row and $c^{th}$ column of the matrix $M_b$. That is,

$$\text{If } \exists b, r, c \text{ such that } m^b_{rc} = \max \left\{ \max_{1 \leq k \leq K} \left\{ \min_{1 \leq i < n} \left\{ m^k_{ij} / m^k_{ij} \geq 0 \text{ for all } j \right\} \right\} \right\}$$

then the split is in between the classes represented by the row(r) and column(c) in band b.

$$\text{Threshold}(T) = \frac{1}{2} \left[ \begin{array}{c}
\text{range maximum of the class} \\
\text{distribution represented by the row in band b} \\
\text{range minimum of the class} \\
\text{distribution represented by the column in band b}
\end{array} \right]$$

$$= \frac{1}{2} \left\{ \frac{2}{C_{br}} + C_{bc} \right\}$$

BAND = b, go to step 4.

Case 2: In all K matrices, consider only the rows having at least one positive element. Find the minimum element from each such row. Find a maximum from all such minimum elements. Let this element be $m^b_{rc}$ which is at the $r^{th}$ row and $c^{th}$ column of the matrix $M_b$. That is,

$$\text{If } \exists b, r, c \text{ such that } m^b_{rc} = \max \left\{ \max_{1 \leq k \leq K} \left\{ \min_{1 \leq i \leq n} \left\{ m^k_{ij} / m^k_{ij} \geq 0 \text{ for all } j \right\} \right\} \right\}$$

then the split is in between the classes represented by the row(r) and column(c) in band b. Find the threshold (T=T2) as in case 1. Let BAND=BAND2=b.

Check whether the threshold T lies in any of the spectral range in the band b, except for the class distributions represented by r and c.

If yes, compute $\min \left\{ \left| T - C^1_{bi} \right|, \left| T - C^2_{bi} \right| \right\}$ for each class i , $i \neq r$ and $i \neq c$, such that $T \in (C^1_{bi} , C^2_{bi})$. Find a maximum of all such minima. Call it as EF2 and then go to case 3.

i) If no, go to step 4.

Case 3: From all the upper triangular elements of all K matrices, find the minimum negative element; say $m^b_{rc}$ which is at the $r^{th}$ row and $c^{th}$ column of the matrix $M_b$.

That is, $\exists b, r, c$ such that $m^b_{rc} = \max_{1 \leq k \leq K} \left\{ \max_{i < j} \left\{ m^k_{ij} \right\} \right\}$

Calculate the threshold (T=T3) as in above cases. Let BAND=BAND3=b.

$$\text{Compute } \min \left\{ \left| T - C^1_{bi} \right|, \left| T - C^2_{bi} \right| \right\} \text{ for each class } i$$

$\text{such that } T \in (C^1_{bi} , C^2_{bi})$. Find the maximum of all such minima. Call it as EF3.

If EF2 $\leq$ EF3, let $T = T_2$ and BAND=BAND2, go to step 4.

Step 4: Assign the threshold (T) & BAND to the node N.

Step 5: Find the subsets of classes; say left subset ($S_L$) and the right subset ($S_R$) as follows.

$S_L$ = Set of classes having distributions with range maximum or mid-point $\leq T$ in band BAND and let $n_L$ be the number of classes in $S_L$.

$S_R$ = Set of classes having distributions with range minimum or mid-point $> T$ in band BAND and let $n_R$ be the number of classes in $S_R$.

Step 6: Initialize the left node (N_L) of N by all the classes in $S_L$ and the right node (N_R) of N by all the classes in $S_R$.

Step 7: If $n_L \leq 1$, terminate splitting and return a node with the corresponding class Label. Else

$$DTree(N, S_L, n_L)$$

If $n_R \leq 1$, terminate splitting and return a node with the corresponding class Label. Else

$$DTree(N, S_R, n_R)$$

A. Special Case

When n=2, and these two classes are overlapping in all the bands, we can construct a decision tree in the following ways:

Consider the following distributions:

http://ijacsa.thesai.org
We choose way 1, when the node A is the left child of its parent and way 2, when it is the right child of its parent. Because, when the node A is on the left branch and the threshold in node A and the threshold in its parent are chosen from the same band, then it will reduce the error in classification and the same reason applies for the other one.

VI. APPLICATION AND CASE STUDY
To validate the applicability of the proposed decision tree algorithm, a case study is presented in this section, which is carried out on IRS-1C/LISS III sample image with 23m resolution. The FCC (False Color Composite) of the input image (Figure 1) belongs to the Mayurakshi reservoir (Latitude: 24° 09’ 47.27” N and Longitude: 87° 017’ 49.41” E) of Jharkhand state (INDIA) and band used to prepare FCC includes – Red (R), Green (G), Near Infrared (NIR). The IRS-1C/LISS III data of Mayurakshi reservoir was acquired on October, 2004. The input image is first converted into a bitmap, and then used as input for the DTCUSM software. As per the software requirement the training set along with test set were selected. For the present study, eleven classes viz., Turbid water, Clear water, Forest, Dense Forest, Upland Fallow, Lateritic Cappings, River Sand, Sand, Drainage, Fallow, and Wetland are considered. The training set for these eleven classes is chosen considering the prior knowledge of the hue, tone and texture of these classes, in addition, physical verification on ground were also done for each of these class. The spectral class distributions for the training set taken from the input image are shown in Table 1.

Once the training for all the classes is set, the proposed decision tree algorithm is applied to classify the image. The decision tree construction steps for the spectral class distributions given in Table 1 are shown in Figure 2. The output image after applying the proposed Decision Tree Classification method is shown in Figure 3.

To assess accuracy of the proposed technique, the confusion matrix along with the errors of omission and commission and overall accuracy, kappa coefficient (Jensen, 1996) are obtained and shown in Table II. For the comparison purpose, the same image is classified again by using Maximum Likelihood Classifier (Jensen, 1996) with same training sets as used in Decision tree classification. The classified image by Maximum Likelihood method is shown in Figure 4. The percentage of pixels in each class is given for both the cases in Figure 5.

<table>
<thead>
<tr>
<th>CLASS</th>
<th>Turbid Water</th>
<th>Clear Water</th>
<th>Forest</th>
<th>Dense Forest</th>
<th>Upland Fallow</th>
<th>Lateritic Cappings</th>
<th>River Sand</th>
<th>Sand</th>
<th>Drainage</th>
<th>Fallow</th>
<th>Wetland</th>
</tr>
</thead>
<tbody>
<tr>
<td>Band 2</td>
<td>17-64</td>
<td>2-57</td>
<td>6-103</td>
<td>8-52</td>
<td>82-131</td>
<td>32-76</td>
<td>230-255</td>
<td>220-255</td>
<td>105-177</td>
<td>149-230</td>
<td>82-222</td>
</tr>
<tr>
<td>Band 3</td>
<td>67-162</td>
<td>0-70</td>
<td>0-104</td>
<td>0-42</td>
<td>44-88</td>
<td>4-40</td>
<td>236-255</td>
<td>223-255</td>
<td>127-195</td>
<td>123-197</td>
<td>117-255</td>
</tr>
</tbody>
</table>
Figure 1. FCC (IRS LISS III Image – OCT 2004) of study area – Mayurakshi Reservoir, Jharkhand, INDIA, Band used – Red (R), Green (G), Near Infrared (NIR).

Figure 2. Decision tree construction steps for distribution given in table 1.
Figure 3. Classified image using the proposed Decision Tree classifier.

Figure 4. Classified image using standard Maximum Likelihood classifier.
### TABLE II. Confusion Matrix and Accuracy Calculations for Decision Tree Method

<table>
<thead>
<tr>
<th></th>
<th>Turbid Water</th>
<th>Clear Water</th>
<th>Forest</th>
<th>Dense Forest</th>
<th>Upland Fallow</th>
<th>Lateritic Cappings</th>
<th>River Sand</th>
<th>Sand</th>
<th>Drainage</th>
<th>Fallow</th>
<th>Wetland</th>
<th>Error of omission (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turbid Water</td>
<td>323</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>Clear Water</td>
<td>1</td>
<td>34</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.86</td>
</tr>
<tr>
<td>Forest</td>
<td>0</td>
<td>0</td>
<td>42</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>Dense Forest</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>35</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>Upland Fallow</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6.25</td>
</tr>
<tr>
<td>Lateritic Cappings</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>River Sand</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20.00</td>
</tr>
<tr>
<td>Sand</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>Drainage</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>Fallow</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>Wetland</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>33.33</td>
</tr>
<tr>
<td>Error of commission (in %)</td>
<td>0.31</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>15.79</td>
<td>6.25</td>
<td>14.29</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

Overall Accuracy = 98.66% Kappa = 97.77%

![Figure 5. Class wise percentage of pixels for Decision Tree and Maximum likelihood methods](image)

**VII. SUMMARY AND CONCLUSION**

In this paper, a decision tree classification algorithm for remotely sensed satellite data using separability matrix of spectral distributions of probable classes has been developed. To test and validate the proposed Decision Tree algorithm, the sample image taken into consideration is multi-spectral IRS-1C/LISS III of Mayurakshi reservoir of Jharkhand state. The proposed Decision Tree classifier can also be used for hyperspectral remote sensing data considering the best bands as input for preparing spectral class distribution. The sample image is classified by both Decision Tree method and Maximum Likelihood method and then the overall accuracy, kappa coefficients were calculated. The overall accuracy for the sample test image was found to be 98% using the Decision Tree method and 95% using the Maximum Likelihood method with kappa values 97% and 94 % respectively. The reason for high accuracy may be to some extent attributed for the reason...
that the part of the training set is being considered as ground truths instead of actual data. Since the accuracy of the results depends only upon the test set chosen, the efficiency of any algorithm shall not be considered on the accuracy measure alone. Out of eleven classes considered for the sample image, many classes were found to be closely matching in both the methods. However, differences are observed in certain classes in both the methods. The classified images shall also be compared with the input image (FCC) and collecting ground truth information physically. From the comparison, it is found that both the methods are equally efficient, but the decision tree algorithm will have an edge over its statistical counterpart because of its simplicity, flexibility and computational efficiency.
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Abstract—Segmentation is very basic and important step in computer vision and image processing. For medical images specifically accuracy is much more important than the computational complexity and thus time required by process. But as volume of data of patients goes on increasing then it becomes necessary to think about the processing time along with accuracy. Here in this paper, new algorithm is proposed for texture based segmentation using statistical properties. For that probability of each intensity value of image is calculated directly and image is formed by replacing intensity by its probability. Variance is calculated in three different ways to extract the texture features of the mammographic images. These results of proposed algorithm are compared with well known GLCM and Watershed algorithm.

Keywords—Segmentation, Variance, Probability, Texture

I. INTRODUCTION

Segmenting mammographic images into homogeneous texture regions representing disparate tissue types is often a useful preprocessing step in the computer-assisted detection of breast cancer. With the increasing size and number of medical images, the use of computers in facilitating their processing and analysis has become necessary. Estimation of the volume of the whole organ, parts of the organ and/or objects within an organ i.e. tumors is clinically important in the analysis of medical image. The relative change in size, shape and the spatial relationships between anatomical structures obtained from intensity distributions provide important information in clinical diagnosis for monitoring disease progression. Therefore, radiologists are particularly interested to observe the size, shape and texture of the organs and/or parts of the organ. For this, organ and tissue morphometry performed in every radiological imaging centre. Texture based image segmentation is area of intense research activity in the past few years and many algorithms were published in consequence of all this effort, starting from simple thresholding method up to the most sophisticated random field type method. The repeating occurrence of homogeneous regions of images is texture. Texture image segmentation identifies image regions that have homogeneous with respect to a selected texture measure. Recent approaches to texture based segmentation are based on linear transforms and multiresolution feature extraction [1], Markov random filed models [2,3], Wavelets [4 – 6] and fractal dimension [7]. Although unsupervised texture-based image segmentation is not a novel approach, these have limited adoption due to their high computational complexity.

Segmentation methods are based on some pixel or region similarity measure in relation to their local neighborhood. These similarity measures in texture segmentation methods use some textural spatial-spectral-temporal features such as Markov random field statistics (MRF) [8-10], co-occurrence matrix based features [11], Gabor features [12], local binary pattern (LBP) [13], autocorrelation features and many others. A number of image processing methods have been proposed to perform this task. S. M. Lai et al. [14] and W. Qian et al. [15] have proposed using modified and weighted median filtering, respectively, to enhance the digitized image prior to object identification. D. Brzakovic et al. [16] used thresholding and fuzzy pyramid linking for mass localization and classification. Other investigators have proposed using the asymmetry between the right and left breast images to determine possible mass locations. Yin et al. [17] uses both linear and nonlinear bilateral subtractions while the method by Lau et al. [18], relies on “structural asymmetry” between the two breast images. Recently Kegelmeyer has reported promising results for detecting spiculated lesions based on local edge characteristics and Laws texture features [19-21]. The above methods produced a true positive detection rate of approximately 90%. Various segmentation techniques have been proposed based on statistically measurable features in the image [22-27]. Clustering algorithms, such as k-means and ISODATA, operate in an unsupervised mode and have been applied to a wide range of classification problems.

For this paper gray level co-occurrence matrix based features and watershed algorithm are considered for comparison with proposed algorithm which is based on statistical properties for segmentation of mammographic images. In section II different algorithms for texture based segmentation are explained in detail. Section III shows results for those methods and section IV concludes the work.

II. ALGORITHMS FOR TEXTURE BASED SEGMENTATION

Texture is one of the most important defining characteristics of an image. It is characterized by the spatial distribution of gray levels in a neighborhood. In order to capture the spatial dependence of gray-level values which contribute to the perception of texture, a two dimensional dependence texture analysis matrix are discussed for texture properties.
consideration. Since texture shows its characteristics by both each pixel and pixel values. There are many approaches using for texture classification.

A. Gray Level Co-occurrence Matrix (GLCM)

The gray-level co-occurrence matrix seems to be a well-know statistical technique for feature extraction. However, there is a different statistical technique using the absolute differences between pairs of gray levels in an image segment that is the classification measures from the Fourier spectrum of image segments. Haralick suggested the use of gray level co-occurrence matrices (GLCM) for definition of textural features. The values of the co-occurrence matrix elements present relative frequencies with which two neighboring pixels separated by distance \( d \) appear on the image, where one of them has gray level \( i \) and other \( j \). Such matrix is symmetric and also a function of the angular relationship between two neighboring pixels. The co-occurrences matrix can be calculated on the whole image, but by calculating it in a small window which scanning the image, the co-occurrence matrix can be associated with each pixel.

For a 256 gray levels image one should compute 256x256 co-occurrence matrices at all positions of the image. It is obvious that such matrices are too large and their computation becomes memory intensive. Therefore, it is justified to use a less number of gray levels, typically 64 or 32. There is no unique way to choose the values of distance, angle and window, because they are in relationship with a size of pattern.

Using co-occurrence matrix textural features are defined as:

\[
\text{Maximum Probability: } \max(P_{ij}) \tag{1.1}
\]

\[
\text{Variance } = \frac{\sum(i-\mu_x)^2 \sum(j-\mu_y)^2}{\sum \sum P_{ij}} \tag{1.2}
\]

\[
\text{Correlation } = \frac{\sum(i-\mu_x)(j-\mu_y)P_{ij}}{\sigma_x \sigma_y} \tag{1.3}
\]

where \( \mu_x \) and \( \mu_y \) are means and \( \sigma_x, \sigma_y \) are standard deviation

\[
\text{Entropy } = -\sum \sum P_{ij} \log(P_{ij}) \tag{1.4}
\]

\[
\text{Energy } = \sum \sum P^2_{ij} \tag{1.5}
\]

Amongst all these features variance, probability has given the best results. Hence results for these extracted features using gray level co-occurrence matrix are displayed in section III.

B. Watershed Algorithm

The watershed transformation is a powerful tool for image transformation. Beucher and Lantuejoul were the first to apply the concept of watershed and divide lines to segmentation problems [28]. They used it to segment images of bubbles and metallographic pictures. The watershed transformation considers the gradient magnitude of an image as a topographic surface. Watershed segmentation [29] classifies pixels into regions using gradient descent on image features and analysis of weak points along region boundaries. The image feature space is treated, using a suitable mapping, as a topological surface where higher values indicate the presence of boundaries in the original image data. It uses analogy with water gradually filling low lying landscape basins. The size of the basins grow with increasing amounts of water until they spill into one another. Small basins (regions) gradually merge together into larger basins. Regions are formed by using local geometric structure to associate the image domain features with local extremes measurement.

Watershed techniques produce a hierarchy of segmentations, thus the resulting segmentation has to be selected using either some prior knowledge or manually with trial and error. Hence by using this method the image segmentation can not be performed accurately and adequately, if we do not construct the objects we want to detect. These methods are well suited for different measurements fusion and they are less sensitive to user defined thresholds. In this approach, the picture segmentation is not the primary step of image understanding. On the contrary, a fair segmentation can be obtained only if we know exactly what we are looking for in the image. For this paper, watershed algorithm for mammographic images is implemented as mentioned in [30] and displayed as a result in Figure 1(b) and 2(b).

C. Proposed Algorithm

From the previous section it can be inferred that even though variance using GLCM gives proper tumor demarcation for mammographic images it require huge computation time to calculated statistical properties for the image. Watershed algorithm is comparatively less complex hence less computation time is required but this method gives over segmentation. Hence to achieve proper segmentation with less complexity, new algorithm has been proposed. In this proposed algorithm statistical properties such as variance, probability for grouping pixels into regions and then images are formed for each statistical property.

1) Probability

Images are modeled as a random variable. A full understanding of the properties of images and of the conclusions has drawn from them thus demand accurate statistical models of images. In this paper, probability of image is considered for extraction of the features of an image.

For complete image, probability of particular \( i \) th gray level is calculated which is given by:

\[
\text{Probability } P(i) = \frac{X_i}{MXN} \tag{1.6}
\]

Where \( Xi \) is number of pixels for \( i \) th gray levels, \( M \) and \( N \) are no. of rows and columns of the image.

After calculating this the image is formed which contains probability values for that particular gray level instead of gray level in the image. Since the values of probabilities are too
small they are invisible. For perceptibility of this image histogram equalization is preferred and displayed as equalized probability image as shown in Figure 1(e) and 2(e) for mammographic images.

2) Variance

Variance is a measure of the dispersion of a set of data points around their mean value. It is a mathematical expectation of the average squared deviations from the mean. The variance of a real-valued random variable is its second central moment, and it also happens to be its second cumulant. The variance of random variable is the square of its standard deviation.

Variance \( \text{(X)} = \mathbb{E} \left[ (X - \mu)^2 \right] \) \hspace{1cm} (1.7)

if \( \mu = E(X) \), where \( E(X) \) is the expectation (mean) of the random variable \( X \). That is, it is the expectation of the square of the deviation of \( X \) from its own mean. It can be expressed as "The average of the square of the distance of each data point from the mean", thus it is the mean squared deviation. This same definition is followed here for images. Initially probability of image is calculated. Since the probability values are very small, equalized probability image is applied as an input image to find variance of probability image by using 3x3 window size as given by Equation 1.7. Results are shown in the section III.

By using this approach any abnormality in the image can be observed very easily but quite often the radiologist need other details. In this case original image is used instead of using equalized probability image as an input image. Thus variance of original image is calculated using same Equation 1.7 for window size 3x3 and results are shown as direct variance image in the section III. In the third approach , variance is calculated using probability of the image as given by equation 1.8. Results are shown as variance using probability Figure 1(h) and 2(h)

\[
\text{Variance using probability } (X) = \mathbb{E} \left[ (X - \mu)^2 \cdot P(X) \right]
\]

(1.8)

III. RESULTS

Mammography images from mini-mias database were used in this paper for implementation of GLCM, Watershed and proposed algorithm for tumor demarcation. Fig.2 (a) shows original image with tumor. It has fatty tissues as background. Class of abnormality present is CIRC which means well-defined/ circumscribed masses. Image 1 and Image 2 (mdb184 and mdb028 from database) have malignant abnormalities. Figure 1(a) and 2 (a) show original mammographic images. Figure 1(b) and 2 (b) indicates segmentation using watershed algorithm .Figure 1 and 2 (c)- (d) show results for probability and variance using GLCM. Figure 1 and 2 (e)-(h) show equalized probability, variance of probability , direct variance and variance using probability image for image 1 and image 2.

![Figure 1 Results of Watershed, GLCM and proposed algorithm for image 1](http://ijacsa.thesai.org)
Table 1: Performance comparison of GLCM, Watershed and Proposed Algorithm

<table>
<thead>
<tr>
<th>Method</th>
<th>Tumor demarcation</th>
<th>Tumor details</th>
<th>Other details</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)GLCM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance</td>
<td>Clear</td>
<td>Clear</td>
<td>Obscure</td>
<td>Acceptable</td>
</tr>
<tr>
<td>Probability</td>
<td>Clear</td>
<td>Clear</td>
<td>Obscure</td>
<td>Acceptable</td>
</tr>
<tr>
<td>(2)Watershed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Algorithm</td>
<td>Clear</td>
<td>Not clear</td>
<td>Obscure</td>
<td>Over segmentation</td>
</tr>
<tr>
<td>(3)Proposed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Algorithm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance</td>
<td>Clear</td>
<td>Clear</td>
<td>Clear</td>
<td>Recommended</td>
</tr>
<tr>
<td>Eq. Probability</td>
<td>Clear</td>
<td>Clear</td>
<td>Obscure</td>
<td>Acceptable</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

From Table 1 it can be inferred that GLCM method results are not very good but acceptable but have high computational complexity. As far as watershed algorithm is concerned the results are not acceptable because of over segmentation. The results of proposed methods using statistical parameters such as variance, probability are all
acceptable, amongst which direct variance method gives the best results for mammographic images which are verified by radiologist.
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Abstract- Failure of addressing all IEEE 802.11i Robust Security Networks (RSNs) vulnerabilities enforces many researchers to revise robust and reliable Wireless Intrusion Detection Techniques (WIDTs).

In this paper we propose an algorithm to enhance the performance of the correlation of two WIDTs in detecting MAC spoofing Denial of Service (DoS) attacks. The two techniques are the Received Signal Strength Detection Technique (RSSDT) and Round Trip Time Detection Technique (RTTDT). Two sets of experiments were done to evaluate the proposed algorithm. Absence of any false negatives and low number of false positives in all experiments demonstrated the effectiveness of these techniques.

Keywords: Intrusion Detection, RSS, RTT, Denial of Service.

I. INTRODUCTION

Due to the vast interest in WLAN technologies, these wireless networks have matured a lot since ratification of the first 802.11 standard in 1997 [2, 4]. Since then, several amendments have been made to the base standard1, out of which most have been to the physical (PHY) layer to increase the operating speeds and throughput of WLANs [12]. However, one amendment -IEEE 802.11i was ratified in 2004 to address the threats of confidentiality, integrity and access control in WLANs [16].

As a result of the failure of the WLAN standards to address the lack of authentication of 802.11 Management frames and network card addresses, it is possible for adversaries to spoof the identity of legitimate WLAN nodes and take over their associations. Such attacks, where the attacker assumes the identity of another WLAN node, are referred to as MAC spoofing or simply spoofing based attacks. Such attacks are of grave concern as they can lead to unauthorized access and leakage of sensitive information. MAC spoofing is the root of almost all RSN attacks. Without the ability to inject forged frames using a spoofed MAC address, none of the RSN attacks can be launched. WIDS should be passive, accurate and sensitive [19]. Unfortunately, few intrusion detection techniques are available for reliably and accurately detecting MAC spoofing. The few that exist are not very robust and reliable. Given the enormous impact MAC spoofing has on WLAN security, wireless intrusion detection techniques are required to reliably and accurately detect MAC spoofing activity in WLANs.

II. WIRELESS INTRUSION DETECTION TECHNIQUES FOR MAC SPOOFING

The intrusion detection systems can be divided into two main categories depending on how their events of interest [7, 20, 21]:

Misuse-Based IDSs: Require that patterns representing security events be explicitly defined. This pattern is usually referred to as a signature. The IDS monitors computer systems and networks looking for these signatures and raises an alert when it finds a match.

Anomaly-Based IDSs: Anomaly-based IDSs on the other hand, do not require explicit signatures of security events. They use expected or non-malicious behavior and raise any deviations from this behavior as security events.

RSNs suffer from a number of security vulnerabilities; out of which the ability to spoof a WLAN node’s MAC address is the most serious one. MAC spoofing allows an adversary to assume the MAC address of another WLAN node and launch attacks on the WLAN using the identity of the legitimate node. Without this vulnerability, an adversary will not be able to inject forged frames (Management, Control, EAP) into the WLAN and all attacks based on injection of such frames would be impossible [1]. Some of these attacks are Man-in-the-Middle, Session Hijacking, Rogue AP, Security Level Rollback, RSN IE Poisoning, EAP based DoS attacks, Management and Control frame based DoS attacks. Even exploiting the unprotected MAC frame Duration field to cause a DoS (virtual jamming) is also only possible in combination with MAC Spoofing. Software Implementation Based Attacks are also launched when an adversary injects forged frames containing exploit code into the WLAN using the MAC address of another WLAN node. The 4-Way Handshake Blocking and Michael Countermeasures DoS attacks are also launched using forged frames with spoofed MAC addresses.

The use of CCMP for confidentiality and integrity protection in RSNs has removed the threat of eavesdropping based passive attacks such as brute force and other key discovery attacks on the captured WLAN traffic. Hence, most attacks in RSNs are performed using active injection of forged frames into the WLAN using spoofed identity (MAC address)

1http://standards.ieee.org/getieee802/802.11.html

http://ijacsa.thesai.org
of other WLAN nodes. Even attacks that do not use MAC Spoofing directly exploit it in post attack activity. For instance, after an adversary has successfully discovered key material using the Dictionary Attack, it would use MAC Spoofing to authenticate to the WLAN using the key material and the MAC address of the victim node.

Hence, MAC Spoofing is responsible for majority of the attacks on RSNs. Spoofing based attacks in WLANs are possible as the existing WLAN standards fail to address the lack of authentication of unprotected WLAN frames and network card addresses. To further exacerbate the problem, almost all WLAN hardware provides a mechanism to change its MAC address; hence trivializing changing identities.

MAC Spoofing is the root cause of all injection based attacks on RSNs. A number of different techniques have been suggested to detect MAC spoofing activity in a WLAN. These are discussed below:

A. Sequence Number Monitoring:

This approach was first suggested by Wright [102] and was later used by Godber and Dasgupta [10] for detecting rogue APs. Kasarkekar and Ramamurthy [13] have suggested using a combination of sequence number checks along with ICMP augmentation for detecting MAC spoofing. The idea is that an adversary spoofing the MAC address of a legitimate node will be assigned the same IP address as the legitimate node by the DHCP server of the WLAN. Hence, an ICMP ping to that IP address will return two replies; clearly identifying existence of MAC spoofing.

Guo and Chiueh [11] extended sequence number based MAC spoofing detection by monitoring patterns of sequence numbers. Rather than raising an alarm if a single sequence number gap is detected for a MAC address, the MAC address is transitioned to a verification mode and the subsequent sequence numbers of that MAC address are monitored for any anomalous gaps. In this manner, false positives raised due to lost and out of order frames are avoided. Their system also caches the last few frames for each MAC address to verify retransmissions and out of order frames.

Their solution also uses regular ARP requests to all STAs to synchronize with their sequence numbers based on ARP responses. This is done to defeat an adversary successfully injecting frames with correct sequence numbers somehow and detect the spoofing even if the legitimate node is no longer transmitting.

Madory [15] suggests a technique called Sequence Number Rate Analysis (SNRA) to detect MAC spoofing using sequence numbers. This technique calculates a transmission rate for a MAC address. If the calculated transmission rate is greater than the theoretical transmission limit for PHY of the WLAN it is considered to be an indication of a MAC spoof.

B. Fingerprinting

Fingerprinting MAC addresses based on their unique characteristics. The combination of device driver, radio chipset and firmware provides each WLAN node a unique fingerprint of its 802.11 implementation. Ellch [5] suggests using CTS frame responses and 802.11 Authentication and Association frames to fingerprint 802.11 implementations of WLAN nodes. He also suggests using the Duration field values in 802.11 frames to fingerprint WLAN nodes in a particular WLAN. Such fingerprints can be used to detect MAC spoofing activity as the fingerprint for the adversary would be different from the legitimate node. Franklin et al. [6] also suggest similar fingerprinting of 802.11 device drivers. Their technique exploits the fact that most 802.11 drivers implement the active scanning algorithm differently. They suggest that each MAC address could be mapped to a single device driver fingerprint and hence could be used for detecting MAC spoofing.

C. Location Determination

Location of the WLAN nodes can also be used to detect MAC spoofing. Location of a particular node is usually determined using its signal strength values as a location dependent metric.

Once the location of a MAC address is known, any changes in its location can be used as an indication of MAC spoofing activity. Bahl and Padmanabhan [4] record the received signal strength (RSS) values of each node on each AP and then compare these against a pre-calculated database maps these RSS values to physical locations. Smailagic and Kogan [17] improve on this system and use a combination of triangulating WLAN nodes’ RSS values from multiple APs and lookups in a database that maps RSS values to physical locations. Many other systems have also been proposed that establish location of a WLAN node using its RSS values and hence can be used for detecting MAC spoofing in a WLAN [4, 6].

D. Signal Strength Fourier Analysis

Madory [15] also suggests a statistical technique called the Signal Strength Fourier Analysis (SSFA) to detect MAC spoofing using received signal strength (RSS) values of a WLAN node. It performs Discrete Fourier Transform on a sliding window of RSSs and uses the statistical variance of the high-frequencies which result from the interference between the attacker and the victim to detect MAC spoofing.

Some of the techniques for detecting spoofing based attacks have been implemented in some open source WIDSs such as Snort-Wireless [7]. Snort-Wireless claims to be capable of detecting MAC spoofing by monitoring for inconsistencies in MAC frame sequence numbers.

III. RELATED WORK

R. Gill et al. [8] address this issue by proposing two wireless intrusion detection techniques (WIDTs): Received Signal Strength Based Intrusion Detection Technique (RSSDT), and Round Trip Time Based Intrusion Detection Technique (RTTDT). These WIDTs are capable of detecting the spoofing based attacks reliably, and meet many of the desirable characteristics as they: are based on unspoofable characteristics of the PHY and MAC layers of the IEEE 802.11 standard; are passive and do not require modifications to the standard, wireless card drivers, operating system or...
client software; are computationally inexpensive; and do not interfere with live traffic or network performance.

In [8] RSSDT and RTTDT work effectively against session hijacking attacks where the attacker and the legitimate STA are geographically separated and the differences in observed RSS and RTT between the attacker and the STA are significant. For more reliable intrusion detection, the RSSDT and RTTDT were not used in isolation from each other. Rather results from both the techniques were correlated to provide more confidence in the generated alarms [7].

IV. EXPERIMENTS

This section demonstrates the accuracy and utility of RSSDT and RTTDT through empirical data and use of correlation techniques. The RSSDT and the RTTDT, both use threshold values, namely the RSSdiff threshold and the RTTdiff threshold respectively. The RTTdiff and RSSdiff values greater than these thresholds are considered anomalous. In these experiments, RSSdiff threshold and the RTTdiff threshold were set to the value of 5.

To assist empirical analysis, eight experiment scenarios per attack were designed to study the effectiveness of the RSSDT and the RTTDT in the presence of an attacker, who launches three different new attacks against a legitimate station (STA); TKIP Cryptographic DoS attack [9, 18], Channel Switch DoS attack [14], and Quite DoS attack [14].

A. Equipment and Preparation

The experiments were carried out in a lab environment. The same networking hardware/software was used in all experiment scenarios. The following four parties took part in the scenarios: a legitimate client (STA), an access point (AP), a passive Intrusion Detection System (IDS) sensor, and an attacker.

B. Correlation Engine

Results from both the RTTDT and the RSSDT were correlated to provide more confidence in the generated alarms. The correlation engine used was event based i.e. if one of the detection techniques detected an anomaly (an alert), the correlation engine activated and waited until it obtained the detection results from the other technique, before making a decision on whether or not to raise an alarm. If both the detection techniques detected the anomaly, then an alarm will be raised.

C. Experimentation -Set1

In Set1 of the experiments, robustness and reliability of the RTTDT and the RSSDT were tested when none of the participants were in motion. The AP, the IDS sensor, the STA and the attacker were all stationary in this set. In all scenarios, the AP was placed in close proximity to the IDS sensor. In Fig. 1, points A, B and C represent location of the STA, the AP and the IDS sensor respectively. Experimentation set1 has 4 scenarios. Points X, Y and Z represent location of the attacker in Scenarios Two, Three and Four respectively. While scenario four has no attacker.

1) Scenario One

In Scenario One, there was no attacker present and the AP and the STA were placed in close proximity to each other at points B and A respectively (see Fig. 1). Network traffic was generated from the STA to the AP. The IDS sniffer was used to capture this WLAN traffic between the STA and the AP. After examination of 1000 captured frames, the correlation engine did not raise any alarms. As there was no attacker present, both the detection techniques and the correlation engine correctly did not generate any false positives.

2) Scenario Two

In Scenario Two, the AP and the STA were placed in close proximity to each other at points B and A respectively. The attacker was placed in line of sight of the STA at point X (Fig. 1). Then network traffic was generated between the STA and the AP. The attacker then launched the attack on the STA.

In this scenario three different experiments were carried out; in the first one, the attacker launched a TKIP DoS Attack [9, 18], in the second experiment he launched a Channel Switch DoS attack [14], while in the third experiment the attacker launched a Quite DoS attack [14]. For each experiment, traffic was captured using Wireshark\(^2\), after that the captured traffic was examined using the IDS Sensor which is based on the correlation engine, which resulted in two alarms.

3) Scenarios Three and Four

Similar to scenario two except the location of the attacker it is in point Y for scenario three where three alarms were generated when running. And in point Z for scenario four where tow alarms were generated.

D. Experimentation -Set2

In experiments Set2, the robustness and reliability of the RTTDT and the RSSDT were tested with the attacker stationary and the STA in motion between a point closer

\(^2\)http://www.wireshark.org
to the AP and another point far away from it. The AP, the
IDS sensor, and the attacker were all stationary at locations B,
C and D (or G) in Fig. 2. In all scenarios, the IDS sensor was
placed in close proximity to the AP.

1) Scenario Five

In Scenario Five, the AP and the attacker were stationary
and were placed in close proximity to each other (in line of
sight at points B and D in Fig. 2). Network traffic was then
generated from the STA to the AP. The STA then started
colswalking pace) from a point close to the AP to a
point far away from it (i.e. from point E to F in Fig. 2).
Towards the end of the STA’s journey, the attacker then
launched three different attacks on the STA as described in
Scenario Tow. After capturing the traffic; executing IDS
Sensor over the captured traffic resulted in two alarms.

2) Scenario Six

Similar to scenario Five except the STA waking from point
F to E and one alarm was raised.

3) Scenario Seven

In Scenario Seven, the AP and the attacker were stationary
and were placed far away from each other (not in line of sight,
at points B and G in Fig. 2). Then similar to scenario Five with
one alarm.

4) Scenario Eight

Similar to scenario Seven except the STA waking from
point F to E. Also one alarm was raised.

In our experiments, no false negatives were registered.
However, some false positives were raised by the correlation
engine.

Tables 1, 2, and 3 summarize the true positives raised by
the correlation engine when applying TKIP DoS attack,
Channel Switch DoS attack, and Quite DoS attack respectively
in all eight scenarios. For instance, the entry for Scenario Two
in Table 1 shows that when applying the first attack, the true
alarm was raised by the correlation engine at frame 499. This
alarm was caused by a RSS fluctuation (RSSdiff =-19) at frame
499 and a RTT spike at frame 510 (RTTdiff =29.651) for the
STA. Frame 510 was the very next RTS-CTS handshake event
for the STA after frame 499. Hence, both the RSSDT and the
RTTDT sensors reported the anomaly and the TKIP DoS
attack was identified correctly and accurately. Also, the entry
for Scenario Two in Table 2 shows that when applying the
second attack in Scenario Two, the true alarm was raised by
the correlation engine at frame 520. This alarm was caused by
a RSS fluctuation (RSSdiff =16) at frame 520 and a RTT spike
at frame 543 (RTTdiff =25.556) for the STA. Frame 543 was
the very next RTS-CTS handshake event for the STA after
frame 520. Hence, both the RSSDT and the RTTDT sensors
reported the anomaly and the Channel Switch DoS attack was
identified correctly and accurately. Moreover, the entry for
Scenario Two in Table 3 shows that when applying the third
attack, the true alarm was raised by the correlation engine at
frame 602. This alarm was caused by a RSS fluctuation
(RSSdiff =16) at frame 602 and a RTT spike at frame 620
(RTTdiff =26.447) for the STA. Frame 620 was the very next
RTS-CTS handshake event for the STA after frame 602.
Hence, both the RSSDT and the RTTDT sensors reported the
anomaly and the Quite DoS attack was identified correctly and
accurately.

In Scenario One, Scenario Two, Scenario Three and
Scenario Four, as expected, the RSSdiff and RTTdiff values
increased as the attacker was placed further away from the
STA. In Scenario Five and Scenario Six, the AP, the IDS
sensor and the attacker were located in close proximity of each
other and as expected, the RSSdiff and RTTdiff values
increased as the STA moved away from them and decreased as
the STA moved closer. In Scenario Seven and Scenario Eight,
the attacker was located further away from the IDS sensor and
the AP. The observed RTTdiff and RSSdiff values increased as
the STA moved away from the attacker, and decreased as it
moved closer to the attacker (see Tables 1, 2, and 3).

Figure 2. Experimentation Set-2

V. ANALYSIS

True Positives and False Positives

In our experiments, no false negatives were registered.
However, some false positives were raised by the correlation
engine.

An interesting observation was made that in Scenarios
Two, Scenario Three and Scenario Four, where all parties
were stationary; all the false positives were detected in frames
generated after the attack had commenced (Tables 1 - 6). This
means that all the false positives were caused by abnormal
fluctuations in observed RSS and RTT values for the attacker.
This observation was most likely the result of increasing
distance between the attacker and the passive IDS monitor
from Scenario Two to Scenario Four. Lack of line of sight
connectivity and presence of various obstacles (walls, doors
etc.) most likely acted as contributing factors to random
fluctuations in observed RSS and RTT values for the attacker.
Being positioned in close proximity of the sensor in all these
scenarios, the STA did not suffer such random fluctuations and
hence did not generate any false positives before the attack
was launched.

However, in Scenario five to Scenario Eight, just the
opposite was observed. The false positives were detected in
frames generated before the attack had commenced, which
meant that the source of these abnormalities was the STA and
not the attacker. In these scenarios, the attacker was always
stationary and the STA was in motion. These false positives
can be attributed to the fluctuations in observed RSS and RTT values for the STA as a result of it being in motion.

The correlation technique successfully managed to keep the number of these false positives fairly low. The RSSDT and the RTTDT both successfully detected the performed attacks.

TABLE 1. True Positives for TKIP DoS Attack experiments

<table>
<thead>
<tr>
<th>Scenario</th>
<th>RSS diff</th>
<th>Frame number</th>
<th>RTT diff</th>
<th>Frame number</th>
</tr>
</thead>
<tbody>
<tr>
<td>One</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Two</td>
<td>19</td>
<td>499</td>
<td>29.6</td>
<td>510</td>
</tr>
<tr>
<td>Three</td>
<td>34</td>
<td>550</td>
<td>39.2</td>
<td>04</td>
</tr>
<tr>
<td>Four</td>
<td>47</td>
<td>606</td>
<td>51.0</td>
<td>14</td>
</tr>
<tr>
<td>Five</td>
<td>32</td>
<td>554</td>
<td>43.7</td>
<td>51</td>
</tr>
<tr>
<td>Six</td>
<td>23</td>
<td>622</td>
<td>31.0</td>
<td>98</td>
</tr>
<tr>
<td>Seven</td>
<td>27</td>
<td>530</td>
<td>38.7</td>
<td>73</td>
</tr>
<tr>
<td>Eight</td>
<td>30</td>
<td>583</td>
<td>40.0</td>
<td>07</td>
</tr>
</tbody>
</table>

TABLE 2. True Positives for Channel Switch DoS Attack experiments

<table>
<thead>
<tr>
<th>Scenario</th>
<th>RSS diff</th>
<th>Frame number</th>
<th>RTT diff</th>
<th>Frame number</th>
</tr>
</thead>
<tbody>
<tr>
<td>One</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Two</td>
<td>16</td>
<td>520</td>
<td>25.5</td>
<td>56</td>
</tr>
<tr>
<td>Three</td>
<td>37</td>
<td>603</td>
<td>40.0</td>
<td>02</td>
</tr>
<tr>
<td>Four</td>
<td>42</td>
<td>583</td>
<td>49.0</td>
<td>99</td>
</tr>
<tr>
<td>Five</td>
<td>27</td>
<td>532</td>
<td>40.0</td>
<td>71</td>
</tr>
<tr>
<td>Six</td>
<td>26</td>
<td>601</td>
<td>37.6</td>
<td>55</td>
</tr>
<tr>
<td>Seven</td>
<td>27</td>
<td>530</td>
<td>38.7</td>
<td>73</td>
</tr>
<tr>
<td>Eight</td>
<td>30</td>
<td>583</td>
<td>40.0</td>
<td>07</td>
</tr>
</tbody>
</table>

TABLE 3. True Positives for Quite DoS Attack experiments

<table>
<thead>
<tr>
<th>Scenario</th>
<th>RSS</th>
<th>Frame number</th>
<th>RTT</th>
<th>Frame number</th>
</tr>
</thead>
<tbody>
<tr>
<td>One</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Two</td>
<td>16</td>
<td>602</td>
<td>26.4</td>
<td>620</td>
</tr>
<tr>
<td>Three</td>
<td>34</td>
<td>603</td>
<td>39.0</td>
<td>626</td>
</tr>
<tr>
<td>Four</td>
<td>38</td>
<td>593</td>
<td>47.0</td>
<td>639</td>
</tr>
<tr>
<td>Five</td>
<td>30</td>
<td>495</td>
<td>38.9</td>
<td>512</td>
</tr>
<tr>
<td>Six</td>
<td>28</td>
<td>598</td>
<td>36.0</td>
<td>620</td>
</tr>
<tr>
<td>Seven</td>
<td>22</td>
<td>617</td>
<td>31.0</td>
<td>633</td>
</tr>
<tr>
<td>Eight</td>
<td>26</td>
<td>589</td>
<td>32.4</td>
<td>603</td>
</tr>
</tbody>
</table>

Fig. 3, 4, and 5 show the distribution of true positives and false positives registered by the RSSDT and the RTTDT when running the TKIP DoS Attack, the Channel Switch Attack, and the Quite Attack experiments respectively. It is clear from these Fig.s that the used techniques are effective in detecting the applied attacks because of the absence of false negatives.

**Single Anomalies**

A single anomaly would occur if a RSS alert was registered by the RSSDT, while the RTTDT did not register an anomaly in the next RTS-CTS event for that MAC address. Another example would be if a RTT alert was raised by the RTTDT but the next RSS reading for that MAC address was below the threshold. The RSSDT and the RTTDT only raise an alert if the difference between the last observed and current characteristic is above a threshold. Single anomalies were ignored by the correlation engine and an alarm was only raised if both the detection techniques register an alert.

Fig. 3, 4, and 5 show the distribution of single anomalies registered by the RSSDT and the RTTDT when running the TKIP DoS Attack, the Channel Switch Attack, and the Quite Attack experiments respectively, where the correlation engine did not raise any alarm.
Figure 3. Alarms and Single Anomalies for TKIP DoS Attack Experiment

Figure 4. Alarms and Single Anomalies for Channel Switch DoS Attack Experiment

Figure 5. Alarms and Single Anomalies for Quite DoS Attack Experiment

<table>
<thead>
<tr>
<th>Scenario</th>
<th>RSS diff</th>
<th>Frame number</th>
<th>RTT diff</th>
<th>Frame number</th>
</tr>
</thead>
<tbody>
<tr>
<td>One</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Two</td>
<td>14</td>
<td>730</td>
<td>19.0</td>
<td>744</td>
</tr>
<tr>
<td>Three</td>
<td>24</td>
<td>698</td>
<td>31.1</td>
<td>718</td>
</tr>
<tr>
<td>Four</td>
<td>23</td>
<td>800</td>
<td>34.0</td>
<td>832</td>
</tr>
<tr>
<td>Five</td>
<td>13</td>
<td>389</td>
<td>24.2</td>
<td>411</td>
</tr>
<tr>
<td>Six</td>
<td>12</td>
<td>370</td>
<td>18.9</td>
<td>393</td>
</tr>
<tr>
<td>Seven</td>
<td>15</td>
<td>278</td>
<td>21.1</td>
<td>307</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scenario</th>
<th>RSS diff</th>
<th>Frame number</th>
<th>RTT diff</th>
<th>Frame number</th>
</tr>
</thead>
<tbody>
<tr>
<td>One</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Two</td>
<td>11</td>
<td>765</td>
<td>19.9</td>
<td>789</td>
</tr>
<tr>
<td>Three</td>
<td>29</td>
<td>777</td>
<td>33.1</td>
<td>808</td>
</tr>
<tr>
<td>Four</td>
<td>26</td>
<td>781</td>
<td>38.8</td>
<td>800</td>
</tr>
<tr>
<td>Five</td>
<td>10</td>
<td>278</td>
<td>27.0</td>
<td>301</td>
</tr>
</tbody>
</table>

TABLE 4. False Positives for TKIP DoS Attack experiments

TABLE 5. False Positives for Channel Switch DoS Attack experiments

TABLE 6. False Positives for Quite DoS Attack experiments
VI. THRESHOLD OPTIMIZATION

In experiments discussed above the RSSdiff threshold and the RTTdiff threshold were set to an initial constant value of 5. This means a RSS anomaly was only registered if the RSSdiff was greater than 5 and a RTT anomaly was only acknowledged if the RTTdiff value was greater than 5. An alarm was raised by the correlation engine only when both the RSSdiff threshold and the RTTdiff threshold were exceeded. The threshold value 5 was thought to be just low enough to avoid a high number of false negatives and just high enough to avoid a large volume of false positives. Since ideally both the techniques should exhibit the same level of accuracy, the same threshold value was used for both. In these experiments (in sections 4.3 and 4.4), both the thresholds were set to the same value, in fact there is no need for the RTTdiff threshold and the RSSdiff threshold to be with the same value.

In reality, we need to optimize these threshold values to ensure the lowest possible number of false positives and false negatives. Choosing the best threshold value for each detection technique can be performed using the algorithm presented in Fig. 6.

Figure 6. RSSdiff threshold and RTTdiff threshold optimization algorithm

Table 7 represents the optimized thresholds after applying the algorithm in Fig. 6 on the results section. Referring to Table 7 we found that the optimized thresholds are very close for the three attacks experiments. In our opinion, from a general intrusion detection perspective, it is far more critical for an IDS to minimize the false negative rate than to maintain a low false positive rate. The cost of missing an attack is much higher than the cost of raising a false alarm. Therefore, we choose the minimum threshold to avoid the false negatives i.e. 15 for RSSdiff threshold and 25 for RTTdiff threshold. Fig.s 3, 4, and 5 represent the true positives, false positives and single anomalies registered by the IDS when using the initial threshold settings. In Fig.s 3, 4, and 5; RSSdiff Threshold and RTTdiff Threshold refer to initial values used for thresholds (i.e. 5 for all scenarios).

Fig. 7, 8, and 9 represent the true positives, false positives and single anomalies registered by the IDS when using the optimum threshold settings. In Fig. 7, 8, and 9, RSSdiff Threshold and RTTdiff Threshold refer to the optimized values of RSSdiff and RTTdiff thresholds respectively. These values were generated by applying the Algorithm in Fig. 6 to minimize the number of false positives and false negatives.

Table 7 demonstrates that RSSdiff threshold of 15 and RTTdiff threshold of 25 which are the optimum choice for the thresholds of the detection techniques. Fig.s 7, 8, and 9 show how the single anomalies, false positives and true positives are affected by the new optimum threshold values. As a result of the new thresholds, some false positives became RSS single anomalies or RTT single anomalies. The new thresholds did not introduce any false negatives since there are no true positives became false negatives. Moreover, no single anomaly was converted into a false positive as a result of the new threshold. In fact, some of the single anomalies (both RSS and RTT single anomalies) became normal events. Hence with 100% true positive detection, RSSdiff Optimized Threshold of 5 and RTTdiff Optimized Threshold of 25 is proved to be the optimum threshold values for the resented test scenarios.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>New RSSdiff threshold</th>
<th>New RTTdiff threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>TKIP DoS Attack</td>
<td>18</td>
<td>29</td>
</tr>
<tr>
<td>Channel Switch DoS Attack</td>
<td>15</td>
<td>25</td>
</tr>
</tbody>
</table>

TABLE 7. Optimized RSSdiff and RTTdiff thresholds
Figure 2. Alarms and Single Anomalies for TKIP DoS Experiment when applying the optimized threshold

Figure 3. Alarms and Single Anomalies for Channel Switch DoS Experiment when applying the optimized threshold

Figure 4. Alarms and Single Anomalies for Quite DoS Experiment when applying the optimized threshold

Accuracy and efficiency of the RSSDT and the RTTDT depends on the choice of suitable threshold values and hence places a large expectation on these threshold values to be optimally calculated. This increases the importance of our developed algorithm (Fig. 6).

Thresholds are unique to each WLAN environment and can also change frequently. Hence, the thresholds should be regularly calculated to optimum values. Using a distributed approach and deploying multiple distributed co-operating IDS sensors can decrease this expectation on the accuracy of the threshold values. Rather than relying on the alarms generated by a single IDS sensor, the intrusion detection process can be enhanced by correlating detection results across multiple sensors.

This also makes it a much harder job for the attacker to launch a successful spoofing attack as they will have to guess and spoof the RSS and the RTT values for the legitimate nodes, as observed by each IDS sensor. This will require the attacker to be at multiple locations at the same time, hence making it very hard for the attacker to launch an undetected attack.

VI. CONCLUSION

Despite using a number of preventative security measures, IEEE 802.11i RSNs still suffer from multiple vulnerabilities that can be exploited by an adversary to launch attacks. This underlines the need for using a monitoring framework as a second layer of defense for WLANs. Such monitoring capability can be implemented using a wireless intrusion detection system.

This paper verifies the effectiveness of RSSDT and RTTDT wireless intrusion detection techniques that address majority of RSN attacks. The paper proposed an algorithm to enhance the performance of the correlation of the Received Signal Strength Detection Technique (RSSDT) and Round Trip Time Detection Technique (RTTDT) in detecting MAC spoofing Denial of Service (DoS) attacks. The proposed algorithm is enhanced the performance by optimizing the value of the detection threshold. This paper also demonstrates that the detection results can be correlated across the WIDS sensors and also the detection techniques themselves to provide greater assurance in the reliability of the alarms and enable automatic attack scenario recognition.

The experiments presented in Section 2 demonstrate the feasibility of using RSS and RTT monitoring as wireless intrusion detection techniques since they did not produce any false negatives, while the correlation between the RSSDT and RTTDT and the self-adaptation for both RSSDT and RTTDT thresholds results was feasible in lowering the number of false positives.
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Abstract: The role of library is professional and is fast customizing to altering technological platforms. Our subscriber’s perceptions of the nature of our libraries are also altering like never before – particularly in Universities. In this dynamic environment the efficient presentation of the library is an essential survival tool. This holds true whether a library is contributing effectively to an institution’s overall management effort or, sensitively and subtly, promoting rational attitudes in the minds of its local constituency. Citations, references and annotations referred here are intended to provide background, ideas, techniques and inspiration for the novice as well as the experienced personnel. We hope you will find this paper as interesting and useful as we trust it would be, and that libraries may gain in useful collaborations and reputation from the application of information provided by resources identified here. Result oriented marketing is not on its own - some kind of substitute for a well-run service provider or service the demands of its user population, but in the 21st century even the best-run centers of learning or information service will only prosper if effort and talent are devoted to growth orientation. Almost all of us can render to this effort, and this paper can help coax the roots of marketing talent into a complete, harvestable and fragrant flower.
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I. INTRODUCTION

This paper is intended to serve as a source of inspiration, innovation and resources for librarians who are setting out to administer and roll-out projects in a fast-moving, ever-changing and potentially dynamic arena. A new perspective, addressing the marketing of library information, products and services has been moving up in the chronological list of challenges to be addressed on a priority. The whole area of marketing and “selling the library” is a concept which many information professionals still feel nests uneasily with our core professional values of service and empathy. Yet, the library and information science (LIS) professionals can no longer look at reputed publications which emphasize this introduction and think it has no bearing on our own.

II. BACKGROUND & RELATED WORK

Ghosh Maitrayee (March 2009). This research presented the developments in ETD repositories and performed a preliminary study to explore the possibilities for creating a national repository for the submission, identification, use and long-term care of research theses in an open access environment. The authors look at the current state of deployment of ETD repositories in the academia and discuss the subject coverage, number of items, access policy, search/browse option, and value added services. This study posed questions about policies and strategies that, research funding, national higher education and policy-making bodies, as well as individual institutional communities within the higher education might want to consider. This research paper was titled “A case study of nine ETD digital libraries and formulation of policies for a national service and published in the International Information & Library Review, Volume 41, Issue 1.

Bárbara L. Moreira, Gonçalves A. Marcos, Laender Alberto H.F, Fox Edward A. (April 2009). This research work which was published under the title “Automatic evaluation of digital libraries with 5SQual and published in the Journal of Informetrics, Volume 3, Issue 2 was targeted to alter the situation with the creation of 5SQual, a tool which provides ways to perform systemized and configurable evaluations of some of the most important Digital Library components, encompassing metadata, digital objects and services. In total, the main contributions of this work include: (i) the applicability of the application in several usage scenarios; (ii) the implementation and design of 5SQual; and (iii) the evaluation (including specialists usability) of its graphical interface specially designed to guide the configuration of 5SQual evaluations. The results present the analysis of interviews conducted with administrators of real Digital Libraries regarding their opinions and expectations about 5SQual.

Frias-Martinez Enrique, Chen Sherry Y., Liu Xiaohui (February 2009). This research asserts that, personalization can be accounted for by adaptability and adaptivity, which have different pros and cons. This study investigated how digital library (DL) users react to these two techniques. The research was titled “Evaluation of a personalized digital library based on cognitive styles”: Adaptivity vs. Adaptability was published in
the International Journal of Information Management, Volume 29, Issue 1 and the authors developed a personalized DL to address the needs of different cognitive styles based on the findings of their previous work [Frias-Martinez, E., Chen, S. Y., & Liu, X. (2008) Investigation of behavior and perception of digital library users: A cognitive style perspective: International Journal of Information Management. The personalized DL included two versions: adaptable version and adaptive version. Results reflected that users not only performed better in the adaptive version, but also perceived more positively to the adaptive version. The primary assertion and conclusion was that cognitive styles have great effects on users’ responses to adaptivity and adaptability. Results provided were aimed to render guidance for designers to select suitable techniques to structure personalized DLs.

Porcel C., Moreno J.M., Herrera-Viedma E. (December 2009)

The main theme was that the internet is one of the most important information media and it is influencing in the development of other media, as for example, newspapers, journals, books, and libraries. In this paper, the authors analyzed the logical extensions of traditional libraries in the Information Society, and present a model of a fuzzy linguistic recommender system to help the University Digital Libraries users to access for their research resources. This system recommended researchers specialized in complementary resources to discover collaboration possibilities to form multi-disciplinary groups. The research was titled “a multi-disciplinary recommender system to advice research resources in University Digital Libraries” and published in the Journal of Expert Systems with Applications, Volume 36, Issue 10.

III. DOMAINS THAT REQUIRE ANALYSIS – A PERSPECTIVE OF CHALLENGES

The Digital Library of a University requires a unified portal that would enable comprehensive searching and access rights to all library electronic resources from a single entry point. Disparate purchasing, management, and work related policies have previously led to a need to lower user confusion. The library with a sophisticated system to manage the different licensing agreements and access rights matrices of various units.

The Library of a University primarily serves the purpose of providing access to its complete collection. The implemented technology platform assists and enables the search and the mentioned access to electronic and digital publications. Based on centuries of educational tradition (like the University of Taxila, India), a large University student body imbibes a resident city with a youthful and lively character. Numerous graduate, postgraduate students and teaching staff make use of a University’s huge library information system—based on the network of various branches and allied libraries for the automation and access to print collections. Once the basic project of collating and establishing the printed books collection gets over, a librarian needs to turn his focus towards the management of the libraries electronic resources.

When electronic resources first became available, many librarians had to address the challenges of uniform purchasing, management, and the creation of usage policies for academic libraries that were served. As a result, each university faculty was required to provide a list of publications and e-resources relevant to its area of study that needed purchasing. These materials were often restricted to the users associated with that specific faculty, and were only made available to them via a network or any specific other search systems developed by that department. A few of these systems assisted virtual private network access to the library resources while others required users to access the resources from within the library.

Researchers wishing to browse through any library resources could be faced with different entry points and interfaces rather than a consolidated listing of all library holdings. This left users frustrated and led to under-use of many valuable high-cost resources. This quickly established that a unified library portal, via which users could perform a federated searching across all of the resources, was deemed essential. Drawing up a list of requirements for choosing a library solution that would help us to meet the goals of the digital library project, would be; on one hand, libraries need systems sophisticated enough to accommodate the different copyright agreements and access rights entitlements of various converging units. On the other hand, the system has to provide a single point of entry through which all users, regardless of access authority, who access the library’s complete collection displayed via a list and a catalog of resources.

The University library exists to benefit a diverse set of people. The associates mentioned here are the societies, undergrads to post grads, teaching and non-teaching fraternity. These groups may be further be segmented by roles, characteristics, or interests, members for whom, English is a second language for the purposes of specific marketing activities. As an institution which is established from student fees and non-governmental grants and as a repository for government information, librarians also have an added responsibility to serve the local society. Again, within the local society, there are multiple subsets that could serve our local society. Again within the local society there are multiple subsets that could be of particular interest to librarians as they market services and resources. It is here that, technology makes an impact and assists selective promotion on a global platform. Research Scholars interested in a library’s unique collections may also be audience for a library’s long-term marketing plan. In this context it is apt to quote that, the university libraries have been presented both in the library profession and in the higher education segment as a showcase for its architecture and information technologies.
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IV. LIBRARIES IN THE POST LIBERALIZED ERA – A FEW THOUGHT STARTERS

Libraries are deemed to possess reliable and convenient information selected to meet a user’s research needs and learning styles. Also libraries have unique and valuable regional materials on issues of national interest such as rural development, and crops management in a dry environment, mobile computing, nuclear power generation architecture and health development to name a few.

Libraries assist and cater to the development of literacy skills crucial for extended learning and professional success, namely the ability to ascertain and access, evaluate and effectively utilize information in all of its various formats. Helpful library staff are to be made available and accessible within the facility and remotely, to collaborate with patrons in a one on one set-up or in group settings, to provide subject specific or general assistance. Association with the library in the form, of an ID (physical or electronic or biometric) can help in authenticating users. Libraries cater to their users with sound-proof venues, inviting with comfortable spaces to read, research, study, relax, explore, learn, assimilate with convenient access to print (Paid and free) and electronic information with the latest hardware and software that today’s users need and expect.

For librarians engaged in strategic planning encompassing information and communications technology (ICT), guidance from confirmed sources can result valuably. There can unfortunately be a great deal of challenges associated with much written components regarding the strategic use to which modern ICT can be utilized in organizations throughout the Globe these days. Re-sounding yet vague terms such as ‘Information Technology Enabled Services’ and ‘Business Process Outsourcing’ frequent the popular media channels on the subject. The Journal of Strategic Information Systems takes a more critical outlook. In publishing papers authored from scholarly study and utilizing research from all nooks and corners of the globe, modern libraries provide a truly impressive array of information on how centers of learning can utilize ICT strategically to avoid associated pitfalls.

To identify the importance of the marketing plan for the overall success of a library and emphasize the need to include a marketing plan within a library’s strategic plan. Further we need to identify components to include in a marketing plan and hence provide a procedure book to generate such a plan. Quoting many eminent librarians, components essential to a marketing plan encompass determining what to promote, defining a target audience, choosing types of outreach, and evaluation.

Publicity Guidelines: Many companies use public relations to assist other promotional efforts. It is a very potent tool that could always be part of a library’s marketing mix. The specified 5-step guideline can assist a librarian’s public relations efforts and can closely coordinate with promotional campaigns so as to achieve a greater impact.

1. Deliberate on and choose the right media.
2. Do have a good grounding on the media type.
3. Timing & Packaging your news is pivotal
4. Ensure you follow-up in person.
5. Establish a strong relationship and cement the same.

For a library to market itself in the Post Liberalized world, it needs to have a focus to achieve some or all of the goals identified as below.

Goals of a Library - Not limited to

1. Sponsorship of events, aimed primarily at students and teachers to promote the library’s resources and services and to address library anxiety at the start of each session as a follow-up to participation in orientation activities.
   a. To solicit for volunteers twice a year to form event planning teams lead by a member from the corporate communications committee.
   b. Choose a key theme for each such event.
   c. Establish monetary budgets for the event and associate promotional materials.

2. Collate a rule book in conjunction with allied departmental libraries, and an informational guide for students and users as an annual publication for donors and community leaders and associates of the library highlighting the accomplishments, thanking donors and gift contributors.
   a. Seek general suggestions / comments from
      i. Within departments of the library.
      ii. Specific groups (if any) in the libraries.
      iii. External participants to the Library.
   b. Define and establish editorial responsibilities.
   c. Identify potential contributors within the Institution

3. To collaborate on strategic alliances with on and off campus groups to promote the library via pre-existing vehicles and to provide more responsive services to these campus groups and their constituents.
   a. Identify key opportunities for expansion
   b. Seek for input and help from the libraries’ staff
   c. Seek for opportunities to publish in the newsletter of student services offices and other academic departments

4. To advertise campus-wide and in the community. Efficient advertising will be essential to the library’s success in attracting and retaining users. Potential users need to be made aware of the high quality services and products available to them-mostly without a monetary charge.
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a. Utilize relevant payments of library campaigning for campus and community advertising.

b. Link into promotions and events sponsored by Library associations when applicable.

c. Utilize media: Issue press releases and public announcements for promotional events and to add to the depiction of libraries and allied resources.

5. Allocate resources to the annual reception for faculty authors
   a. Define authorship to include the creation of books and performing accomplishments.
   b. In cooperation with the Rector’s office and library administration, establish date and place and budget of reception.
   c. Seek for participant lists and other campus publications noting faculty work.

V. FUTURE TRENDS

Library services are bound to increase in the ICT segment viz., electronic databases and electronic journals. The World Wide Web will continue to act as a change agent in the usage of library print and subscription to its database resources. The trend towards electronic development and maintenance of library materials would make library resources accessible readily from home or other off campus systems. Promotional material and activities need to create a desire or need to visit the library in person for instruction and educational support services. One of the primary challenges is to market a library’s resource to online users through the central command office of the host university. Another notable challenge is to market library services to patrons on and off campus.

VI. CONCLUSION

To be effective in achieving the library’s aims, any university needs to understand the overall environment in which it functions. For an established University, this means knowing its customers and competitors; for modern libraries, it means mainly (but not limited) understanding its users and their potential demands. A thorough environmental scan will hand-hold a library in developing and marketing its services as deemed necessary in a measurable environment, and can be crucial to its health and efficiency. The references quoted in this paper give a bit of theory and practical advice regarding how to discover the demographics of a library’s universe; the process of ascertaining the needs and preferences of its actual and potential users; and the methodology of analyzing all available / possible factors, external and internal, to cater to the library’s strategic planning process. All types of institutions (academic and non-academic) providing information need to pay attention to the process of serving customers and manage with media and public relations. In order to provide good customer service, a library must primarily make sure that its customers know of the available services and rendering schedule (time-frames). Whether an information organization is an academic or professional library, any or all publishing houses or a patent office, needs to get word out about services available and take care of customers and prioritize their primary needs. By seeking to understand how diverse information is stored in today’s ICT world, a library needs to structure its rendered services and manage public relations, sharing of best practices may be outlined, identified and advantages gained for a better tomorrow.

Interactivity is a mandated aspect of student-centered course design framework, especially in the internet era. Students more often than not, require learning institutions to generate graduates who are problem solvers and creative thinkers; personnel who are literate enough to function well in a knowledge-centric economy. To achieve this educational goal, ICT needs to reform traditional methods of instruction, shifting from a more passive method of teaching to more interactive methodologies.

However, the concern of how to evaluate the coveted goal of interactivity in a class is not often fully addressed, as asserted by this study. Based on four years of ICT enabled design and delivery, this paper has proposed multiple factors and criteria to that can be considered in determining how interactivity can be improved and evaluated. Fundamentally, teachers ought to consider their teaching environment as one of a conversation between an instructor and learner in what this research terms “Conversational Learning Society”. Imperative components in this environment include Learners, instructor(s), course materials, and links to remote experts and resources enabled by ICT. All these components are fastened intact by instructional interactivity. Three types of instructional interactivity ought to be recognized. These are learner-learner, instructor-learner and learner-resource interactivity.

To evaluate interactivity one could mull-over both quantitative and qualitative criteria. On the qualitative aspects a teacher needs to pay attention to issues such as initiative, critical thinking and academic rigor coupled with the factor “how far the students seem to be showing signs of these”. On the quantitative aspects it may be helpful to consider various log-on statistics on the course homepage and other related statistics about student appraisal of the coursework.

The criteria of how to successfully evaluate the magnitude to which a course design facilitates interaction is bound to remain for a long time - a contentious one. Regardless of the case with regard to the issue of evaluation, this study asserts and concludes that interactivity on the web enhances even tutorial sessions and traditional classroom. ICT enabled Interactive web-based design can allow teachers to achieve a better functional management of their courses, leading to a more effectual scholarship of learning and teaching.
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Abstract—Orthogonal Frequency Division Multiplexing (OFDM) transmissions are emerging as important modulation technique because of its capacity of ensuring high level of robustness against any interferences. This project is mainly concerned with how well OFDM system performs in reducing the Inter Symbol Interference (ISI) when the transmission is made over an Additive White Gaussian Noise (AWGN) channel. When OFDM is considered as a low symbol rate and a long symbol duration modulation scheme, it is sensible to insert a guard interval between the OFDM symbols for the purpose of eliminating the effect of ISI with the increase of Signal to Noise Ratio (SNR).
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I. INTRODUCTION (HEADING 1)

This paper is intended for those engineers whose research interests are related to digital communication, particularly the terrestrial digital video broadcasting (DVB-T) and the digital audio broadcasting (DAB) as Orthogonal Frequency Division Multiplexing (OFDM) system has been effectively used in both digital television and radio broadcasting system. The OFDM usually operates with high data rate and hence it is also widely used in asymmetric digital subscriber lines (ADSL) in order to achieve a high speed data connection. Considering the cost as a factor, this paper excludes the need of an equalizer and shows that it is still possible to reduce the ISI in an OFDM system without the equalizer[6].

This project investigates the OFDM system performance in eliminating the Inter symbol Interference (ISI) effect which, in our experiment, is caused by the noise generated from the AWGN channel. In the case of using the single carrier modulation, frequency selective fading and inter symbol interference occur, which leads to high probability of errors, consequently, affecting on the system performance. So, it is crucially important to study the elimination process of ISI effect. Additionally, in our project, we have considered OFDM system because OFDM is a form of digital multi-carrier modulation method that is widely used in wireless communication in order to solve the problem. In order to reducing the ISI effects, a 16-QAM modulation technique and an AWGN channel are used in our experiment.

II. LITERATURE REVIEW

Assuming the ideal channel or noiseless environment, we do so in order to focus attention on the effects of imperfections in the frequency response of the channel, on data transmission through the channel[4].

The receiving filter output, we may be written as

\[ y(t) = \sum_{k=-\infty}^{\infty} A_k p(t - kT_b) \]  

where \( A_k \) is a scaling factor. The pulse \( p(t) \) has a shape different from that of \( g(t) \), but it is normalized such that,

\[ p(0) = 1. \]

The pulse \( \mu A_k p(t) \) is the response of the cascade connection of the transmitting filter, the channel, and receiving filter, which is produced by the pulse \( A_k g(t) \) applied to the input of this cascade connection. Therefore, we may relate \( p(t) \) to \( g(t) \) in the frequency domain as follows (after cancelling the common factor \( A_k \))

\[ \mu P(f) = G(f)H_C(f)H_R(f) \]  

where \( P(f) \) and \( G(f) \) are the Fourier transform of \( p(t) \) and \( g(t) \), respectively. The receiving filter output \( y(t) \) is sampled at time \( t_i = iT_b \) (with \( i \) taking on integer values), yielding

\[ y(t_i) = \mu \sum_{k=-\infty}^{\infty} A_k p(i - k)T_b \]

\[ \mu A_i + \mu \sum_{k=1}^{\infty} A_k p(i - k)T_b \]  

\[ = 0, \pm 1, \pm 2 \]  

In Equation 3, the first term \( \mu A_i \) represents the contribution of the \( i \)th transmitted bit. The second term represents the residual effect of all other transmitted bits on the decoding of the \( i \)th received bit; this residual effect is called inter symbol interference.
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interference (ISI). In the absence of ISI, we observe from the equation 3 that

\[ y(t_i) = \mu A_i \]  

(4)

Which shows that, under these conditions, the \( i \)th transmitted bit can be decoded correctly. The unavoidable presence of ISI in the system, however, introduces errors in the decision device at the receiver output. Therefore, in the design of the transmitting and receiving filters, the objective is to minimize the effects of ISI, and thereby deliver the digital data to its destinations with the smallest error rate.

Two previous researches demonstrate that ISI can be handled effectively in OFDM system by using the 4-QAM technique [1] [2]. ISI effect can be reduced by inserting a guard interval at low symbol rate instead of using pulse shaping filter at high symbol rate and this idea is drawn from [3].

III. RESEARCH RATIONALE

In an OFDM system with a higher symbol rate, reflected signals can interfere with consequent symbols. It creates complexity as the received signal can be distorted by this interference. So our research question arises, “how can we reduce ISI in an OFDM system?”

In the OFDM system we can mitigate this problem by modulating multiple sub-carriers per channel at lower symbol rate (long symbol period). By using a smaller symbol rate, the signal reflections are found occupying only a small portion of the total symbol period. Thus, it is possible to just insert a guard interval between consecutive OFDM symbols in order to remove interference from reflections. And then it becomes feasible for ISI to be removed from signals by increasing the value of SNR [5].

The main contributions of this project are:

1. Designing a new method that reduces the ISI in OFDM system very effectively. The method uses a guard interval which is equal to one-fourth of the symbol period, and also which includes a 16-QAM slicer, the slicer which is mainly used to compare the output constellation.

2. Implementing the whole model on MATLAB Workspace. In order to validate our experiment, the result of the simulation is shown in a plot of the SNR versus SER (Symbol Error Rate).

IV. ANALYSIS OF FINDINGS

A. OFDM signal generation and reception over AWGN channel

The system model of the project is shown in Fig 1 where the upper part is the transmitter block and the lower part is the receiver block.

After working with the transmitter block, we have the transmitted signal \( s(t) \) with the carrier frequency \( f_c \).

\[ s(t) = u_0 f_t(t) \cos(2\pi f_c t) + u_0 f_q(t) \sin(2\pi f_c t) \]  

(5)

From (1), the quadrature signal accords with the imaginary part of the complex modulation symbols and in our project, these are the 16-QAM symbols. The signal is then transmitted through an AWGN channel and the purpose of using this channel is to add a noise \( n(t) \) to the transmitted signal \( s(t) \). In the receiver part, the corrupted OFDM signal is first filtered by using a low pass filter in order to get the original baseband signal and then sampled. Finally, the output from FFT modulation gives the received constellation. The received constellation passes through a 16-QAM slicer and inserts the received symbols into the sixteen possible constellation points.

B. ISI analysis and Validation

In our experiment, we have considered only one path (AWGN channel) between OFDM transmitter and receiver which corrupts the transmitted signal. After getting the output from FFT block, it is possible to make a comparison between the original and received 16-QAM constellation. By observing the received constellation, a large amount of symbol errors arises which leads to high noise power, consequently, generates the ISI in the system. By increasing the value of SNR up to a certain level, we can reduce the Symbol Error Rate (SER) as well as the ISI.

Table 1 presents the symbol errors for different values of SNR.

Fig 3 shows the ideal 16QAM constellation that we get in the transmitter part. Fig 4 shows that the noise power and the ISI are found higher when the SNR value is fixed at 0 dB. With the increase of SNR, ISI is found to be reduced effectively and this is shown in Fig 5. Finally, Fig 6 illustrates the system performance as good as we expected.
TABLE 1. NO. OF SYMBOL ERRORS FOR DIFFERENT SNR

<table>
<thead>
<tr>
<th>SNR[dB]</th>
<th>Symbol Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>612</td>
</tr>
<tr>
<td>4</td>
<td>362</td>
</tr>
<tr>
<td>8</td>
<td>203</td>
</tr>
</tbody>
</table>

V. CONCLUSION

In this paper, we have demonstrated the application of a 16-QAM modulation technique in the OFDM system with a view to reducing the ISI. The experiment has been successful through adding the guard intervals between the consecutive symbols. Although we could not bring the SER reduced to zero our designed system still works properly. The system performance curve demonstrates that it can still be used for DVB-T.

For future work, improvement can be made by coding the original information; over and above, the ISI effect could be further removed by using an equalizer at the receiver end.
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