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Enhancing CRM Business Intelligence Applications by Web User Experience Model

Natheer K. Gharaibeh
College Computer Science and Engineering at Yanbu, Taibah University
Yanbu, KSA

Abstract—several trends are emerging in the field of CRM technology which promises a brighter future of more profitable customers and decreasing costs. One of the most critical trends is enhancing Business Intelligence applications using Web Technologies. Web technologies can improve the CRM BI implementation, but it still need evaluation. The Web has focused the attention of organizations towards the User Experience and the need to learn about their customer, The UX paradigm calls for enhancing CRMBI by Web technologies. This paper deals with this issue and provide a framework for building Web based CRMBI depending on the Process mapping between CRMBI and UX. It provides a conceptual overview of CRM and its relationship to the main disciplines BI, UX and Web.

Keywords—CRM; Data warehouse; User Experience; Business intelligence; Web

I. INTRODUCTION

Business Intelligence and Web Technologies [1] [10] has gained greater attention since the last two decades. for both practitioners and researchers BI includes business-centric practices and methodologies that can be applied to various high-impact applications such as e-commerce, market intelligence, customer intelligence and specifically customer relationship management (CRM). The high failure rates reported [2] in CRM Applications raised questions about how CRM applications are developed and especially what Design preconditions are required for implementing and building CRM successfully.

Analysts such as Gartner, AMR and Forrester Research studied the problem seriously From 2001 till 2009, a variety of analyst firms reported failure rates ranging up to 70 percent, with over 50 percent of organizations in 2009 indicating that CRM projects did not fully meet expectations, and it was noted that the percentage of firms implementing CRM has increased, from 53 percent in 2003 to 75 percent in 2010.

As with the problem of CRM, it is founded that 50% to 66% of all initial Business Intelligence and DW efforts fail [3]. Gartner [4] estimates that more than 50% of DW projects have limited acceptance or fail. Therefore, it is crucial to have a thorough understanding of the critical success factors and variables that determine the efficient implementation of a DW solution. What is interesting to note that two of the top three CSFs were focused on understanding the business context and process in which the datawarehouse would operate. From this perspective we want take CRM as the business context and the process that need to be improved.

To illustrate a good starting point between CRM and BI, on the one hand, there is a general acceptance among researchers [5] of the categorization of CRM components into Technology, people, and Process. On the other hand, Gartner [4] provides these three pillars as working framework for the success of BI, the intermediate pillar is process which represents the connection between people and technology [6], therefore. There is essential shift toward process orientation of BI [7], By applying Process oriented BI We Replace function-oriented separation of work by processes that span both functional and organizational boundaries, Therefore CRM as a process has been added to BI To coin the concept of CRMBI applications.

Thus, we define CRMBI as all BI capabilities that are dedicated to the analysis as well as to the systematic purposeful transformation of CRM relevant data from communication, transactional level into relational level, this implies the transformation from reach to richness [1], Reach means make communication with large numbers of customers, while Richness means more meaningful communication with those customers through real transactions, and then establish useful relations with those loyal customers. This relational model must be done through Web based applications in order to access larger number of people. This is what we mean by Web Based CRMBI Application. CRMBI can be exist in many forms and examples, in this study the problem at hand is Frequent Flyer Program (FFP) from the Airline application domain, which will be explained in section 5.

There are a lot of research about how to combine between CRM and BI, but there is a little research about extending the capabilities of CRM Business Intelligence applications by web, the importance of web come from meeting the requirements of large numbers of connected customers and the huge amount of available click stream data available through the web. Furthermore, the processes of connecting with customers through the Web are a key resource that will enable the organization strengthen its relationships with their customers and gain a sustainable competitive advantage. The Web has focused the attention of organizations towards the User Experience [8] and the need to learn about their customer, The UX paradigm calls for enhancing CRMBI by web technologies. In this paper the Process mapping between CRMBI and UX will be discussed.

In order to get insight into the development process of CRMBI, a design science approach was applied in this paper,

the following structure was organized. In the second section some background information on the main concepts of the paper will be provided. A more detailed overview of the main concepts (CRM, BI, UX and Web) are presented in section 3. Subsequently, a vision for the CRMBI process is outlined in Section 4, whereas section 5 offer a detailed analysis of the main components of the developed model. In section 6 conclusions are drawn.

II. BACKGROUND

In this section, every concept and its relationship with the problem at hand are explained.

A. CRM and relational function

There are many determinants for the CRM, but in this paper the determinants of e-relationship quality in most recent CRM literature [22] [23] will be followed: the communicational function, followed by transactional function and then relational function, these three dimensions were the most important dimensions that would affect customer loyalty as indicator for CRM Success.

Communication function represents the use of Internet as customer service tool to display information and answer all enquiries from customers. Transactional function represents the use of Internet technology as a platform to transact with companies such as place orders, accomplishing payments, and view profile of previous activities. Relational function consists of value adding elements such as customized services and personalized Web Pages. In this paper the focus will be transferred from Communication to transactional, then from transactional to the relational level. The containment of these three levels will five a broader vision of building CRMBI, which is the main goal of this paper.

B. DW as a specific Research Area (The need to expand capabilities of DW)

Since 30 years data warehouses [25] have been deployed as an integral part of a modern decision support environment. Therefore, a DW/BI is not only a software package or product, it also a process. The adoption of DW technology requires massive capital expenditure and a certain deal of implementation time. DW projects are hence very expensive, time-consuming and risky undertakings compared with other information technology initiatives, as cited by prior researchers [7]. Further Project Management practices do not work easily on DW [14], because they needs more integration with other systems, developing DW is a process more than product. Moreover, the DW/BI projects can’t be initiated unless their benefits have been associated to the organization’s specific business problems and strategic business goals [14]. Justification for a DW initiative must always be business-driven and not technology-driven. So it is very important for such projects to get support from top level management.

Although a data warehouse empowers knowledge workers with information that allows them to make decisions based on a solid basis of fact. However, only a fraction of the required knowledge exists on computers; the vast majority of a firm’s intellectual assets exist as knowledge in the minds of its employees, in the form of tacit knowledge [24]. Hence, a data warehouse does not necessarily provide adequate support for knowledge intensive queries in an organization. This situation can be interpreted as a sign that the field of BI development must enter into new stage of multi-perspectives research, which depends more on Web technologies. This viewpoint copes with the DW research agenda proposed by Nemati et al. [25]. They said, bone research area of decision support technologies such as BI and DW needs to the development of a set of theoretical foundations upon which to build future applications.

Since the early 2000s, the Internet and the Web began to offer unique data collection and analytical research and development opportunities which extend and enhance the CRM and BI applications. Especially IP-specific user search and interaction logs [10]. Before that there where many difficulties in collecting this huge amount of customer data [28], but now with the advance in Web2.0, Web intelligence, web analytics, and the user-generated content have led to a new and exciting era of BI&A 2.0 research [10] which is centered on text and web analytics for unstructured web contents. In which the customer data can be collected seamlessly through cookies and server logs have become a new gold mine for understanding customer’s needs and identifying new business opportunities.

What is needed is a new generation of DW that provides the infrastructure required to capture not only data and information but also knowledge. The existing data warehouses model can be extended and enhanced by Web Technologies to create a knowledge as we will show in the next section. The key idea of Web 2.0 [26] is putting the user at the center. It enables people to participate, collaborate and interact with each other. Web 2.0 has become a mass phenomenon.

C. CRMBI

As we defined CRMBI in the introduction, in this section we will show more details about this concept. At a general level, development of Web based CRMBI applications depend on the combination of the three main areas, CRM, BI, and UX as depicted in Figure 1. CRMBI can be found at the intersection of these three circles. The research problems originate from both CRM and BI fields in a way that Web technologies provide solution for both problems. By doing this we increase the opportunity of developing CRMBI successfully. By taking the impacts of these important fields on the required Software Artifact. In the next sections a new framework for CRMBI development will be presented. This
review of theory and practice of CRM, BI and Web will help the Information System developers and Business analysts to have a clear mind of the development of CRMBI applications. This kind of studies is exploratory in nature, and it may be the seed for ongoing research on more than one emergent direction. To provide concrete evidence of applicability a technical vision for the possible CRMBI implementation is introduced in section 5.

III. CRMBI AND UX

A. The three CRM Processes

Through transferring from just Communication with customers into Transactional function, a Database or ARS (Airline Reservations System) is created and updated. The value-adding features such as personalized recommendations personalized webpages, and customized service could be established in the relational function.

These three functions of CRM could be mapped into the five elements of user experience, which will be shown in the next section.

B. User experience elements

Most people, at one time or another, have reserved a ticket (or any other service) over the Web. The experience is pretty much the same every time, the customer go to the site, he find the flight he want, maybe by using a search engine, by browsing a catalog or maybe by a Third-party online intermediaries (TPIs), then after this Communication, the customer give the site his credit card number and his address, and the site confirms that the book will be shipped to him.

These orderly experience actually emerges from a whole set of decisions about how the Web Site looks, how it behaves, and what it allows you to do. These decisions build upon each other, informing and influencing all aspects of the user experience. Garrett [8] introduces five elements of user experience by concepts underlying software or a website. These application concepts summarize the goals a software system should pursue. Garret's elements collectively introduce different levels of such application concepts represented in an information system, which is described in Figure 2.

![Fig. 2. elements of User experience](image)

According to Reichheld and Schefter [9] an increase in customer retention rates by only 5% can increase profits by 25% to 95%. Consequently, the development of loyal customer behavior is a valued goal for CRMBI developers and designers. Creation of a sustaining User experience that encourages customers to return to the site and purchase requires Web site properties that achieve the customer’s expectations. Garrett [8] asserts that the user experience is an instrument for building customer loyalty.

C. The Importance of Web for CRMBI Success

Recent literature has placed the Web Technologies such as the more significant Critical Success Factor in the implementation of a CRM and BI [10]. The importance of integrating Web [11] into data warehousing environments come through enabling knowledge workers to acquire, integrate and flexibly analyze information from different sources aiming to improve the knowledge assets of the enterprise. These operation need larger architecture to be applied, therefore the operational data store (ODS) [12] has been introduced as a way of interfacing of the Web environment to the data warehouse.

Since the processes of customers are a key resource that will enable the company strengthen its relationships with them and gain a sustainable competitive advantage, The Web has focused the attention of organizations towards the User Experience [8] and the need to learn about their customer, The UX paradigm calls for extending the capabilities of CRMBI through Web technologies, This represents the main driving factor towards Web based CRMBI and give more importance to the users by using personalization methods [13], in which an overall customized user experience is provided by taking into account the needs, preferences and characteristics of a user or group of users, this personalization consists of defining and exploiting a user profiles. In addition to ODS we need Granularity Manager [12], which is positioned between the Web site and the data warehouse. The purpose of the granularity manager is to edit, aggregate, summarize, and integrate data as it passes from the Web to the data warehouse.

By referring to UX Garrett’s model and Levels of Process in CRM which was expressed in 3.1, we argue that representation and direct mapping between these two different concepts could enhance CRMBI. Table 1 shows this.

<table>
<thead>
<tr>
<th>CRM level</th>
<th>UX element</th>
<th>CRMBI component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relational level</td>
<td>Strategy</td>
<td>GM and ODS in FFP (OLAP)</td>
</tr>
<tr>
<td>Transaction level</td>
<td>Scope</td>
<td>The daily reservation Database in ARS (OLTP)</td>
</tr>
<tr>
<td>Communication level</td>
<td>structure, skeleton, and surface</td>
<td>Web Site User Interface</td>
</tr>
</tbody>
</table>

Table 1. PROCESS MAPPING BETWEEN CRMBI AND UX
IV. CRMBI STRATEGY PLAN

As it has been shown in the introduction, building CRMBI is not operational nor tactical, instead of that it must begin at the strategic level, because DW is not only system that is built or product you can buy [14], but also it is process of building a OLAP (Online Analytical Processing) system that must be integrated into other OLTP (Online Transaction Processing) systems. In this section the process will be improved at the strategic level, and a vision for the possible CRMBI technical implementation is introduced by exploiting the Web Technologies.

This first require Understanding CRM Process at the relational level, with its mapping element In UX, the Strategy, this phase include [8] Success metrics, user needs and Customer Segmentation

A. Loyalty as indicator for CRMBI Success

Because we are dealing with a Problem of empirical basis, we can follow the Critical thinking [15] approach by taking the position that certain elements within a problem context are more critical to the solution. It is therefore [16] crucial for a company to direct its marketing efforts towards retaining the top 20% of existing customers rather than spending it on communicating with customers who are likely to be unprofitable.

The key for successful development of CRM application [27] is to focus on measuring and managing customers with the intention to create loyal and profitable customers is to build lasting relationships with customers through identifying, understanding and meeting their needs. Identifying the most profitable customers has been a difficult task, but mixing of Data Warehousing and web technology has enabled companies to start pursuing this goal with a whole new level of intensity.

While relationships are a central part of loyalty, they alone are not enough to build CRMBI application; this what this research is trying to answer. The process of building customer loyalty is often described using a loyalty ladder [18] with five ascending steps: suspect, prospect, customer, client and advocate. This issue will be discussed in the next subsection.

B. User Segmentation

Historical data could be provided by Data warehouses [12], in which a time variant approach is used, where transactional data is summarized and kept to future uses, this need approaches of how data evolve from transactional focus to a relational customer focus. There is little theoretical empirical research that meaningfully addresses issues of how companies evolve from a transactional focus to a relational customer focus. Furthermore, while customer segmentation (or customer classification) [19] can be a powerful analysis, there are some limitations on using single classification techniques when the customer may belong to multiple segments (or classifications). Cunningham [19] discussed data mining algorithms can be classified into three categories:

1) math-based methods such as neural networks and linear discriminant analysis,
2) distance-based methods and
3) logic-based methods such as decision trees and rule induction.

Although these methods are powerful and accurate but they can be time consuming, especially for business analysts and Software developers. So, another potential research area would be to develop better software development methodologies that can be used efficiently and effectively to analyze customers that belong to multiple segments. This goal can be achieved by expanding the CRMBI Application by Web Technologies.

C. Voice Of the Customer

In the following scenario The researcher played the role of A passenger: he reserved through One of the travel agents who use Sabre distribution system, it seems that the agent didn’t match the FFP correctly, or there is a problem in integration between Sabre and Amadeus (which mostly used by RJ)

When the passenger returns to his FFP account he didn’t find his recent flights, after the passenger tried to submit the claim to RJ, he was asked to enter the Ticket Number and rest of Flight information.

But This FFP assigning process needs from the passenger long time to collect all the data, further he couldn’t do that, because he has no access to the Data Base, especially if his family members were registered with the family account, further to the fact that he traveled several number of times, therefore the FFP assigning process must be automatic, in order to avoid this problem [20], the CRM Process must be reengineered, this could be done through 6 Sigma Improve step, the following case study will show that.

This mean that personalizing a system consists of defining and exploiting a user profile which is in our case the FFP for the passenger or customer, the FFP refine and aggregate data taken from the ARS Data Base, which is considered transactional systems, this must be done automatically but unfortunately this is done manually in many Airlines companies, Royal Jordanian one of these companies,

V. THE SOLUTION ARCHITECTURE

In Traditional Operational systems (OLTP), Transactions and reservations [21] are fine grained and are agent to change; by contrast, data warehouse (OLAP) information is much more coarse grained and is refreshed according to a careful choice of refresh policy.

To guarantee efficiency for the fine-grained Transaction system and effectiveness for the coarse grained data warehouse, we need an important component in CRMBI, Which is the ODS mentioned in figure 3. The ODS is a hybrid structure that has some aspects of a data warehouse and other aspects of an operational system,
This Tiers structure makes it easier for the passengers or members to qualify to the higher tiers based on either the miles they accumulate or the number of segments they travel. It also makes it easier for them to maintain their tier for another year.

VI. Conclusion

The study aims to exploits CRM determinants (Communication, Transaction and Relational functions) to gain loyal customers through CRMBI process. Which leads to the development of Web based CRMBI applications depending on the combination of the three main areas, CRM, BI, and UX.

The scope of this work fall in the topic of integration of operational CRM (OLTP) and the analytical CRM (OLAP) , this idea expressed in the solution architecture , which shows the life cycle of shifting customers from users at the communication level , passengers who reserve a ticket at the transaction level , and finally Frequent Flyer Passenger at the relational level.

REFERENCES


Mind-Reading System - A Cutting-Edge Technology

Farhad Shir, Ph.D.
McGinn IP Law, PLLC
Vienna, Virginia, U.S.A.

Abstract—In this paper, we describe a human-computer interface (HCI) system that includes an enabler for controlling gadgets based on signal analysis of brain activities transmitted from the enabler to the gadgets. The enabler is insertable in a user’s ear and includes a recorder that records brain signals. A processing unit of the system, which is inserted in a gadget, commands the gadget based on decoding the recorded brain signals. The proposed device and system could facilitate a brain-machine interface to control the gadget from electroencephalography signals in the user’s brain.
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I. INTRODUCTION

HCI has been primarily implemented by monitoring direct manipulation of devices such as mice, keyboards, pens, touch surfaces, etc. However, as digital information becomes more integrated into everyday life, situations arise where it may be inconvenient to use hands to directly manipulate a gadget. For example, a driver might find it useful to interact with a vehicle navigation system without removing hands from the steering wheel. Further, a person in a meeting may wish to invisibly interact with a communication device. Accordingly, in the past few years there have been significant activities in the field of hands-free human-machine interface [1]. It is predicted that the future of HCI is moving toward compact and convenient hands-free devices.

Notably, in a recent report [2], IBM has predicted that at least in the next five years, mind-reading technologies for controlling gadgets would be available in the communication market. In the IBM report it is predicted that “if you just need to think about calling someone, it happens...or you can control the cursor on a computer screen just by thinking about where you want to move it.” Accordingly, there is a need to make such enablers that could capture, analyze, process, and transfer the brain signals, and command a gadget based on the instructions that a user has in mind. This paper discusses an enabler that is insertable in a user’s ear to record an electroencephalography in the brain as brain signals while the user imagines various commands for controlling a gadget. The ear could provide a relatively inconspicuous location. Indeed, ear is known as a site where brain wave activity is detectable. Certain areas of the ear, such as the area of the ear canal have proven to be better locations for detecting brain wave activity. Particularly, the area of the upper part of the ear, called the triangular fossa has high brain wave activity, especially near the skull. It is considered that the thinness of the skull at this area could facilitate higher reading of the brain wave activities. The proposed enabler of this paper could transmit, for example wirelessly, the brain signals to a processing unit inserted in the gadget. The processing unit decodes the received brain signals by a pattern recognition technique. Based on the decoded brain signals, the processing unit could control applications that are installed in the gadget. The details of the device and system that could facilitate such brain-machine interface are discussed in this paper. This paper addresses the current technologies in mind-reading systems, the deficiencies and limits of the existing technologies, along with possible solutions to have a practical device for brain-computer interaction, and the future plans to achieve such cutting-edge technology.

II. CURRENT STATUS OF TECHNOLOGY

Traditional human-computer interfaces are limited since they require a human to physically interact with a device, such as pressing a button by a finger. In one of the most recent attempts to address this problem, speech processing devices have been considered for voice activation. However, voice activation technology suffers from many use-related limitations, including poor operation in noisy environments, inappropriateness in public places, difficulty of use by those with speech and hearing problems, and issues to capture and recognize different and not previously stored patterns of accents and languages. Further, attempts have been made to use head and eye movement schemes to move a cursor around on a computer screen. Such methods are limited in functionality and require additional measures to provide a reliable control interface [3]. It is noted that the direction of HCI is moving toward hands-free brain-computer interface with a fast pace [4]. Among promising technologies in this field, Nokia Corporation (hereinafter “Nokia”) recently has proposed a system for providing a hierarchical approach to command-control tasks using a brain-computer interface [5]. This system includes a hierarchical multi-level decision tree structure that applies internal nodes and leaf nodes, in which the decision tree structure represents a task. The system performs navigating, using information derived from detected mental states of a user, through levels of the decision tree structure to reach a leaf node for achieving the task. The navigating includes selecting, using the information derived from the detected mental states of the user, between attribute values associated with the internal nodes of the decision tree structure to communicate with a device, including a name dialing or a command/control task. However, Nokia’s device suffers from the complexity of the system, which requires a noticeable space that could not be accommodated in a compact unit to be carried by the user or inserted in the gadget. Further, in Nokia’s system there is a possibility of a limited understanding of the user’s brain and its electrical activities, since the accuracy of a mind signal detection could be degraded as the number of mind states increases. For
example, it is unclear if this system can recognize a series of words that the user may think to implement a task. Another system recently proposed by Koninklijke Philips Electronics N.V. (hereinafter “Philips”) [6] includes creating a user profile for use in a brain-computer interface that includes conducting a training exercise, measuring the user's brain signals during the training exercise, mapping specific signals of the user's brain signals to predefine mental task descriptions, and creating a user profile including the user's brain signals mapped to the mental task descriptions. The created user profile can be used in a method of creating the brain-computer interface for the user to conduct an application.

Further, Philips’ system includes accessing the profile of the user that includes the user's brain signals mapped to mental task descriptions, accessing an application profile that includes properties of the application, matching mental task descriptions from the user profile to a respective property from the application profile, and creating a brain-computer interface. However, one of the problems that could arise from the Philips’ system is that before applying the brain-computer interface by the user, a significant training is required. The users need to learn how to modulate their brain activities to generate proper electrophysiological signals. Further, the Philips’ system needs to log many signals of the user, and then design a model or extract features. The electroencephalogram signals, however, are non-stationary, differ from subject to subject, and are very noisy. Indeed, the signal variability and the noises could distort the performance of Philips’ device, and for such systems, a tedious and time-consuming training process is needed for learning the specific characteristic of the brain signals [7].

Yet in another system proposed by Microsoft Corporation [8] (hereinafter “Microsoft”), an HCI includes a wearable device having a plurality of sensor nodes, in which each sensor node includes electromyography sensors, a module for measuring muscle generated electrical signals using the sensors, a module for determining the electrical signals correspond to which ones of a user gestures, and a module for causing computing devices to automatically execute commands corresponding to the specific user gestures. The problem that could arise from Microsoft’s system is the requirement of utilizing the plurality of sensors collectively in various areas of the user’s body including chest, head, forehead, etc. This could be cumbersome, time consuming, and inconvenient for the user. Further, systems have been proposed for wireless electroencephalogram transmission, such as a system considered by Pedifutures, Inc. (hereinafter “Pedifutures”) [9]. Although this system includes a device to transmit and receive electromyography data by radio frequency telemetry, it requires Manchester encoding which includes combining data with its associated clock in a single transmitted data stream. Manchester encoding is essential to obviate inherent frequency instability of the transmitter, which instability may result in impairment of the performance of the overall system. However, Manchester encoding does not provide error correction of transmitted signals and could reduce the effective data transmission rate, which would reduce data transmission efficiency and transmitted data integrity. Indeed, it is essential to a brain-computer interface system to produce and compare the brain response of a subject to audible stimuli. This would require accurate timing of the brain wave response to the stimuli and a high degree of transmitted data integrity. Pedifutures’ system, however, does not provide an accurate timing and transmitted data integrity essential for an effective brain-computer interface system. Based on the systems and devices discussed above, considering that the HCI field is growing fast in the direction of compact and user-friendly interface devices, there is a need to provide a comfortable and compact device and system to collect mind signals, to transmit the recorded signals to a processing unit, and to process the transmitted signals into commands that could control a gadget.

III. FUTURE PLANS, LIMITATIONS

In view of the above deficiencies in the conventional devices, considering aforementioned predictions in the area of mind-reading technologies, it appears that the trend for the HCI is toward providing affordable and convenient enablers that could efficiently facilitate conveying the brain signals of a user to command various gadgets. This paper discusses an enabler for controlling a gadget based on signal analysis of brain activities transmitted from the enabler to the gadget in a system, which could overcome the issues set forth above in the conventional devices. Therefore, it is an advantage of the system disclosed in this paper to provide an improved human-computer interface system, having many of the same capabilities as conventional input devices, but which is hands-free and does not require hand operated electromechanical controls, or microphone-based speech processing methods, and is easy to insert to provide comfort for a user of the enabler to enable easily controlling gadgets such as mobile phones, personal digital assistant devices, media players, etc.

With the proposed enabler and system of this paper, these gadgets can be controlled without a need for an additional hardware, particularly without additional electrodes outside the enabler. The enabler includes a recorder that is insertable in an outer ear area of the user. The recorder records electroencephalography signals generated in the brain. The recorded signals are transferred to a processing unit inserted in the gadget for converting the signals to command applications in the gadget. The proposed system is illustrated in Fig. 1, in which signals derived from the user’s ear are used for decoding the brain activities to enable mental controlling of a gadget. As shown in the figure, in the proposed system, an HCI enabler is inserted in the ear of the user.

The enabler uses electroencephalography recordings from the canal of the external ear to obtain brain activities in a way that is used as a brain-computer interface using signals of complex cognitive. A recorder that is inserted in the enabler records the brain signals. The recorder has an electrode that is located at the entrance of the ear, and could be mounted with an earplug. Signals can be amplified and digitized for transmitting from the enabler. The enabler wirelessly transmits the recorded brain signals to the processing unit that includes a decoder. A transmitting device installed in the enabler produces a radio frequency signal corresponding to voltages sensed by the recorder and transmits the radio frequency signal by radio frequency telemetry through a
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transmitting antenna. The transmitting device could include the transmitting antenna, a transmitter, an amplifying device, a controller, and a power supply unit, such as a battery. The amplifying device could include an input amplifier and a bandpass filter. The amplifying device receives an electrode signal from the recorder.

The electrode signal is a response to changes in the brain electrical activities of the user. The input amplifier could provide an initial gain to the electrode signal, and the bandpass filter could provide an additional gain to the electrode signal resulting in an output signal with an overall gain of much higher than the electrode signal. The controller is electrically connected to the bandpass filter. The output signal from the bandpass filter is inputted to the controller.

The controller provides signal conditioning to the output signal to provide telemetry transmission. Such signal conditioning includes analog to digital conversion. The controller also controls the transmitter channel frequency thereby controlling the frequency of the radio frequency signal to be transmitted. A receiving device in the processing unit, through a receiving antenna, receives the radio frequency signal generated and transmitted by the transmitting device. The receiving device produces a data output corresponding to the received radio frequency signal. The receiving device could include any radio frequency receiving means with a plurality of channels. A desired channel is selected via processor control of the frequency of an oscillator. The receiving device could employ a frequency shift key demodulation format. The receiving could also include a microcontroller incorporated to program the oscillator. The receiving device outputs data and error correction bits to the microcontroller which removes error correction bits and outputs corrected data as the data output to an operator interface. The data output corresponds to the radio frequency signal received by the receiving device. The receiving device outputs the data output to the operator interface. The operator interface could include software which allows automatic synchronization of the stimulus with the data output.

The decoder decodes the data output using a common algorithm such as pattern classifier. By evaluating frequencies in a wide range from theta to gamma brain signals recorded by the recorder, complex cognitive signals are decodable and are used for controlling the gadget. The processing unit converts the decoded signals to command signals for running an application inserted in the gadget. The above-mentioned pattern classifier can utilize conventional algorithms that apply classifier-directed pattern recognition techniques to identify and measure specific changes in each input signal and derive an index of the relative strength of the change [3]. In one method, a rule-based hierarchical database structure, describes the relevant features within each signal and a weighting function for each feature. A self-learning heuristic algorithm governs the use and reweighting criteria for each feature, maintains the database of the feature indexes, and regulates feedback from a Feedback Control Interface. The output vectors are sent through cascades of classifiers, which select the most appropriate combination of the features necessary to generate a control signal to match an application in the gadget. Calibration, training, and feedback adjustment could be performed at the classifier stage prior to characterization of the control signal to match the control interface requirements. In sum, the proposed method to implement the enabler of this paper could include receiving a signal indicative of a mental activity of a user, decoding the signal, using pattern recognition to identify and quantify a change in the signal, classifying the signal according to a response index to obtain a classified signal, comparing the classified signal to data in a response cache to identify a response that corresponds to the classified signal, and delivering a command to the gadget to implement the response.

Other pattern recognizing algorithms such as wavelet, Hilbert, Fourier or other transformation can also be applied to single trails of the electroencephalograph from the recorder to perform pattern recognition. After a program for executing the above method is loaded into a memory of the processing unit, the program enables the processing unit to carry out the method for controlling the gadget, in which the processing unit coordinates with a recording electrode, and the detector for detecting signals of an electroencephalogram is placed in the canal of the outer ear of the user. Accordingly, the brain activities are decoded from the signals of the electroencephalogram and the gadget is controlled based on the results of the decoding.

IV. RESULTS AND DISCUSSION

The proposed system can provide a brain-user interface that utilizes miniaturized lightweight acquisition devices and computing electronics, and applies signal processing methods to acquire and measure mind data under real-time conditions.

It is noted that in conventional devices one of the issues associated with implementing the brain signals is that it can be relatively difficult for a user to control the brain activities [10]. Alpha, beta, and gamma brain waves are readily accessible for sensing with sensors that sense electroencephalography and can be separated into subgroups based on frequency properties. However, for most individuals it is very difficult to influence activity of selected subgroups of brain waves, particularly in a time-controlled manner. Indeed, timing of signals is critical for the most control functions. In order to justify that the proposed enabler and system of this paper could overcome the aforementioned deficiencies of the conventional systems, and could provide an
efficient method to convey the brain activities to command signals for controlling a gadget, it is noted that a similar in-ear enabler has been shown being enable to detect oscillatory brain responses to complex cognitive challenges [11]. In-ear electroencephalography recording is sensitive to the changes in brain activities in response to complex cognitive demands.

The above-mentioned study shows using a working memory task in which participants have to keep an image, illustrating a natural scene in mind over a predetermined period. The onset of the scene image causes a change in theta power, which can be measured from the in-ear device. The activity measured at the device is sensitive to the experimental manipulation as to whether performance in a given trial is rewarded, such that an increase of theta power becomes stronger when performance in the trial is rewarded. In the above-mentioned study, individuals were presented with images of natural scenes that either depicted indoor or outdoor sceneries. The decoding was performed with a Multivariate Pattern Classifier (MVPC) algorithm using routines, in which neural network topology was defined by an input layer, which includes each of the frequency features of the electroencephalography recorded from the in-ear detector, a hidden layer including units, and an output layer, defined by two units, one for each of the indoor and outdoor category-specific patterns. The target patterns were for an indoor scene and an outdoor scene. Neural network training was always stopped after certain iterations. Figure 2 shows the accuracy of decoding from electroencephalography activity recorded with the in-ear electroencephalography detector depending on whether a subject is currently looking at and memorizing an indoor or an outdoor scene.

Based on the results of the above study depicted in Fig. 2, in-ear electroencephalography recordings and the frequency decomposition of these electroencephalography recordings are suitable to decode complex and highly cognitive brain activities. In the study illustrated in this figure, single-subject indoor and outdoor MVPCs were computed separately every 80 ms from −36 ms prior to 764 ms after sample onset during encoding. X axis labels time points where the MVPC was trained and tested. Plots represent subjects’ mean MVPC accuracy at sample encoding for control (Cont; black line), nonconfigural (N-Conf; blue line), and configural (Conf; red line) conditions. MVPC results showed correct classification of sample pictures into indoor and outdoor categories from 200–300 ms onward.

Figure 2 demonstrates (A) Trial structure of two variants of a blocked DMS working memory task, one with and other without associative configural maintained demands and a control task without maintenance requirements. (B) Behavioral performance at probe for each experimental condition. Working memory performance was better in the nonconfigural than the configural condition [paired t test: t(7) = 4.02, p = 0.005] and accuracy in control and configural was similar [paired t test: t(7) = 0.8, p = 0.45], showing that the two conditions were equated for difficulty. *p < 0.05; ns: p >0.4. (C) Single-subject indoor and outdoor MVPCs were computed separately every 80 ms from −36 ms prior to 764 ms after sample onset during encoding.

X axis labels time points where the MVPC was trained and tested. Plots represent subjects’ mean MVPC accuracy at sample encoding for control (Cont; black line), (N-Conf; blue line), and configural (Conf; red line) conditions. MVPC results showed correct classification of sample pictures into indoor and outdoor categories from 200–300 ms onward. The statistical threshold for correct MVPC classification was set at p < 0.04 and at p < 0.002 after correcting for multiple comparisons. Error bars denote standard error of the mean (SEM) in (B) and (C) [11].

The results demonstrated above indicate that the in-ear electroencephalography recordings are suitable for constructing a brain-computer interface. Based on the results shown above, it is reasonable to conclude that, considering the above-mentioned system is able to distinguish brain thoughts, such as thinking about indoor versus imagining outdoor, an in-ear brain-computer interface could decode complex mental...
thoughts and allow individuals to use more complicated thoughts to create a variety of cognitive commands to control gadgets.

In a separate study [12], mobile terminals have been demonstrated to illustrate measurements of biological signal, such as brain waves, in which the mobile terminal includes electrodes for body grounding as reference electrodes, and electrodes for differential amplification that are installed at a terminal body or a part of an outer surface of the terminal body and contact with the skin of a user of the mobile terminal.

Further, in another study [13], a device controls an electronic or computer system by a fluid flow to provide a pressure current input to a computer system, in which the device includes a sensor that detects the pressure current input provided by a user and converts the pressure current input into an electric signal, a signal processing unit to process the electric signal, and a flexible arm to secure the device in an input position, such as the chin area of the user, to detect the pressure current input provided by the user.

Yet, in another study [14], it has shown that brain waves of an individual can control a cursor on a monitor or other communication devices. Such communication via brain waves can be optimized in real time and by the stored data. The mu rhythms are detected, filtered, and amplified, when a person faces display screens. Electrodes are placed in approximately 64 locations in the scalp of the individual, for monitoring the mu rhythms of the alpha band and other electroencephalography rhythms. An ear lobe is used as an electrode reference. The electrode signals are fed to a channel differential amplifier to amplify the difference between the 64 channels and a reference electrode. The signals are digitized and filtered. The resulting signals are periodically submitted to a frequency analysis. The powers in specific frequency bands of signals are the independent variables for equations used to control a movement of a cursor. Each variable includes the amplitude at a specific frequency in a specific signal. Two control channels are provided for horizontal and vertical movements. Each control channel is defined by an equation. The intercept of each equation corresponds to an average of the value of the independent variables that are stored or recorded from the previous performance of the individual. The cursor could move several times per second in accordance with the scanning frequency. Movement of the cursor on the screen can control other processes and devices by invoking programmed commands displayed on the screen.

Further, in another device [15], a system for monitoring brain waves includes a detection electrode that detects brain waves and is located on a part of the ear. The detection electrode generates a brain wave data signal. A reference electrode detects a reference signal and generates a reference data signal. A monitor receives the brain wave data signal and the reference data signal. The detection electrode and the reference electrode form an electrode pair, and the monitor processes the data reference signal and the brain wave data signal. Accordingly, the above studies indicate that the proposed system and device in this paper for enabling mind reading based on brain signals to control a gadget is feasible and could be a potential candidate for the future HCI devices.

Indeed, each of the studies cited in this section justify that the proposed enabler of this paper could be practical, in which the enabler receives a signal indicative of a mental activity of a user, and a processing unit decodes the signal, using pattern recognition to identify and quantify a change in the signal, classifies the signal according to a response index to obtain a classified signal, compares the classified signal to data in a response cache to identify a response that corresponds to the classified signal, and delivers a command to implement the response to a gadget.

One of the unique features of the proposed enabler of this paper is the compactness of the system, since the proposed system can be partly inserted in the ear of the user and the encoding and signal analysis part of the system is performed in the gadget that receives the brain signals to command the gadget. It is noted that some of the distinct features of the proposed system and enabler of this paper might be disclosed in the above studies and the prior art discussed in section 2 of this paper. However, the proposed system and enabler of this paper have novel features as a whole, which were not collectively considered in the cited references. These novel features that could distinguish the proposed system and enabler from the conventional art, among many other features, include easy installation of the enabler in the user’s ear to provide convenience wireless communication to adapt to the fast growing technologies of the mobile devices, decoding of the data signals in the processing unit placed in the gadget to reduce the workload, space, and weight of the enabler, and a proper pattern recognition and signal analysis system that could measure mind data under real-time conditions.

Accordingly, the propose enabler of this paper to control the gadgets based on the user’s mind activities could provide a compact, convenient, and hands-free device, which appears to be the trend in the future of the communication devices, as noted in the aforementioned sections of this report. In addition to command traditional uses of gadgets in daily life, there are several other possible applications for the mind-reading enabler presented in this paper.

In the area of medical devices, for example, for paralyzed people, or individuals with language impairment the in-ear brain-computer interface enabler can serve as a portable and easy to use device for communication through mind to control devices such as telephones, electric wheelchairs, etc. through complex mental signals. Further, in the field of leisure activities, the proposed in-ear brain-computer interface of this paper can be used in gaming, in which users can learn to mentally control games.

V. CONCLUSIONS

In conclusion, based on the discussion presented in this paper, it appears that the trend in the future of the HCI devices and systems is moving toward providing systems and devices that could efficiently convey the brain signals to command gadgets, while a user is thinking about commanding the gadgets.

Recently, among researchers in industry and academia, several attempts have been made to enhance the brain-reading
interface technologies. However, as set forth in this paper, each of these devices and systems suffers from deficiencies that refrains the field from achieving maturity. Indeed, it appears that much more research is needed to achieve to a point of commercializing these systems and devices that could be affordable and comfortable for the users. One of the major obstacles in this journey appears to be in the area of pattern recognition of the mind signals, considering the limited understanding of a user’s brain and its electrical activities, since the accuracy of a mind signal detection could be degraded as the number of mind states increases, such as when the user thinks about a series of words to implement a task. In this paper a system was proposed that includes an enabler for controlling gadgets based on signal analysis of brain activities transmitted from the enabler to the gadget. The enabler could be inserted in the user’s ear and includes a recorder that records brain signals. A processing unit of the system commands the device based on decoding the recorded brain signals. The proposed enabler could provide a compact, convenient, and hands-free device to facilitate a brain-machine interface to control the gadget from electroencephalography signals in the user’s brain.
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Abstract—Software development process is on the basis of two important steps each of which has to be taken seriously; system requirement analysis and system modeling. There have been many different approaches in the literature that has their own strengths and weaknesses to tackle these two important steps, however, there is none comprehensive approach. Among them, formal methods by using their mathematical supporting background could achieve a precise, clear and in detail requirement analysis. However they were not able to illustrate graphically a system for stakeholders. On the other hand, semi-formal methods owning graphically representation of a system’s behavior make it easy for the stakeholders to perceive thoroughly. In this paper we represent an integration of object Z formal language and a graphically modeling tool hierarchical object oriented petri net. The application of business process was used to be modeled by this intergraded language.
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I. INTRODUCTION

Many efforts have been devoted to develop software systems that could meet all customer expectations and without any faults and ambiguities. Therefore, software development methods succeed to attract more interests among software mania in last decade. In the last 25 years we observe the emerge of different software development approaches such as structural methods, mathematical, object oriented and some approach to develop parallel and distributed systems. However, none of them could be applied as a comprehensive approach to describe all types of systems and different aspects of systems. Hence, researchers pursuits an integrated method that cover each other’s weaknesses and bring new aspects. Method integration was studied in a number of contexts: combining formal and informal methods, combining multiple formal methods. Method integration can involve the definition of relationships between the processes of the methods being combined. It may happen to be involving constructing formal definition of the meaning of compositions written in different notation. Method integration can also be carried out via the linking of individual tools that support separate methods.

In this paper we intend to develop an integrated approach, OPOZ, which is an enrichment of two different languages, object Z and hierarchical object oriented petri net to model business processes. This new approach can complete business process optimization and their verification with less time and cost comparing to using only one of them. The importance of formal method for developing reliable and fault tolerant systems has been widely recognized in last decade. Therefore, many formal methods have been developed. Formal methods based on a formal foundation only used to specify some aspects (control, data, structure, behavior, etc.) and only some types (sequential, concurrent, distributed, real time and etc.) of software systems.

It is indispensible to say that there isn’t a single formal language to satisfy the analysis of all functional and non-functional requirements. There exists several technical and philosophical reasons like, most formal methods are not able to describe non-functional requirements of systems or each formal language possess a separate set of properties to specify aspects of systems [1]. Integration of methods presents some advantages that mapping one of them to the other cannot achieve the same goal. Another way is that the system analyst modeled a system and describes its specification by different methods. Formal methods use different formalism and never an analyst could apply all these notations and formalisms on a single same system and if this happens it needed to model a system over and over which all these leads to consume time and cost. However, using integration language can help to diminish this gap in analyzing and modeling a system.

The rest of paper organized as follows: in section 2 we describe main aspects of Object Z and hierarchical object oriented petri nets. Section 3 describes the integrated model of these two languages. In section 4 we develop some reduction rules which will be uses in business process optimization and finally in last section we model a simple system by this integrated model.

RELATED WORK

Formal methods up to now have been applied on safe and critical application. Formal method integration attracts many researches in recent years. Richard F. Paige [1] proposed a Meta model to integrate formal method and semi-formal method and analyze and evaluate the Meta model with some case studies. It is necessary to add that the way two methods must be chosen is based on the research [2] that defines when a method is incomplete and should be integrated. In [3] an integrated Object-Z and Use case diagram method has been proposed to insure the completeness and consistent of model. Soon-Kyeong Kim et. al. [4] develops an approach to express classes in class diagram via Object Z and they could reason a class diagram. Also the communications among class are fully defined as communications among OZ schemas. A method to map use case diagram to Z schema has been proposed in [5] and a type checking by using ZTC tool was performed to
extract ER diagram. Furthermore, though UML models graphically represent the structure of models and interaction among them, the lack of formal definition was immensely required, therefore, UML models were formalized by object Z schema in [7].

Researches carried out extensive research for business process modeling and analysis and many modeling and analysis techniques have been developed. However, the lack of a systematic approach that software designer could take its steps and produce an optimum model was the reason to propose methods to optimize business process models [8]. Zho and Chen [9] claimed that business process optimization can lead to less running cost and turnaround time and intensify quality of product and customer satisfaction. Vetschera and Hofacker [10] by using a genetic algorithm proposed a mathematical modeling to optimize a business process. Tiwari et al [11] and Vergdis et al [18,19] developed this mathematical model and proposed a multi-objective optimization algorithm to optimize a business process. Using formal methods to detect bottlenecks and redundant processes in a model can help designers to improve their models and optimize their predefined objective functions.

II. PRINCIPLE CONCEPTS

A. Hierarchical Object Oriented Petri Net:

HOOPN is a graphical representation of system using petri net and classes in object oriented paradigm [14]. A HOONet is a three tuple including (OIP, ION, DD) that OIP is a unique property and identification of a class. Inter Object Net (ION) is inter structural of system that represent the behavior of class and data dictionary (DD) declare the attribute of a class. The formal definition of a HOONet is [14]:

A HOONet is a three tuple (OIP,ION,DD) that must satisfy the following conditions

1) OIP is a specific place that is defined as a tuple (oip, pid, M₀, status)
   - Oip is a variable for the unique name of a HOONet
   - Pid a unique process identifier to distinguish multiple instances of a class
   - M₀ is a function that gives specific value to the tokens
   - Status is a flag variable to specify the state of OIP

2) Is a type of CPN that shows the variant of attributes and behavior of methods

3) DD is a dictionary of variables, token types and functions

B. Object Z Formal Method:

Applying formal methods in software development process is indispensible. We need to consider modularity and reusability concepts to deal with the complexity of today’s software and using methods. Therefore, using object oriented formal method that models a system based on objects and their interactions can help us.

Here, we summarize some important concepts of object Z which is an extension of Z and the key important feature added to it is the concept of class schema [16]. Class schema encapsulate a schema with its all operations that may effect on its attributes. Figure 2 shows a class schema defined in object Z. Specifying a system in object Z, we must identify and specify the underlying objects and specify the system in terms of the communication between the underlying objects. However, an object may itself be a system of communication objects. A class can incorporates all the features of its inherited classes and their local types have based on Z syntax. Variables also called attributes in form of Z. All details of Object z specification and notation can be found on [19].

<table>
<thead>
<tr>
<th>Class Names</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visibility</td>
</tr>
<tr>
<td>Inherited classes</td>
</tr>
<tr>
<td>Variables in form of local types</td>
</tr>
<tr>
<td>States</td>
</tr>
<tr>
<td>Initial State</td>
</tr>
<tr>
<td>Operations (predicates)</td>
</tr>
</tbody>
</table>

C. Business Process:

Today organizations consist of a set of business process that each one posses a unique functionality. Business process can be specified and model based on goals and missions in an organization. In other word, each business process defines a specific workflow in organization and workflow in basis of organization operation [13]. There have been many definitions of business process in literature. Harvey [6] defines a business process as a set of specific rules to analyze a business problem. In last decade, many researchers devoted their efforts on process modeling and many notations, methods and tools were developed [17,18]. From organization view, different goals can be considered in modeling a process. Modeling aiming at documentation or execution and etc. some of the most important business process modeling are UML, EPDL, EPC, WSDL, BPEL4WS, BPMN.
III. OBJECT Z – OBJECT ORIENTED PETRI NETS (OPOZ)

In this section we present the integrated approach of object Z and object oriented petri nets. Main advantages emerge by object oriented petri net are:

1) Object oriented petri net is a good graphically tool to model concurrent and distributed system.
2) Object oriented petri net is able to comprehensively describe control structure and dynamic behavior of systems.

Also, main merits bring by object Z include suitable notations to describe and specify sequential system’s function and appropriate to define types and logical and formal reasoning. In addition, advantages carries out by integrated methods are included into these:

1) A unified model for specifying different aspects of a system (structure, control flow, data types, and functionality)
2) A unified formal model for specifying different types of systems (sequential, concurrent, and distributed systems)
3) A rich set of complementary specification development and analysis techniques
4) New theoretical and methodological research problems resulted from the integration.

Similar to the [7,15] the general strategy is to use object oriented petri net to define control and behavior of system and to use object Z schemas to define data abstraction , structure, system constraints and functional process. Therefore the structure of OPOZ net is as follow: A OPOZ net is a tuple (Net, OZ, des) that

1) Net = (P,T,F) is a net structure, in which
a) P and T are non-empty finite sets satisfying P\(\cap\)T = \(\emptyset\) (P and T are the sets of places and transitions of Net, respectively),
b) \(F\subseteq(P \times T) \cup (T \times P)\) is a flow relation (the arcs of Net);
2) OZ = \((Z_p, Z_t, Z_i)\) is a tuple of collection of OZ schemas
Also we uses three functions, \(Pro(Z)\), \(Signature(Z)\), \(Title(Z)\) to specify the name and signature and property of schema. Here a schema has to satisfy following conditions:

- \(\forall z_1, z_2 \in Z_p \, (z_1 \neq z_2 \Rightarrow Signature(z_1) \cap Signature(z_2) = \emptyset)\);
- \(\forall z_1, z_2 \in Z_t \, (z_1 \neq z_2 \Rightarrow Signature(z_1) \cap Signature(z_2) = \emptyset)\); and
- \(|Z_p| = |Z_t|\).

The first two conditions show that the signature of OZ schema are pair-wise disjoint, and the last condition depicts that the number of OZ schema in \(Z_p\) is the same as that in \(Z_t\), i.e. one to one correspondence.

\([^\text{des} ]\) \(PM\), \(TM\), \(ML\), \(M_o\) is a net inscription that associates a net element in N with its notation in Z

- \(PM: P \rightarrow Z_p\). For each place \(p \in P\), S maps p to a unique OZ schema \(oz \in Z_p\) such that \(p=Title(oz)\). The type of p is defined by the signature of oz
- \(TM: T \rightarrow Z_t\) is one to one mapping providing the functionality definition of Net. For each transition \(t \in T\), T maps t to a OZ schema \(oz \in Z_t\) such that \(t=Title(oz)\).
- \(L: F \rightarrow \emptyset\)Var is the control flow definition of Net, where Var is the set of all hidden variables (through quantification) in \(OZ_T\).
- \(M_o: P \rightarrow Z_i\) is an PM-respecting (i.e. \(signature(Pro(p)) = signature(M_o(p))\) initial marking of Net, where \(Z_i\) is a set of OZ schemas defining the initial state of the system.

The process of development of OPOZ model should be based on following steps:

1) Considering the requirement of systems that includes a list of events. Each event can be model by a separate petri net and then integrate by common places.
2) Using OZ schema to express data and function of system that defines the behavioral model of system.
3) Define a state schema with a specific type of each place
4) Define an initial state schema of each state schema
5) Define a functional schema for each transition and the predicate section of schema must be written based on the constraint on each transition

That is obvious that organizations need to adapt themselves with the changes in customer requirements and therefore they have to change their business processes. Besides, pervious processes and pervious models are not usable any longer and a modification in modeling is necessary. Therefore, modeling business processes using this integrated model avoid most of remodeling. We can change schema predicate if there exist any changes in business functionalities. Hence, we develop some rules to reduce or join processes. In addition, if function of only a process changed, therefore only correspond predicate in its schema needs to be modified.

Rule 1 – addition of a new predicate: Let P be a new place, \(Z_1\) be its type and state defining OZ schema, and \(Z_2\) be its initial state defining Z schema, addition place p to P results in:

a) Adding \(Z_1\) to \(Z_p\) and \(Z_2\) to \(Z_t\)

b) Addition relationship \((p,Z_1)\) to S, and relationship \((p,Z_2)\) to \(M_o\)

Rule 2 – addition of a new transition: let t be a new transition needs to be added to the model and z be its OZ schema, adding t to T results in:
a) Adding \( z \) to \( Z_T \) and
b) Adding relationship \((t, z)\) to \( TM \)

Rule 3: Merging two places with same preset and post set

Assuming \( p_1 \) and \( p_2 \) two places with exact equal preset and post sets and following condition (figure 3):

\[
\begin{align*}
T_i I_i &= P_1 \\
T_i O_i &= P_2 \\
T_{i-1} O_{i-1} &= P_1 = T_i I_i
\end{align*}
\]

where \( I_i \) and \( O_i \) are input condition and output condition of transition \( T_i \) respectively. Therefore merging those results in:

a) Adding \( p \) to the \( P \)
b) Adding arc \((p, t)\) to \( F \) if \((p_1, t) \in F\) then adds \((p, t), L(p_1, t) \cup L(p_2, t)\) to \( L \)

c) Adding new arc \((t, p)\) the same opposite to the \( b \)
d) Adding \( Z_1 \) to the \( Z_p \) that we use schema conjunction on \( PM(p_1) \) and \( PM(p_2) \)
e) Adding \( Z_2 \) to the \( Z_i \) that we use schema conjunction on \( M_0(p_1) \) and \( M_0(p_2) \) and adding \((p, Z_o)\) to the \( M_0 \)

\[
\begin{array}{l}
\text{a: A} \\
\text{b: B} \\
\hline
\text{P} \\
\text{Q} \\
\end{array}
\]

\[
\begin{array}{l}
\text{a: A} \\
\text{b: B} \\
\text{c: C} \\
\hline
\text{P} \Rightarrow \text{Q} \\
\end{array}
\]

Fig. 3. Merging two places with the same presets and post sets conditions

Rule 4: Merging two serial transitions:

Assuming that \( t_1 \) and \( t_2 \) two transitions with the exact same preset and post set (figure 4).

Consider the following condition \( T_i . O_i = T_j . I_j = P_k \)

\[
\begin{array}{l}
\text{a: A} \\
\text{b: B} \\
\hline
\text{P} \\
\end{array}
\]

\[
\begin{array}{l}
\text{a: A} \\
\text{b: B} \\
\text{c: C} \\
\hline
\text{P} \Rightarrow \text{Q} \\
\end{array}
\]

Fig. 5. Merging two \( Z_T, Z_T, Z_T \) schemas(c)

Rule 5: Merging to parallel transitions:

Assuming \( T_1 \) and \( T_2 \) two parallel transitions with exact equal preset and post sets and with the schema \( t_1 \) and \( t_2 \) and following condition:

\[
\begin{align*}
T_i . I_{1,2,...,n} &= T_j . I_{1,2,...,n} \\
T_i . O_{1,2,...,n} &= T_j . O_{1,2,...,n} = T_{n} \cdot I_{1,2,...,n}
\end{align*}
\]

The purpose of this rule is that the all function with the same input and output that apply simultaneously can be merged into one function that improves the overall performance of business process. The figure 6 shows this merging procedure.

Fig. 6. Merging two parallel Transitions
Also, the functional states will be modified according to the figure 7 and it shows that predicates will be merged together and logical conjunction will be applied on predicate P and Q.

\[
\begin{align*}
a &: A \\
b &: B \\
c &: C \\
P \land Q
\end{align*}
\]

Fig. 7. The Modification of Two parallel OZ schemas

IV. CASE STUDY

Here we consider a car renting system and following interaction should be supported:

1) Checking for renting availability of a car
2) Restoring a car to the garage

Also all cars should be available for renting or be rented already. According to the previous section with the requirement analysis our system component includes customers, cars, car state, and contracts. The overall system model is depicted in figure 8.

Based on the requirements of car renting system two events correspond to the renting a car and restoring to the garage have been noticed. Therefore, the HOONet structure of these two events are depicted in figure 9,10. The renting HOONet structure includes 1) customer validating 2) car availability 3) car status updating, and the HOONet structure of restoring a car contain 1) customer validating and 2) car status updating and then these two nets are integrated by common places and figure 11 are resulted.
Based on the HOONet structure we propose three schemas in OZ for customers, cars and car status which are illustrated in figure 12,13,14 respectively.

\[ \text{Customer} \]
\[ \begin{array}{l}
\text{user: \$ID} \\
\end{array} \]

Fig. 12. Customer OZ

\[ \text{Car} \]
\[ \begin{array}{l}
\text{Vehicle: Name } \times \text{Manufacture}\times \text{\$Model} \rightarrow \text{Machine} \\
\end{array} \]

Fig. 13. Car OZ schema

\[ \text{Car Status} \]
\[ \begin{array}{l}
\text{user: \$ID} \\
\text{rented: Machine } \rightarrow \text{ID} \\
\text{available: \$Machine} \\
\text{dom rented } \cap \text{ available } = \emptyset \\
\end{array} \]

Fig. 14. Car_Status OZ schema

The last predicate in Car status shows that a car must be available for renting or have been rented already not both. Renting transaction requires both validate a customer and update a car status. The input of this transaction includes customer identification and car information and car status flag. The renting schema shows in figure 15.

\[ \text{Rent} \]
\[ \begin{array}{l}
\text{\$Customer} \\
\text{\$Car} \\
\Delta \text{Car status} \\
\text{usr?: \$ID} \\
\text{name?: Name} \\
\text{factory?: \$Manufacture} \\
\text{model?: \$Model} \\
\text{msg!: MESSAGE} \\
\text{\$usr?: \$ID} \land \text{\$car_name: Name } \times \text{\$Manufacture} \\
\times \text{\$Model} \land \text{\$car: Machine} \\
\text{\((v \in \text{vehicle} \land \text{usr} \neq \text{ur} \land \text{msg}! = \text{"invalid user"}) \lor\)} \\
\text{\((ca \in \text{vehicle} \land ((\text{name}, \text{factory}, \text{model}, \text{av}) \land \text{av } \in \text{available}} \\
\text{available'} = \text{available } \cup \{\text{av}\} \\
\text{rented'} = \text{rented } \setminus \{\text{av}\} \\
\end{array} \]

Fig. 15. Renting OZ schema

In the renting schema we do not need the information of cars and therefore the restoring schema shows in figure 16

\[ \text{Restoring} \]
\[ \begin{array}{l}
\exists \text{Car} \\
\Delta \text{Car Status} \\
\text{usr?: \$ID} \\
\text{ma?: Machine} \\
\exists \text{usr:ID} \land \text{ma: Machine} \\
\text{\((\text{usr } \in \text{user} \land \text{av } \in \text{rented} \\
\text{available'} = \text{available } \cup \{\text{av}\} \\
\text{rented'} = \text{rented } \setminus \{\text{av}\} \\
\end{array} \]

Fig. 16. Restoring OZ schema

Assuming that we need to add a new transaction that shows if a car is not available or the customer is not valid the system should reported an error message.

Therefore adding this new transaction resulted in updating only one HOONet structure and designing a new schema which is depicted in figure 17 and figure 18 respectively.

\[ \text{Renting Error} \]
\[ \begin{array}{l}
\exists \text{Customer} \\
\exists \text{Car} \\
\Delta \text{Car status} \\
\text{usr?: \$ID} \\
\text{name?: Name} \\
\text{factory?: \$Manufacture} \\
\text{model?: \$Model} \\
\text{msg!: MESSAGE} \\
\exists \text{usr:ID} \land \exists \text{car_name: Name } \times \text{\$Manufacture} \\
\times \text{\$Model} \land \text{\$car: Machine} \\
\text{\((ca \in \text{vehicle} \land ((\text{name}, \text{factory}, \text{model}, \text{av}) \land \text{av } \in \text{available}} \\
\text{available'} = \text{available } \cup \{\text{av}\} \\
\text{rented'} = \text{rented } \setminus \{\text{av}\} \\
\end{array} \]

Fig. 17. Renting Error OZ schema
Fig. 18. New Petri net model after adding new Transition

V. CONCLUSION

Maturity and popularity of graphical and object oriented modeling expanded literary. One of the most important requirements of complex and large system modeling and analysis is their unambiguous and flawless designs. Therefore, experts develops variety of approaches to tackle this including formal methods, object oriented and etc. each of which could only model one of aspect of system. Here, we integrated two object oriented approach that could result both graphical representation and possess formal descriptions of system specification. In addition, we illustrate some rules could represent some changes in requirements that prevents remodeling of all designs. Future works in object oriented formal method integration can be done in integrating aspects like inheritance, polymorphism in both methods. So, we are aiming to develop an integrated definition that includes these both concepts.
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Abstract—The present paper proposes a FPGA based hardware implementations for microarray image processing algorithms in order eliminate the shortcomings of the existing software platforms: user intervention, increased computation time and cost. The proposed image processing algorithms exclude user intervention from processing. An application-specific architecture is designed aiming microarray image processing algorithms parallelization in order to speed up computation. Hardware architectures for logarithm based image enhancement, profile computation and image segmentation are described. The methodology to integrate the hardware architecture within a microprocessor system is detailed. The Fast Simplex Link (FSL) bus is used to connect the hardware architecture as speed up co-processor of the microarray image processing system. Timing considerations were presented considering the levels of parallelism that can be achieved by using our proposed hardware architectures. The FPGA technology was chosen for implementation, due to its parallel computation capabilities and ease of reconfiguration.
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I. cDNA MICROARRAY TECHNOLOGY

Measurement of gene expression can provide clues about regulatory mechanism, biochemical pathways and broader cellular function. By gene expression we understand the transformation of gene’s information into proteins. The informational pathway in gene expression is as follows: DNA → mRNA → protein. The protein coding information is transmitted by an intermediate molecule called messenger ribonucleic acid mRNA. This molecule passes from nucleus to cytoplasm carrying the information to build up proteins [1]. This mRNA acid is a single stranded molecule from the original DNA and is subject to degradation, so it is transformed into stable complementary DNA for further examination. Microarray technology is based on creating DNA microarrays which represents gene specific probes arrayed on a matrix such as a glass slide or microchip. The most common use for DNA microarrays is to measure, simultaneously, the level of gene expression for every gene in a genome [2]. In this way the microarray compares genes from normal cells with abnormal or treated cells, determining and understanding the genes involved in different diseases.

DNA microarrays represent gene specific probes arrayed on a matrix such as a glass slide or microchip. Usually samples from two sources are labeled with two different fluorescent markers and hybridized on the same array (glass slide). The hybridization process represents the tendency of 2 single stranded DNA molecules to bind together. After hybridization, the array is scanned using two light sources with different lengths (red and green) to determine the amount of labeled sample bound to each spot through hybridization process. The light sources induce fluorescence in the spots which is captured by a scanner and a composite image is produced [3].

Classical genomic microarray experiment involves complex steps including slide production and scanning. A brief description of a microarray experiment can be summarized as follows: a) generation of array ready cDNA, b) cDNA selection and microarray slide printing, c) selection of specific cell material and fluorescent labeling, d) hybridization of the target material on the microarray slide, e) microarray image scanning, f) microarray image processing for gene expression evaluation, g) high order processing (clustering and interpretation, gene regulatory network estimation).

The present paper provides a detailed description of microarray image processing algorithms. The classical flow of processing a microarray image is generally separated in the following tasks: addressing, segmentation, intensity extraction and pre-processing to improve image quality and enhance weakly expressed spots. The first step associates an address to each spot of the image. In the second one, pixels are classified either as fore-ground, representing the DNA spots, or as background. The last step calculates the intensities of each spot and also estimates background intensity values.
The major tasks of microarray image processing are to identify the microarray image characteristics including the array layout, spot locations, size and shape, and to estimate spot and background intensity values. In order to estimate gene expression levels using microarray analysis, spatial and distribution methods for spot segmentation are proposed, [4-8]

Examples of microarray image processing software platforms are Agilent Feature Extraction Software (FE) [4], GenePix Pro [9], ScanAlyze [5]. In order to determine what kind of results these software platforms deliver and to validate the results, Feature Extraction software was used to process a microarray image obtained after scanning a microarray glass with DNA information from east european house mouse "Mus musculus". The image resolution is 6100x2160 pixels and covers approximately 20000 microarray spots.

<table>
<thead>
<tr>
<th>Row</th>
<th>Col</th>
<th>GeneName</th>
<th>PositionX</th>
<th>PositionY</th>
<th>PValLog Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>BrightCorner</td>
<td>395,618</td>
<td>100,5</td>
<td>7.68E+08</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>NegativeCtrl</td>
<td>415,962</td>
<td>995,462</td>
<td>9.03E+08</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>Psma5</td>
<td>437,833</td>
<td>100,891</td>
<td>8.90E+08</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>Mmp14</td>
<td>459,123</td>
<td>998,774</td>
<td>9.25E+08</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>Cdhl1</td>
<td>479,825</td>
<td>100,143</td>
<td>6.86E+08</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>C0152H05-3</td>
<td>501,548</td>
<td>99,529</td>
<td>7.61E+08</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>Pro25G</td>
<td>522,726</td>
<td>99,879</td>
<td>8.11E+08</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>L0951F09-3</td>
<td>543,748</td>
<td>996,792</td>
<td>8.28E+08</td>
</tr>
</tbody>
</table>

The specified software platform provides raw-data with microarray image characteristics organized in an .xls form (Table I), which are further on used in high order analyses like clustering and gene regulatory network estimation. As the Table I shows, each microarray spot represents a specific gene, and it has a precise location.

A regular microarray image has up to hundreds of MB, and it can be divided in independent sub-images, which consists in a compact group of spots. Sophisticated computational tools mentioned in the previous paragraph are available for microarray image processing. Their main disadvantages are the long runtime and the user intervention needed in processing. Considering the regular distribution of microarray spots and also their regular shape, unsupervised segmentation approach can lead to application specific hardware architecture for automatic microarray image processing. Consequently, we implemented an edge detection based segmentation approach for microarray spots. Further on, the paper includes the description of image processing techniques for automatic edge-based segmentation in Section II. Section III describes the hardware implementation of the proposed segmentation methods using a parallel computing approach. A comparison between the processing time needed by a personal computer for microarray image processing and the processing time obtained using the proposed hardware architecture is performed in section IV, taking into account the levels of parallelization of the proposed algorithms. The paper ends with section V, conclusions, underlining the future directions to be considered.

II. ALGORITHMS FOR AUTOMATED MICROARRAY IMAGE PROCESSING

The variety of medical analysis to be performed and the large number of patients, lead to a novel approach in medical applications. Application specific devices are used for unsupervised analysis of medical data and medical diagnosis [12, 13]. The devices to be used in such purposes, efficiently and with a short time to market are FPGAs [14] and graphis processing units (GPUs) [15].

Regarding microarray analysis, user intervention in microarray image processing brings up the need of a work station with a costly processing platform which will slow down the process of microarray analyses in case of large number of subjects is involved. In order to overcome the previous mentioned disadvantages, the following approaches are taken into account: image processing algorithms will be robust and independent of operator last time adjustments; microarray images are processed using FPGA technology in order to speed up computation.

A. Microarray image enhancement

Image pre-processing techniques are used in order to improve image quality and to enhance weakly expressed spots. The most common techniques used for microarray image enhancement is the spatial logarithm transformation or an arctangent hyperbolic transformation.

\[ I_L(x,y) = \frac{\ln(I(x,y)+1)}{n\ln2} \cdot 2^n \] (1)

In (1) a spatial logarithm transformation noted \( I_L \) is described for a microarray image \( I(x,y) \) with \((x,y)\) the current pixel and \( n \) the number of bits for pixel representation. In (2) an arctangent hyperbolic transformation noted \( I_h \) is described for the same microarray image. In the second transformation \( k = 1.2^n - 1 \) determines the threshold from which the pixel intensity will be enhanced.
The sign and value of the orthogonal components of the gradient determined before are used in estimating the magnitude and the direction of the gradient.
Once the direction of the gradient is known, pixels values around the pixel being analysed are interpolated. The pixel that does not represent a local maximum is eliminated, by comparing it with its neighbours along the direction of the gradient (non-maximum suppression).

Up to this point, image processing algorithms were presented in order to realize a robust detection of microarray image features. A solution for implementing the previous processing chain is presented next.

III. HARDWARE IMPLEMENTATIONS FOR MICROARRAY IMAGE PROCESSING ALGORITHMS

FPGA technology uses pre-built logic blocks and programmable routing resources for configuration and for implementing custom hardware functionality. Their main benefits are the low cost, the short time to market and the ease of reconfiguration. Microarray images are analysed and processed using FPGA technology in order to speed up computation. The hardware implementations of microarray image processing techniques make use of the FPGA features, which allow accessing at the same time hundreds of memory addresses. Indeed, FPGA technology offers the possibility to exploit spatial and temporal parallelism for microarray image processing in order to create a fast automated process which delivers raw-data information about microarray image characteristics. As a consequence, FPGA are well-adapted for processing microarray images as show in [18].

Further on an FPGA based application specific architecture for microarray image processing is described. Xilinx board Virtex5 ML505 was used for the application development. The architecture includes 3 processing units PU; PU1 realizes the microarray image enhancement, PU2 computes image vertical and horizontal profiles and the last processing unit PU3 uses spatial parallelism for image segmentation. The processing units together with a DMA controller for RAM memory access are connected to the processor trough the pb_v46 data bus. Autocorrelation and shock filters for microarray image addressing are implemented using C code. Future work aims creating processing units in order to speed up their computation. A detailed description of our application-specific architecture is presented in the figure 4. The same approach which uses hardware coprocessors for high-throughput processing was proposed in [19].

The image processing PU1 units are connected as co-processor to the Microblaze system through FSL bus in order to speed up computation. The FSL interfaces are used to transfer data to and from the register file on the processor to the hardware running on the FPGA.

The FSL represents a uni-directional point to point FIFO based communication. The methodology to interconnect the image processing hardware units to the FSL bus is detailed in section III.D.

A. Microarray image enhancement implementation

Spatial logarithm transformation is used for microarray image enhancement. The logic bloc LOG from figure 5 calculates the logarithm of image intensity for each pixel. The logarithm transformation is implemented on the luminance information Y of the image, obtained using R, G, B channels like in (8).

\[
Y = 0.299 \cdot R + 0.587 \cdot G + 0.114 \cdot B \quad (8)
\]

The hardware implementation of the logarithm transformation is based on linear approximation of the logarithm function. The logarithm function is calculated in a number of An(x,y) points stored in a memory named ROM_LOG.

Also the slope m for each line described by two adjacent points is calculated and stored in a memory called ROM_SLOPE. In order to calculate the logarithm of the luminance, we are using (9) which represent the equation of a line which has the slope m and passes through the point \( A_n(x_n, y_n) \) from the initial \( A_0 \) points.

\[
y_{\log} = m(y - x_i) + y_i \quad (9)
\]

For the implementation described in Fig. 6 there is a number of 3 clock cycles necessary for processing. In order to evaluate the log function estimation, mean square error was calculated for \( y \) values between 1 and \( Y_{MAX} = 256 \) and the result is shown in (10). A pipelined architecture will reduce the computational time for the logarithm unit to 1 pixel/clock cycle.

\[
MSE = \frac{1}{Y_{MAX}} \sum (\ln(y) - \ln_{est}(y))^2 = 1.807 \cdot 10^{-5} \quad (10)
\]

The same type of implementation was successfully used in [20] for high-throughput decoding of LDPC codes.

B. Microarray image profile computation

Computing the horizontal and vertical image profiles for spot localization involves logarithm computation of pixel intensity. Figure 5 describes the hardware architecture for evaluating image profiles. The luminous component (Y component) of the microarray image \( I(x,y) \), is extracted from the RGB colour space. The spatial logarithm transformation is
The $\Sigma_X$ and $\Sigma_Y$ RAM memories and the two adders are used as accumulators for horizontal and vertical profiles while the whole image is scanned. In Table IV the hardware resource usage for the implementation is described. The maximum frequency to be used with the implementation is 286.2 MHz.

Once the profiles are calculated, spot location are determined as shown in Fig. 3 using discrete autocorrelation. The spot locations are delivered as partial results for further processing. The next processing step is microarray image segmentation based on spatial convolution, which aims to extract specific microarray parameters, delivered as raw data for further processing.

TABLE II. HARDWARE RESOURCE USAGE FOR MICROARRAY PROFILES COMPUTATION ON XILINX ML505 BOARD

<table>
<thead>
<tr>
<th>Resource Type</th>
<th>Used</th>
<th>Available</th>
<th>Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Slice Registers</td>
<td>108</td>
<td>69,120</td>
<td>1%</td>
</tr>
<tr>
<td>Number of Slice LUTs</td>
<td>6,864</td>
<td>69,120</td>
<td>9%</td>
</tr>
<tr>
<td>Number of occupied Slices</td>
<td>1,995</td>
<td>17,280</td>
<td>11%</td>
</tr>
<tr>
<td>Number of BlockRAM/FIFO</td>
<td>2</td>
<td>148</td>
<td>1%</td>
</tr>
<tr>
<td>No. of BUFG/BUFGCTRLs</td>
<td>1</td>
<td>32</td>
<td>3%</td>
</tr>
<tr>
<td>Number of DSP48Es</td>
<td>5</td>
<td>64</td>
<td>7%</td>
</tr>
</tbody>
</table>

C. Microarray image segmentation

This section presents a hardware implementation of an adaptive edge detection filter using FPGA, which provides the necessary performance for fast microarray image processing. For edge detection, Canny filter was used. The first two steps in applying Canny filter are smoothing the image and differentiating the image in two orthogonal directions. The next step, non-maximum suppression, computes the gradient direction and magnitude in order to eliminate the pixels that represent false edges. The previously described algorithm is applied on a microarray spot. The description of the edge detection algorithm implementation using convolution is described in detail in [21]. Other approaches for image buffering for neighborhood operation and parallel image processing are proposed in [22] and [23] respectively.

Summing up the computational time needed for each step of the border detection implementation we obtained a total processing time of 60 ns for a microarray spot. Future work aims developing a customizable processing unit for a microarray spot in order to deliver fast segmentation results. Due to the independent processing for each spot, the processing unit can be cloned for computing more than one spot at a time.

D. FSL Integration of the proposed hardware architecture

The aforementioned architectures for logarithm transformation, profile computation and spot segmentation are interconnected so, each clk cycle, a pixel intensity from the image is delivered to the processing unit, which, after a delay delivers sequentially the pixels intensities from the resulted image. The resulted image represents the microarray spots with detected edge. The “Canny” logic block process sequentially pixels intensities from the input image (denoted by $Y$) and delivers sequentially pixels intensities from the output image, which represents the detected edge. The “Canny” logic block has also a clk and reset pins and also a start pin which specifies a pixel intensity is available for processing. The canny output delivers sequentially the edge processed pixel intensities, validated through a “1” logic value on the canny_valid output. Send_ready output ports signals a valid output of the pixel intensity. Thus, the description of the Canny logic block from Fig. 7.a is presented, whereas its simulation is detailed in figure 7.c. The simulation includes the reset of all logic blocks at the beginning. Further on, pixel intensity values are sent as inputs to our Canny filter block. The first computed edge is available after an initial delay, due to the procedure which stores the
pixel intensity values within the buffers of the canny logic blocks.

The proposed logic block has to be connected to the FSL data bus. The FSL protocol is used to delivered pixel intensities values to the processing unit. Thus, the processing unit represents the slave device. The master device is the processor which reads data from RAM and delivers data to the slave device and also receives the results of the canny edge detector filter, which, as previously mentioned, acts as a slave device. The write and read operation on the FSL bus are performed using the getfsl and putfsl c functions. A finite state machine is also designed to control the Canny logic unit through the FSL bus. The FSL bus is described as follows: two clk inputs for master and slave, FSL_S_Data input port for writing the pixel intensities to be processed into the FSL FIFO, FSL_M_Data output port to read the resulted pixel intensity delivered by the Canny logic unit to the FSL FIFO, FSL_M_Write and FSL_S_Read represent the control signal for read and write operation in and out of the FSL FIFO. FSL_S_Exists is a control signal which specifies if the FSL FIFO is empty or not. Taking into account the FSL protocol, finite state machine (FSM) is designed for the control of the proposed processing unit for Canny edge detector (see Fig. 5b). The FSM has 4 states, st_reset, st_wait, st_work and End_work, and drives the canny edge detector hardware implementation using the FSL data bus (see Fig. 5.c for the FSM). The following example is considered for testing the architecture for edge detection: a 20x20 pixels size microarray spot is written in the FSL FIFO buffer. The initial state st_reset initializes a counter of the number of pixels to be written in the FIFO to ‘0’. While FIFO is not empty (FIFO_empty = ’0’) the pixel intensities are delivered to the Y port of the processing block through the FSL_S_Data, and the counter is incremented to count the processed pixel intensities. The maximum value for the counter is 400. In St_work state, the processing block starts the processing, and through the output port "canny_valid" delivers the control signal FSL_S_read to read the next pixel intensity from the FIFO to be processed. The read pixel intensities are processed, and when a result is available (canny_valid = ‘1’) the end_treatment signalize the end of processing and the next state becomes st_wait, wherefrom the processing continues if FIFO_empty = ‘0’ or the FSM waits for new values to be written in the FSL FIFO.

![Diagram](attachment:image.png)

**Fig. 7.** Canny filter integration to a microprocessor system through FSL bus
IV. PARALLEL COMPUTATION FOR MICROARRAY IMAGE PROCESSING ALGORITHMS

Further on, the flow of microarray image processing techniques is presented, together with the parallel computation strategies which can be applied on. After image enhancement using logarithm transformation, vertical and horizontal projections are computed in order to estimate spot location and dimension. Once the spot location is established, segmentation is applied and, using border detection spot intensity extraction is performed and the level of expression for each gene is estimated. Thus, the differentially expressed genes are found by comparing the log odd ratios of the intensities from the two channel of the microarray image. If the log odd ratios are higher than 2 the corresponding genes are consider over expressed [24]. This being the interpretation of spot intensities, we proceed to the parallelization of the algorithms, considering the increased number of spots available on one microarray chip, up to 4x44k.

The levels of parallelization for the previously described image processing algorithms are discussed next. In case of image enhancement, we consider $M$, $N$ the image dimensions and $p$ the number of logarithm computation units. Due to the independent computation of logarithm for each pixel, the maximum level of parallelization for image enhancement is $\frac{M \times N}{p}$. For spot position estimation, the level of parallelization is $M+N$. Autocorrelation and shock filters are applied on image profiles for estimating spot positions. Due to the recursive description of the algorithms they cannot be easily parallelized. Nevertheless, they are not applied over the full image. As a consequence, the parallelization is not mandatory. Thus they are not considered for describing the timing considerations presented further on.

Once the spot locations are estimated, where $k$ is the number of spots, filters like Sobel or Canny for image segmentation can be parallelized, and the maximum parallelization level is $k$. In other words, for each spot, hardware architecture of the canny edge detector can be inferred. Nevertheless, the FPGA (V5 ML505) resources are limited, and $k$ cannot be as high as the total number of spots.

In order to estimate the computational time, the highest level of parallelization according to the XC5VIX110T FPGA chip was taken into account. We consider the number of logarithm units $p = 100$ for an $M \times N = 61000 \times 2160$ pixels Agilent image. The number of hardware architectures for edge detection in case of microarray spots, denoted by $k$, is 10. In Table III parallelization levels are listed together with the computational time for the microarray image processing algorithms.

Total computational time for logarithm transformation, profile computation and microarray image segmentation is around 23,154 ms, encouraging for future implementations.

In the next plot, on X axis, are represented different microarray images with different sizes (size defined by the number of microarray spots included) and on Y axis computational time using a personal computer and the proposed application specific architectures implemented on Virtex5 FPGA.

<table>
<thead>
<tr>
<th>Image processing algorithms</th>
<th>Level of parallel.</th>
<th>Input data</th>
<th>Processing time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Log. transformation</td>
<td>$\frac{M \times N}{p}$</td>
<td>$=100$ MB</td>
<td>3480 us</td>
</tr>
<tr>
<td>2. Image profiles</td>
<td>$M + N$</td>
<td>$=100$ MB</td>
<td>82.6 us</td>
</tr>
<tr>
<td>3. Autocorrelation</td>
<td>2</td>
<td>$M+N$</td>
<td>-</td>
</tr>
<tr>
<td>4. Shock filters</td>
<td>2</td>
<td>$M+N$</td>
<td>-</td>
</tr>
<tr>
<td>5. Canny filter</td>
<td>$k$</td>
<td>$=100$ MB</td>
<td>16312 us</td>
</tr>
</tbody>
</table>

It is to be mentioned that the results presented in figure 6 correspond to the presented image processing techniques and hardware implementation with and without the levels of parallelization included. The red curves represent the processing time without the levels of parallelization applied and the green curve corresponds to the processing time with the levels of parallelization included. Compared with the work presented in [21], the levels of parallelization are included, which lead to an improvement regarding the computational efficiency, as described in figure 8.

Moreover, the hardware architectures for Gaussian filtering, gradient computation and non-maximum suppression within the image segmentation detailed in sections III.C function in a pipeline manner. Thus, the output of the Canny logic block from figure 7 is delivered each clock cycle.

V. CONCLUSIONS

The present paper proposes hardware implementations for microarray image processing algorithms, which take advantage of the FPGA technology features in order to implement an automated system for fast microarray image processing. Consequently, the proposed architectures are connected as co-processors to an FPGA based system, proving the efficiency of the proposed implementation, with respect to the computational time. The main benefit of the proposed work is the possibility to replace the workstation together with the software platform for microarray image processing with a
system on a chip. The proposed FPGA-based system can be easily integrated within the microarray canner level. Due to the reduced computational time and cost, a large number of microarray analyses can be performed, compared with the existing computational tools.

The levels of parallelism for microarray image processing algorithms are described. Considering the computation efficiency of the proposed microarray image processing task, the experimental results based on algorithm parallelization show significant improvements compared both with a general purpose processor (PC) and with a FPGA based system without levels of parallelization included. Thus, FPGA technology is proved to be an efficient solution for an application-specific architecture for microarray image processing.

Future work aims to develop application-specific hardware architecture for more complex methods for automatic microarray image processing such us, partial differential equations (PDE)-based gridding or clustering-based spot segmentation.

ACKNOWLEDGEMENTS
This paper is supported by the Human Resources Development Programme POSDRU/159/1.5/S/137516 financed by the European Social Fund and by the Romanian Government.

REFERENCES
This paper is supported by the Human Resources Development Programme POSDRU/159/1.5/S/137516 financed by the European Social Fund and by the Romanian Government.

[6] Using fuzzy logic and particle swarm optimization to design a decision-based filter for cDNA microarray image restoration, Chang, Bae-Mun: Tsai, Hung-Hou; Shih, Ji-Shiang, Engineering Applications Of Artificial Intelligence, 36 Pages: 12-26, 2014.
Indexing of Ears using Radial basis Function Neural Network for Personal Identification

M.A. Jayaram¹
¹Director,
Department of Master of Computer Applications
Siddaganga Institute of Technology,
Tumkur
karnataka, India

Prashanth G.K².
²Assistant Professor,
Department of Master of Computer Applications
Siddaganga Institute of Technology,
Tumkur
karnataka, India

M.Anusha³,
³Project Student
Department of Master of Computer Applications
Siddaganga Institute of Technology,
Tumkur
karnataka, India

Abstract—This paper elaborates a novel method to recognize persons using ear biometrics. We propose a method to index the ears using Radial Basis Function Neural Networks (RBFNN). In order to obtain the invariant features, an ear has been considered as a planar surface of irregular shape. The shape based features like planar area, moment of inertia with respect to minor and major axes, and radii of gyration with respect to minor and major axes are considered. The indexing equation is generated using the weights, centroids and kernel function of the stabilized RBFN network. The so developed indexing equation was tested and validated. The analysis of the equation revealed 95.4% recognition accuracy. The retrieval rate of personal details became faster by an average of 13.8% when the database was organized as per the indices. Further, the three groups elicited by RBFNN were evaluated for parameters like entropy, precision, recall, specificity and F-measure. And all the parameters are found to be excellent in terms of their values and thus showcase the adequacy of the indexing model.
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I. INTRODUCTION

Alfred Iannarelli developed a new class of biometrics, based upon ear features and introduced it for use in the development of passive identification systems [1]. Identification by ear biometrics is promising because it is passive like face recognition. The ear is considered to be a unique feature for human beings. Even the ears of “identical twins” differ in some respects [2]. Unlike face, the configuration of ear will never be subjected to changes associated with changes in the facial expression, and the make-up effects. The configuration and the complexion of the ear do not vary with age. It has the biometric traits like uniqueness, universality, permanence and collectability.

A profound work of ear identification involving over 10000 ears has been documented [1]. In an experiment involving larger datasets more rigorously controlled for relative quality of face and ear, the recognition performance was almost same when ear and face were individually considered. However, the performance shot up to 90.9% when both ear and face were considered [3].

Ear biometrics is an unexplored biometric field, but has received a growing amount of attention over the past few years. There are three modes of ear biometrics: ear photographs, ear prints obtained by pressing the ear against a flat plane, and thermograph pictures of the ear. The most common implementation of ear biometrics is via photographs for identification systems [4].

This paper presents a novel method to index years by using radial basis function neural networks. By indexing, we mean provide an integer number to an Ear indicating to what group it belongs. This integer number will have evolved through RBFNN centroids, the kernel function and the weights of the stabilized network. The rest of the paper is organized as follows. Use of RBFNN in allied areas of biometrics is discussed in section II. The shape based biometrics developed by authors is presented in section III. Section IV presents about the data used in the model. A brief presentation of RBFN is done in section V. The indexing equation is illustrated in section VI. Analysis of the results is elaborated in section VII. Section VIII concludes the paper.

II. RELATED WORKS

Considerable amount of research has gone into identifying methods suitable for indexing and classification of entities. The application of RBFNN in the domain of biometrics has been scarce. Mai V et al [5] proposed a new method to identify people using Electrocardiogram (ECG). QRS complex (Q waves, R waves, S waves) which is a stable parameter against heart rate variability is used as a biometric feature. This work has reported for having achieved a classification accuracy of 97% using RBF.

Sulong et al [6] have used a combination of maximum pressure exerted on the keyboard and the time latency between the keystrokes to recognize the authenticate users and to reject imposters. In this work, RBFNN is used as a pattern matching method. The system so developed has been evaluated using False Reject Rate (FRR) and False Accept Rate (FAR). The researchers have affirmed the effectiveness of the security system designed by them.

Chatterjee et al [7] have proposed a new biometric system which is based on four types of temporal postural signals. The system employs S-transform to determine the characteristic features for each human posture. An RBFNN with these characteristic features as input is developed for specific
authentication. The training of the network has augmented extended Kalman filtering (EKF). The overall authentication accuracy of the system is reported to be of the order of 95%.

In a study, multi-modal biometric consisting of fingerprint images and finger vein patterns were used to identify the authorized users after determining the class of users by RBFNN as a classifier. The parameters of the RBFNN were optimized using BAT algorithm. The performance of RBFNN was found to be superior when compared with KNN, Naïve Bayesian and non-optimized RBFNN classifier [8].

Ankit Chadha et al have used signature of persons for verification and authentication purpose. RBFNN was trained with sample images in the database. The network successfully identified the original images with the recognition accuracy of 80% for image sample size of 200 [9].

Handwriting recognition with features such as aspect ratio, end points, junction, loop, and stroke direction were used for recognition of writers [10]. The system used over 500 text lines from 20 writers. RBFNN showed a recognition accuracy of 95.5% when compared to backpropagation network.

An Optical Character Recognition (OCR) is developed for the recognition of the basic characters such as vowels and consonants for Kannada text. The system can handle different font size and font types. Features such as Hu’s invariant moments and Zernike moments are extracted and RBFNN is used as a classifier to identify and classify the characters [11].

III. SHAPE BASED BIOMETRICS

In this work, the five shape based features of ears that were considered for classification are listed in the Table I. The details of feature extraction, authentication, their evaluation and the elaboration of a personal identification system developed are available in seminal work of authors [12]. However, for the sake of completeness, the features are explained in the following paragraphs.

The surface area of the ear is the projected area of the curved surface on a vertical plane. Moment of Inertia (MI) is the property of a planar surface which originates whenever one has to compute the moment of distributed load that varies linearly from the moment axis. Moment of Inertia is also viewed as a physical measure that signifies the shape of a planar surface and it is proved that by configuring the shape of planar surface and hence by altering the moment of inertia, the resistance of the planar surface against rotation with respect to a particular axis could be modulated or altered [13]. Therefore in this work, moment of inertia of ear surface with respect to two axes i.e. the major axis and the minor axis are considered to be the best biometric attributes that could capture the shape of irregular surface of the ear in a scientific way.

As far as features are concerned, major axis is the one which has the longest distance between the two points on the edge of the ear, the distance here is the maximum among point to point Euclidean distance. The minor axis is drawn in such way that it passes through tragus and is orthogonal to the major axis. Therefore, with different orientation of ears the orientation of major axis also changes. Being perpendicular to major axis, the orientation of minor axis is fixed.

The projected area is assumed to be formed out of segments. The area of an ear to the right side of the major axis is considered to be made out of six segments. Each of the segments thus subtends 30° with respect to the point of the intersection of the major axis and minor axis. The extreme edge of a sector is assumed to be a circular arc. Thus converting each segment into a sector of circle of varying area. Typical ear edge with measurements is shown in Figure 1.

The measurements are

- $\theta \rightarrow$ Inclination of the central radial axis of the segment with respect to minor axis (in degrees).
- $r \rightarrow$ The length of the radial axis (in mm).

The conversion of number of pixel into linear dimension (in mm) was based on the resolution of the camera expressed in PPI (Pixel Per Inch). In this work 16Mega pixel camera, at 300 PPI was used. The computation of linear distance is straight forward $mm=(number\ of\ pixel*25.4)/PPI$ [1 inch=25.4 mm]. With these measurements, the following parameters are computed.

Moment of inertia with respect to minor axis $I_{min}$

$$I_{min} = \sum_{i=1}^{6} a_i y_i^2$$  \hspace{1cm} (1)

Where $a_i$ is the area of a the $i^{th}$ segment and $y_i$ is the perpendicular distance of the centroid of the $i^{th}$ segment with respect to minor axis.

$$a_i = \theta r^2$$ \hspace{1cm} (2)

$$y_i = C \sin \theta$$ \hspace{1cm} (3)

Here, C is the centroidal distance of the segment with respect to the intersection point of the axes, which is given by[14];

$$C = \frac{2 r \sin \theta}{3 \theta}$$ \hspace{1cm} (4)

Similarly, moment of inertia with respect to major axis $I_{max}$

$$I_{max} = \sum_{i=1}^{6} a_i x_i^2$$ \hspace{1cm} (5)

Where $x_i$ is the perpendicular distance of the centroid of the $i^{th}$ segment with respect to major axis.

$$I_{max} = \sum_{i=1}^{6} a_i x_i^2$$ \hspace{1cm} (6)

From the computed values of moment of inertia and area of the ear surface, the radii of gyration with respect to minor axis(RGx) and major axis(RGy) were computed. The formulae for radii of gyration are given by[15].

$$RGx = \sqrt{\frac{I_{min}}{A}}$$ \hspace{1cm} (7)

$$RGy = \sqrt{\frac{I_{max}}{A}}$$ \hspace{1cm} (8)

Where $A$ is the sum of areas of six segments.

$$A = \sum_{i=1}^{6} a_i$$ \hspace{1cm} (9)

Radius of gyration is the distance from an axis at which the mass of a body may be assumed to be concentrated and at
which the moment of inertia will be equal to the moment of inertia of the actual mass about the axis. Mathematically it is equal to the square root of the quotient of the moment of inertia and the area. The axis of inertia is unique to the shape. It serves as a unique reference line to preserve the orientation of the shape. The axis of least inertia (ALI) of a shape is defined as the line for which the integral of the square of the distances to points on the shape boundary is a minimum [16].

### TABLE I. SHAPE BASED FEATURES FOR CLASSIFICATION

<table>
<thead>
<tr>
<th>Sl. No</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Area (mm$^2$)</td>
</tr>
<tr>
<td>2</td>
<td>Moment of Inertia Y (Imax) (mm$^4$)</td>
</tr>
<tr>
<td>3</td>
<td>Radius of gyration Y (RGy) (mm)</td>
</tr>
<tr>
<td>4</td>
<td>Moment of Inertia X (Imin) (mm$^4$)</td>
</tr>
<tr>
<td>5</td>
<td>Radius of gyration X (RGx) (mm)</td>
</tr>
</tbody>
</table>

### IV. DATA FOR THE MODEL

Ear images for this indexing work were acquired from the pupils of Siddaganga group of institutes. The subjects involved were mostly students and faculty numbering 605. In each acquisition session, the subject sat approximately one meter away with the side of the face in front of the camera in outside environment without flash.

The images so obtained were resized in such a way that only ear portion covers the entire frame having pixel matrix.

The color images were converted into gray scale images followed by uniform distribution of brightness through histogram equalization technique. The delineation of outer edge of each ear was obtained using canny edge detection algorithm. The resulting edge was inverted to get a clear boundary shape of the ear. The conceptual presentation of the process involved is shown in Figure 2.

![Fig. 1. Typical ear edge with M.I. parameters](image)

![Fig. 2. The Steps involved in ear edge extraction](image)

### V. RADIAL BASIS FUNCTION NEURAL NETWORKS

A Radial Basis Function (RBF) network is a special type of neural network that uses a radial basis function as its activation function. RBF networks are very popular for function approximation, curve fitting, time series prediction, and classification problems. The radial basis function network is different from other neural networks, possessing several distinctive features. Because of their universal approximation, more compact topology and faster learning speed, RBF networks have been widely applied in many fields, in science and engineering.

The learning of RBFNN happens in three steps

- Finding the cluster centers of the radial basis function using the K-means clustering algorithm.
- Determining the width of the radial basis function.
- Computing the weights.

A block diagram of an RBF network used in this work is presented in Figure 3. The input layer is the 5-dimensional vector which has to be classified. The entire input vector is passed to each of the RBF neurons.

A prototype vector is stored by each RBF neuron which is just one of the vectors from the training set. Each RBF neuron compares the input vector to its prototype, and outputs a value between 0 and 1 which is a measure of similarity [17].

The output layer of the network consists of three nodes; one denoting each index. Each output node computes a score, upon which a classification decision is made by assigning the input to the highest output neuron score and affixing positional value of neuron as the index. The block diagram of the process of indexing is shown in Figure 4.
Initially, computational efforts were conducted in order to find appropriate number of clusters with minimum overlapping. It was found that three clusters were ideal as the overlapping were minimal. The corresponding centroid values for three classes as elicited by $k$-means algorithm are presented in Table II.

### TABLE II. CENTROIDS OF CLUSTERS AS DETERMINED BY K-MEANS ALGORITHM

<table>
<thead>
<tr>
<th>Group</th>
<th>Area</th>
<th>Moment of Inertia X</th>
<th>Radius of gyration X</th>
<th>Moment of Inertia Y</th>
<th>Radius of gyration Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>501.6093</td>
<td>6866031</td>
<td>118.308</td>
<td>1605.915</td>
<td>1.585156</td>
</tr>
<tr>
<td>II</td>
<td>396.3764</td>
<td>3798362</td>
<td>98.4040</td>
<td>684.1802</td>
<td>1.156876</td>
</tr>
<tr>
<td>III</td>
<td>270.4792</td>
<td>1666994</td>
<td>74.8501</td>
<td>292.8828</td>
<td>0.876999</td>
</tr>
</tbody>
</table>

B. Gaussian activation function

Each RBF neuron computes a measure of the similarity between the input and its prototype vector taken from the training set. Input vectors which are more similar to the prototype return a result closer to 1. There are different possible kernel functions, but the most popular is based on the Gaussian which is given by

$$
\Phi = \exp \left[ -\frac{\sum_{i=1}^{3}||x-\mu||^2}{2\sigma^2} \right] 
$$

Where $x$ is the input pattern, $\mu$ is the centroid of RBF unit for input variables and $\sigma$ is the width of the RBF unit. Each RBF neuron will produce its largest response when the input is equal to the prototype vector. The linear sum of multiples of output of the central layer neurons and weights of connections will lead to outputs of the three neurons present in output layer.

C. Gradient descent method

The gradient descent method is applied for finding centers, spread and weights by minimizing the (instantaneous) squared error. Activation functions become the input to this method. The RBFNNs trained by the gradient-descent method is capable of providing the equivalent or better performance compared to that of the multi-layer feed forward neural network trained with the back propagation.

VI. THE INDEXING EQUATION

Group Index (GI) formula is generated by using the centroids, the beta term and the output weights. Thus, the indexing equation is given by

$$
GI = \sum_{j=1}^{3} W_{jm} \times \exp \left[ -\frac{\sum_{i=1}^{3}||x-\mu_i||^2}{2\sigma^2} \right] 
$$

Where $x$ is the input pattern, $\mu$ is the centroid of RBF unit for input variables and $\sigma$ is the width of the RBF unit, $W$ is the weight between jth RBF unit and mth output node. 2-norm of a vector is used to normalize the entire dataset. The result of the successful run of the RBFNN is presented in Table VI for sample test set.

VII. RESULTS AND ANALYSIS

Table III gives salient details of the network. The clusters using k-means and the result of RBFNN are presented in Table IV. This table indicates that KNN and RBFNN have emerged almost similar as far as the number of Ears that fall in to each category. In specific, group 1 has 2.5% more, group 2 has 7.5% less, and group 3 has 7.5% more number of ears. Thus RBFNN is instrumental in fine tuning the classification task rendered by KNN. The proposed indexing eqn. no (11) can be used to find the respective index value of the ear. To obtain this one has to substitute the feature values, centroid values, the weights and the kernel radius value indicated by $\sigma$ provided in Table III. Testing of the equation for around 200 ear images in the same database yielded almost 95.4% accuracy. The test image was searched in both unorganized database and the database organized in three consecutive blocks as per the indexes. The CPU time was measured for both the cases. It is found that, the average decrease in the
CPU time was around 13.77% with organized database. This aspect of the model is shown in Table V, here again, 200 ear images were selected at random (1/3rd of the database) and CPU time was noted. Justifiably, maximum time was consumed while matching and retrieving for the ears that fell in third category. Group characteristics are presented in Table VII A This table illustrates that though there are clear distinguishing features between groups as far are the appearance of the ear the attribute values overlap.

The contribution of this work lies in according an integer index to an ear based on certain moment of inertia related properties. By just looking at the index value of the ear, it is possible to get the notion of the articulation of the ear. To unearth this capability of indexing, the entire data base was studied with the ear image along with the attribute values and the corresponding index. Based on this empirical study it is possible to judge the group characteristic as shown in Table VII B. Classification performance evaluation measures are given in Table VIII and Table IX. An entropy value of 0.99395 indicates that the classes are more dispersed. An accuracy rate as high as 96% showcases an excellent classification. Precision values in the range 0.8-1 of clusters determine high positive predictive value. Recall value in the range 0.9-1 indicates that the classes have high true positive rate. The value of specificity shows the high true-negative rate which is in the range 0.94-1. F-measure concludes that there is a good balance between precision and recall in the second and third cluster.

### TABLE III. SALIENT DETAILS OF RBFNN IMPLEMENTED

| No of input layer neurons | 5 |
| No of neurons in hidden layer | 3 |
| The basis function | Gaussian |
| No of output neurons | 3 |
| Width of cluster as given by σ | 1.1028e+06 | 6.7926e+05 | 5.9865e+05 |

<table>
<thead>
<tr>
<th>C1</th>
<th>C2</th>
<th>C3</th>
</tr>
</thead>
<tbody>
<tr>
<td>72</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>247</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>258</td>
</tr>
</tbody>
</table>

Fig. 5. Confusion matrix

### TABLE IV. TEST SET AND GROUP INDEXING BY RBFNN

<table>
<thead>
<tr>
<th>Sl No</th>
<th>Area</th>
<th>Imax</th>
<th>RGy</th>
<th>Imin</th>
<th>RGx</th>
<th>GI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>131.3487</td>
<td>195355.9</td>
<td>38.56563</td>
<td>50.89822</td>
<td>0.622499</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>135.0409</td>
<td>371368.5</td>
<td>52.44088</td>
<td>140.7316</td>
<td>1.020853</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>404.5635</td>
<td>3158077</td>
<td>88.35233</td>
<td>766.4084</td>
<td>1.376375</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>241.7773</td>
<td>744226.9</td>
<td>55.48108</td>
<td>116.0455</td>
<td>0.692798</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>370.4741</td>
<td>2691695</td>
<td>85.23815</td>
<td>310.3129</td>
<td>0.91521</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>272.2138</td>
<td>3054815</td>
<td>105.9345</td>
<td>0.344449</td>
<td>0.035572</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>358.0337</td>
<td>3395618</td>
<td>97.38621</td>
<td>254.3965</td>
<td>0.842934</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>369.2937</td>
<td>2464924</td>
<td>81.69882</td>
<td>264.376</td>
<td>0.846107</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>217.2377</td>
<td>2858884</td>
<td>114.7178</td>
<td>11.01563</td>
<td>0.225184</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>360.2648</td>
<td>2844322</td>
<td>88.8543</td>
<td>641.5627</td>
<td>1.334469</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>338.5039</td>
<td>1991710</td>
<td>76.70634</td>
<td>368.703</td>
<td>1.043654</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>379.9424</td>
<td>5368573</td>
<td>118.8695</td>
<td>240.5883</td>
<td>0.795753</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>412.1489</td>
<td>4025855</td>
<td>98.833</td>
<td>316.661</td>
<td>0.876537</td>
<td>3</td>
</tr>
<tr>
<td>14</td>
<td>639.5851</td>
<td>9003344</td>
<td>118.6462</td>
<td>3243.304</td>
<td>2.251883</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>376.3808</td>
<td>2785671</td>
<td>86.03025</td>
<td>647.0868</td>
<td>1.311196</td>
<td>2</td>
</tr>
</tbody>
</table>

### TABLE V. AVERAGE CPU TIME

<table>
<thead>
<tr>
<th>No. of test images</th>
<th>With unorganized database (sec)</th>
<th>With organized database as per indexes(sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>0.0721</td>
<td>0.0622</td>
</tr>
</tbody>
</table>

| No. of test images | 435.8933 | 4651435 | 103.3007 | 822.7214 | 1.37384 | 3 |
| 16 | 369.8076 | 2818062 | 87.2946 | 258.6729 | 0.836349 | 3 |
| 17 | 266.0732 | 1406845 | 72.71474 | 437.977 | 1.282995 | 2 |
| 18 | 441.7652 | 7186791 | 127.5474 | 537.809 | 1.103363 | 1 |
| 19 | 450.2947 | 4146650 | 95.66222 | 1295.909 | 1.696441 | 3 |
| 20 | 405.7415 | 3655038 | 94.19202 | 237.0266 | 0.764318 | 3 |
| 21 | 414.6593 | 4291438 | 101.7316 | 1138.657 | 1.657108 | 3 |
| 22 | 439.0439 | 5612504 | 113.0645 | 1007.022 | 1.514494 | 1 |
| 23 | 569.4626 | 7267216 | 112.967 | 1253.937 | 1.483902 | 1 |
| 24 | 388.5733 | 4062368 | 102.2476 | 810.9251 | 1.444621 | 3 |
| 25 |

### TABLE VI. K-MEANS AND RBFNN CLUSTERS

<table>
<thead>
<tr>
<th>Group I</th>
<th>Group II</th>
<th>Group III</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-means</td>
<td>80</td>
<td>277</td>
</tr>
<tr>
<td>RBFNN</td>
<td>82</td>
<td>256</td>
</tr>
</tbody>
</table>
TABLE VII. A: GROUP CHARACTERISTICS

<table>
<thead>
<tr>
<th>Group Index</th>
<th>Area (mm²)</th>
<th>Imax (mm)</th>
<th>RGy (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>515732.515</td>
<td>101.726672</td>
<td>177.111404</td>
</tr>
<tr>
<td>2</td>
<td>16329.4274</td>
<td>8.960133</td>
<td>156.117258</td>
</tr>
<tr>
<td>3</td>
<td>281806.292</td>
<td>83.6197</td>
<td>151.046937</td>
</tr>
</tbody>
</table>

TABLE VII. B: GROUP CHARACTERISTICS

<table>
<thead>
<tr>
<th>Group Index</th>
<th>Imin (mm²)</th>
<th>RGx (mm)</th>
<th>Approximate shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.077902</td>
<td>3.920185</td>
<td>Almost Round, oblong or rectangular</td>
</tr>
<tr>
<td>2</td>
<td>0.000121</td>
<td>2.436946</td>
<td>Oval shaped, small sized</td>
</tr>
<tr>
<td>3</td>
<td>0.018607</td>
<td>2.444452</td>
<td>Triangular shaped and other shapes</td>
</tr>
</tbody>
</table>

TABLE VIII. PERFORMANCE EVALUATION MEASURES

| Training Accuracy | 95.4% |
| Classification Error | 0.56033 |
| Entropy | 0.99395 |

TABLE IX. CLASSIFICATION EFFICIENCY EVALUATION METRICS

<table>
<thead>
<tr>
<th>C1</th>
<th>C2</th>
<th>C3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.9719</td>
<td>0.9889</td>
</tr>
<tr>
<td>Precision</td>
<td>0.88859</td>
<td>0.92857</td>
</tr>
<tr>
<td>Recall</td>
<td>0.9</td>
<td>1</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.98286</td>
<td>0.94693</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.89441</td>
<td>0.96296</td>
</tr>
</tbody>
</table>

VIII. CONCLUSIONS

This paper presented a novel method to identify persons using shape related features of ear. In a nutshell, the significant contributions of this work are:

- Indexes to ears based on their five shape related biometric features.
- Creating and organising template database of ear biometric features with their index values elicited from RBFNN.
- Quick retrieval of the details of the person when test ear image is presented to the system.

However, the limitation of the work is that, though the system is able attach an index to an ear, there seems to be overlapping of attribute values across the groups. This may lead to a kind of uncertainty due to partaking of an ear in multiple groups. To address this issue, the future enhancement could be to develop a fuzzy indexing scheme.
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Abstract—Cardiac arrhythmia is one of the most important indicators of heart disease. Premature ventricular contractions (PVCs) are a common form of cardiac arrhythmia caused by ectopic heartbeats. The detection of PVCs by means of ECG (electrocardiogram) signals is important for the prediction of possible heart failure. This study focuses on the classification of PVC heartbeats from ECG signals and, in particular, on the performance evaluation of time series approaches to the classification of PVC abnormality. Moreover, the performance effects of several dimension reduction approaches were also tested. Experiments were carried out using well-known machine learning methods, including neural networks, k-nearest neighbour, decision trees, and support vector machines. Findings were expressed in terms of accuracy, sensitivity, specificity, and running time for the MIT-BIH Arrhythmia Database. Among the different classification algorithms, the k-NN algorithm achieved the best classification rate. The results demonstrated that the proposed model exhibited higher accuracy rates than those of other works on this topic. According to the experimental results, the proposed approach achieved classification accuracy, sensitivity, and specificity rates of 99.63%, 99.29% and 99.89%, respectively.
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I. INTRODUCTION

According to recent reports, cardiovascular disease (CVD) is listed as a major underlying cause of death, accounting for 54.5% and 47.73% of all deaths in the United States[1] and in Turkey[2], respectively. In order to reduce the mortality rate caused by CVD, monitoring heart cycles for the recognition of early complications is a vital concern for cardiologists and related medical personnel.

An arrhythmia is an abnormal cardiac rhythm. Heart arrhythmias are caused by any disruption in the regularity, rate, or transmission of the cardiac electrical impulse [3]. Among the various abnormalities, premature ventricular contraction (PVC) is one of the most significant arrhythmias [4]. PVC results from the early depolarisation of the myocardium originating in the ventricular area and is a widespread form of arrhythmia in adults. PVC is common, with an estimated occurrence of 1 to 4% in the general population. It is often seen along with structural heart disease and increases the risk of sudden death. Moreover, its assessment and treatment are complex [4], [5]. This paper focuses on the classification of PVC arrhythmias.

In recent years, numerous studies have been conducted on automatic recognition of cardiovascular system problems. Researchers attempting to classify PVC arrhythmias have mostly used time-frequency analysis techniques, statistical measurements, and hybrid methods. The most recently published works are those presented in [6–15]. In [6], the authors applied a dynamic Bayesian network for PVC classification. In [7], Ittatirut et al. attempted to detect PVCs for real-time applications. Their work employed a real-time algorithm for PVC detection based on a low computational method. Simple decision rules were used in the classifier process, which was suitable for embedded applications. Another study [8] compared the learning capability and classification skill for normal heartbeats with PVC clustering using four classification techniques: neural networks (NN), the k-nearest neighbour method (k-NN), discriminant analysis (DA) and fuzzy logic (FL). In [9], the authors used the k-NN method to classify PVC beats and normal beats, while the authors in [10] tried to detect PVC using a neural network-based classification scheme and extracted 10 ECG (electrocardiogram) structural features and one timing interval feature. In [11], a low-complexity data-adaptive method for PVC recognition was designed which achieved an accuracy of 98.2% in the tests. In [12], the authors focused on manifold learning for PVC detection and proposed a method for PVC recognition using manifold learning and support vector machines (SVM). A neural network-based ECG pattern recognition method was presented in [13]. In that study, NN correctly distinguished normal heartbeats and PVCs in 92% of the proposed cases. In [14], the authors tried to classify PVC via an NN classifier and used a wavelet transform to extract morphological features from ECG data. In [15], Independent Component Analysis (ICA) was used for feature extraction and k-means and Fuzzy C-Means (FCM) classifiers were employed to recognize the PVC beat. All of these studies [6-15] used ECG records from the MIT-BIH Arrhythmia Database.

In this paper, an effective and comparative approach was developed for the classification of PVC arrhythmias. The main objective was to improve the accuracy of cardiac arrhythmia classification and examine the performance of time series and their equivalent reduced-size features of ECG signals. The time series of the signal was used to evaluate performance metrics for classification. In addition, principal component analysis (PCA), independent component analysis (ICA), and self-organising maps (SOM) were used to reduce the size of input
feature vectors. To obtain the experimental results, NN, k-NN, SVM and decision tree (DT) classification algorithms were applied using different schemes. In order to provide a better representation, the test data used in the analysis were selected from the MIT-BIH Arrhythmia Database. The results showed that the proposed approach obtained the considerably high classification accuracy rate of 99.63% and provided better classification performance than other approaches studied previously.

II. MATERIAL AND METHODS

All ECG signals comprising Lead II (containing normal or PVC beats) from the MIT-BIH Arrhythmia Database were used in this work. The signal was passed through pre-processing for de-noising. Beat parsing was performed on the noise-free signal, and 200 samples were selected as the cycle of the ECG beat. Because the sampling frequency of the signal was 360 Hz, the 200 points around the QRS complex as a signal window were the approximate equivalent of one cardiac cycle. In total, 7000 windowed ECG beats were used for the analysis.

In this study, the focus was on the improvement of PVC classification performance. Memory requirements and the complexity of the model were reduced by optimising the input vectors. Thus, the model required less operational time. Fig. 1 illustrates a block diagram of the proposed approach for classifying the PVC beat in the ECG of an arrhythmia. The functioning of each step is described in detail in the following sections.

A. ECG Database

The MIT-BIH Arrhythmia Database [16], [17] was used as the data source for this study. The database contains 48 signals of 30 min duration each, and two leads – Lead II and one of the modified leads (V1, V2, V4, or V5). The signals of the database were sampled at 360 Hz. Twenty-three files were randomly selected to serve as a representative sample of routine clinical recordings and 25 files were selected to include uncommon complex ventricular, junctional, and supraventricular arrhythmias. The database was annotated both in timing information and beat label. In this work, the annotation labels were used to locate the beats in the signal files. A total of 43 data files were used, marked as: 100, 101, 103, 105, 106, 107, 108, 109, 111, 112, 113, 115, 116, 117, 118, 119, 121, 122, 123, 124, 200, 201, 202, 203, 205, 207, 208, 209, 210, 212, 213, 214, 215, 217, 219, 220, 221, 222, 223, 228, 230, 231, and 234. The remaining files were not used because they did not contain Lead II or related beats. Eight files of the selected records did not contain normal beats and ten did not contain PVC beats. Approximately 100 normal beats were selected for the test from each file. The data used consisted of 3500 (from 35 files) normal (N) beats and 3500 (from 33 files) PVC beats. The PVC beats were intermittently selected from the files because these beats were unevenly distributed in the files. Table I gives details of the distribution of the selected beats from the MIT-BIH Arrhythmia Database.

B. Preprocessing

Noise reduction in ECG signals is a significant problem. There are several noise factors in the ECG: EMG noise, power line noise, baseline wander, and composite noise [18]. Fluctuations in the amplitude of ECG signals have a negative effect on the calculated feature vectors. The same type of ECG signals taken from different patients can show remarkable variances. The differences in ECG signals are minimised by performing normalisation and pre-processing operations.

In this study, the mean of the signal was set to zero. The zero mean signal \( y(t) [1 \leq t \geq L] \) was calculated using Equation (1):

\[
y(t) = x(t) - \bar{x}
\]

where \( y(t) \) is the calculated signal, \( \{x(t) [1 \leq t \geq L]\} \) is the raw ECG, \( \bar{x} \) is the arithmetic mean of \( x(t) \), and \( L \) is the length of the signal.

Thereafter, a median filter was used to reduce noise. The median filter is a simple nonlinear smoother that can suppress noise while holding sharp edges in signal values [19].
The filtered signal \( \{Y(t) | 1 \leq t \leq L\} \) was calculated using Equation (2):

\[
Y(t) = \text{med}\{y(t-1), y(t), y(t+1)\}
\]

where \( Y(t) \) is the filtered signal and \( y(t) \) is the input signal.

![Cascade Low-pass Filter Result](image)

Fig. 2. Input signal, cascade low-pass filter result, and final result of the filter from data file 203.

A cascade low-pass filter to remove frequency components below 2 and 0.5 Hz from the signal was applied in the final signal \( Y(t) \) to remove the baseline wander and powerline noise. Frequency components of the baseline wander are generally below 0.5 Hz; however, in the event of a stress test, this value can be higher. Consequently, the frequency limit was adjusted to 2 Hz [20]. The required change of filter type from low- to high-pass filters can be achieved by subtracting the output of the low-pass filter from the suitably delayed input signal. Fig. 2 demonstrates the input signal, cascade-filtered signal, and filter results of the first 5000 samples of data file 203 on the MIT-BIH Database.

C. Beat Parsing

Each beat’s window length of 200 points was established from the filtered ECG signal according to the location of the R point in the QRS complex (99 points on the left side of the R point, 100 points on the right side of the R point, and the R point itself). The associated location of the R points composed the annotation files of the MIT-BIH Database. No QRS detection algorithm was used. The selected beats constituted a 7000 × 200 data matrix.

D. Feature Reduction

In this study, the time series of the one beat was used for classification. In addition, feature reduction methods were used for dimension reduction. Consequently, the performance of the classification algorithms using the time series and their reduced features were compared. PCA, ICA, and SOM were used to reduce the size of the input vectors, and the computation time of classification was diminished. Both single-beat time series and reduced dimension data were used as input vectors of the classifiers for comparison and a notable acceleration was obtained.

PCA is a numerical technique that uses perpendicular transformation to form a set of observations of possibly correlated features into a set of values of uncorrelated features, called principal components [21]. ICA is a very versatile statistical method in which observed random data are linearly transformed into elements that are maximally independent from each other [22]. SOM is an unsupervised neural network method, improved by Kohonen, which proposes an effective and easily interpretable mapping from a higher dimensional input space into a lower dimensional (especially, two-dimensional) space [23], [24]. The feature reduction parameters are described in the result section.

E. Classification

In this work, NN, k-NN, SVM, and DT classification algorithms were used for classification, and are briefly discussed below.

A three-layered feed-forward neural network was applied for pattern classification in this study [25]. The input layer was composed of 200 nodes corresponding to the 200 points of one beat. Moreover, results of the PCA, ICA and SOM feature reduction approaches were also tested using this method. In that case, the sizes of the input layer were 2, 17, and 10 for the PCA, ICA and SOM, respectively. The output layer consisted of two nodes.

The k-NN algorithm is one of the most conventional methods in pattern recognition because of its effective non-parametric nature. The nearest neighbour decision rule assigns the classification of the closest training samples in the feature space to an uncategorised sample point [26]. This algorithm does not depend on the statistical distribution of training samples. The classification process of the samples is realised according to the nearest neighbourhood of training examples. The algorithm uses numerous distance measures. An instance is classified by a majority vote of its k-nearest neighbours. In this work, k was established as 1 after the parameter optimisation step. Euclidean distance was used as the measure function.

SVM is popular in machine learning for pattern recognition, especially for binary classification [27], [28]. The input data are transformed into a high-dimensional feature space. In this space, the data points are linearly separated by a hyper-plane. Because the patterns are not linearly separable in most cases, the patterns are mapped into a high-dimensional space using an appropriate kernel, and then, the optimisation step is fulfilled. Various kernel transformations are used for mapping the data into high-dimensional space, some of which include linear, sigmoid, polynomial, and radial basis function (RBF). In this study, parameter optimisation was used to find the optimum SVM parameters. After this stage, the C parameter was set as 100, the Gamma parameter was set as 4, and the polynomial was selected as the kernel-type parameter.

DT is a predictive model which can be used to characterise both classifiers and regression models. DT refers to a hierarchical model of decisions and their results and is used to classify a sample into a predefined set of classes based on their feature values. DT consists of nodes that form a rooted tree meaning. It is a directed tree with a node called a root that has
no entering edges. All other nodes have only one entering edge. A node with outgoing edges is referred to as a test node. All other nodes are known as leaves, or decision nodes [29]. Each leaf is allocated to one class demonstrating the most accurate target value. The leaf holds a probability vector specifying the probability of the target feature with a definite value.

Thus, from the last leaf to the root, the most likely path to the destination can be calculated by multiplying all other probability values of the leaves. The efficiency of the calculation can be improved by cutting specific branches of the tree or changing the defining characteristics. There are many common decision tree algorithms, some of which are ID3, C4.5, CART, CHAID, and MARS. At the generating stage of the DT, the gain ratio was used as the criterion parameter, 4 as the minimal size for the split, 2 as the minimal leaf size, and 20 as the maximal depth.

III. EXPERIMENTS AND RESULTS

The approach was tested on 200 time series samples of one beat. These samples were applied to the classification methods discussed in Section II as the input vectors. A parameter optimisation step was performed to obtain optimum parameter values.

In the NN classifier, a hidden layer consisting of 10 neurons was used. The output layer consisted of two neurons. The size of the hidden layer was selected by empirical observation. Even numbers between 2 and 20 were tested for hidden layer size. In the hidden layer, maximum accuracy was obtained at around 10 neurons. Table II shows classification accuracies versus neuron size of the hidden layer of the neural network classifier using time series, ICA, PCA, and SOM features as input vectors. The NN was trained by a back propagation algorithm. At the training and testing stage, training cycle and learning rate parameters were set as 500 and 0.3, respectively. The error threshold parameter was set as 0.000001 to terminate the iterations when mean square error (MSE) was attained.

As a result of a grid search, the present experiments showed that the best k value of the k-NN algorithm was found at one; however, all k values in the test range achieved high results. Euclidean distance was used as the distance measure in this study. Since the k-NN classifier obtained the highest results, it was used in the parameter optimisation stages of the feature reduction algorithms.

For the SVM classification experiments, parameters were determined using a grid search like that done with the k-NN experiments. Four kernel functions (polynomial, RBF, sigmoid and linear), a complex SVM fixed parameter (C) having 12 different kernels with values in the exponential range of 0-1000, and 18 different Gamma parameters having values in the exponential range of 0-100 were tested by SVM. After the optimisation stage, the polynomial kernel function was selected, C was set as 100, and Gamma set as 4.

<table>
<thead>
<tr>
<th>Hidden layer size</th>
<th>Time series</th>
<th>ICA</th>
<th>PCA</th>
<th>SOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.9729</td>
<td>0.961</td>
<td>0.9677</td>
<td>0.7879</td>
</tr>
<tr>
<td>4</td>
<td>0.9783</td>
<td>0.9704</td>
<td>0.9791</td>
<td>0.8744</td>
</tr>
<tr>
<td>6</td>
<td>0.9873</td>
<td>0.9766</td>
<td>0.9829</td>
<td>0.924</td>
</tr>
<tr>
<td>8</td>
<td>0.983</td>
<td>0.9771</td>
<td>0.9827</td>
<td>0.9334</td>
</tr>
<tr>
<td>10</td>
<td>0.9846</td>
<td>0.9779</td>
<td>0.9814</td>
<td>0.9466</td>
</tr>
<tr>
<td>12</td>
<td>0.98</td>
<td>0.9773</td>
<td>0.982</td>
<td>0.9574</td>
</tr>
<tr>
<td>14</td>
<td>0.981</td>
<td>0.977</td>
<td>0.9864</td>
<td>0.9703</td>
</tr>
<tr>
<td>16</td>
<td>0.982</td>
<td>0.9776</td>
<td>0.9831</td>
<td>0.9756</td>
</tr>
<tr>
<td>18</td>
<td>0.9801</td>
<td>0.9783</td>
<td>0.9817</td>
<td>0.9723</td>
</tr>
<tr>
<td>20</td>
<td>0.9809</td>
<td>0.9779</td>
<td>0.9851</td>
<td>0.977</td>
</tr>
</tbody>
</table>

Fig. 3. Cumulative variance versus number of PCs for first 20 principal components

In addition, PCA, ICA and SOM were applied to reduce the size of the feature vectors. Processed data were used in the same classifiers. Remarkable achievements were obtained and classification time was reduced. Before implementing the classification test, the grid search was used to find the counts of the best principal components (PCs) and independent components (ICs) resulting in the highest accuracy rate for the classifiers. It was found experimentally that k-NN classifiers feeding PCA features achieved the highest accuracy. The calculation of the SOM features took more time than other dimension reduction methods. The computation times of the PCA, ICA, and SOM feature reduction methods were 2.5, 1.2, and 67.3 s, respectively.

As shown in Fig. 3, when calculating principal components, cumulative variance started with a small number and increased rapidly. Cumulative variance reached 0.926 and 0.997 at principal component counts 5 and 20, respectively. All principal components between 0 and 30 were tried out and the number of principal components that provided the best result for the classification algorithms was calculated.
When the principal component count was 17, the cumulative variance was 0.995. This value obtained the best result; therefore, the PCs = 17 value was used as the principal component for the tests in this study.

The FastICA algorithm was used for calculating the independent components [22] in the ICA experiments. All independent components between 0 and 30 were tried out with parameter optimisation and the number of independent components providing the highest result for the classification algorithms was calculated. The ICs = 10 value obtained the highest results according to the experiments.

SOM was used to reduce the size of the input vector to 2. The network size was taken as 30 and the training rounds were specified as 30. The two-dimensional output vector was calculated by the SOM network to be used as the input vectors of the classification algorithms.

Classification models have a common strategy of dividing the dataset into two parts, one for training and the other for testing. The classification accuracy obtained from the test part more precisely projects the performance. An upgraded version of this technique is known as cross-validation. A 10-fold cross-validation method was used in this study for training and testing of the classification algorithms. In the 10-fold cross-validation, first, the dataset was split into 10 subsets of the same size. Sequentially, one subset was evaluated using the classification algorithm trained on the other 9 subsets. Thus, each subset of the whole dataset was predicted once. The average accuracy of these 10 trials was calculated as a classification result. The cross-validation accuracy is the percentage of data which are properly classified. The cross-validation technique can prevent the problem of over-fitting [28].

The classification performance of the classifiers can be measured by calculating the accuracy, sensitivity, and specificity. These performance parameters are defined as shown in Equations (3)-(5).

\[
\text{Accuracy} = \frac{TP+TN}{TP+FP+FN+TN} \quad (3)
\]

\[
\text{Specificity} = \frac{TN}{TN+FP} \quad (4)
\]

\[
\text{Sensitivity} = \frac{TP}{TP+FN} \quad (5)
\]

where TP and TN symbolise the total number of correctly classified PVC beat (true positive) samples and N beat (true negative) samples. The FP and FN symbolise the total number of misclassified PVC beat (false positive) samples and N beat (false negative) samples.

Table III shows the classification performance parameters (accuracy, specificity, and sensitivity) of classifiers using the time series of the signal as an input feature vector. When the time series of the signal was fed to the classifiers, the k-NN classifier achieved the highest accuracy of 99.56%.

Tables IV-VI present a comparison of classification results for classifiers fed to the PCA, ICA and SOM features, respectively. Classification results showed that the k-NN classifier achieved the highest accuracy for the reduced data by ICA, PCA and SOM. The SOM features achieved less success than the other features.

| TABLE III. CLASSIFICATION RESULTS (%) FOR TIME SERIES AS INPUT |
|------------------|------------------|------------------|
|                  | Accuracy | Sensitivity | Specificity |
| k-NN             | 99.56    | 99.29       | 99.83       |
| NN               | 98.46    | 99.06       | 97.86       |
| SVM              | 98.09    | 96.86       | 99.31       |
| DT               | 97.96    | 97.40       | 98.51       |

| TABLE IV. CLASSIFICATION RESULTS (%) FOR PCs AS INPUT |
|------------------|------------------|------------------|
|                  | Accuracy | Sensitivity | Specificity |
| k-NN             | 99.63    | 99.29       | 99.89       |
| NN               | 98.14    | 98.97       | 97.31       |
| SVM              | 98.56    | 97.43       | 99.69       |
| DT               | 95.90    | 93.23       | 98.57       |

| TABLE V. CLASSIFICATION RESULTS (%) FOR ICs AS INPUT |
|------------------|------------------|------------------|
|                  | Accuracy | Sensitivity | Specificity |
| k-NN             | 99.26    | 98.80       | 99.71       |
| NN               | 97.79    | 99.06       | 96.81       |
| SVM              | 98.04    | 97.00       | 99.09       |
| DT               | 94.73    | 92.11       | 97.34       |

Fig. 4 shows the average accuracy achieved by the k-NN classifier versus the number of PCs and ICs. The number of PCs varied from 1 to 25 and their effects on classification accuracy were determined. The count of PCs for the k-NN classifier was found as 17. The cumulative variance of the first 17 principal components was 0.995. After beginning with small numbers of PCs, the average accuracy increased rapidly and then levelled off at around 7 PCs. The average accuracy stayed at around 99% at higher PC numbers. Additional increase in PC numbers did not significantly increase the accuracy of the classifier.

The number of ICs from 1 to 25 and their effects on classification accuracy were also examined. The count of ICs for the k-NN classifier was calculated as 10. As is seen in Fig. 4, the average accuracy began with small IC numbers and then increased sharply. On the other hand, there were slight fluctuations in the classification performance of the k-NN classifier at ICs higher than 15. The ICs from 8 to 15 achieved high classification accuracy results.

Parameter optimisation was applied in order to find the optimum k value that gave the best result for the k-NN classifier for the input vector time series, PCs, ICs, and SOM features. The odd numbers from 1 to 15 were tried as a k value. The highest average accuracy of 99.63% was reached at k = 1, but all k values in the range achieved high results (> 98.8%) using the time series and PC features. Fig. 5 shows the average accuracy versus the k number of the k-NN classifier for input vector time series, ICA, PCA, and SOM features.
As seen in Fig. 5, when the k value increased, the classification performance of the algorithm decreased slightly. The time series and PCs features achieved approximately the same classification accuracy; however, the ICs and SOM features remained slightly lower for all k values. When the SOM features were used as an input vector of the k-NN classifier, the highest classification accuracy was achieved by the k = 3 value.

Table VII shows the classification times (in seconds) for the 10-fold cross-validation of the classifiers. As seen in the results, classifiers that were fed with time series took more time for calculation because the size of the input vector was 200. The k-NN classifier presented an acceptable calculation time for all types of input vectors. The NN classifier took more time than the other classifiers because of its complex computation mechanism. Table VIII shows the results of the proposed method in this work in comparison with results of other methods available in the literature dealing with the classification of PVC. In the proposed method, a k-NN classifier which was fed PCs features was used and an average accuracy of 99.63% for the 10-fold cross-validation was achieved. The proposed approach obtained a higher performance than the existing methods.

IV. Conclusion

In this paper, an approach was proposed to correctly classify PVC beats. At the classification stage, 10-fold cross-validation was used to ensure the reliability of the classification process. Most of the tested classifiers obtained high accuracy rates. In particular, the k-NN classifier achieved the highest accuracy results of 99.63% using PCA features as input vectors. The DT classifier produced the least satisfactory results of all the feature sets. The SVM and DT classifiers using SOM features attained the lowest accuracy rates of 81.39% and 77.54%, respectively. Considering the computation time, the k-NN classifier attained the best results using reduced feature vectors. All of the tested classifiers achieved remarkable acceleration by reducing the size of the feature vectors. However, the computational time of the NN was higher than the others, even when using reduced input feature vectors.

The accuracy, sensitivity, and specificity were calculated in order to compare the training algorithms. In terms of recognition accuracy, it can be seen that the k-NN classification algorithm achieved the best performance according to the experiments.

In comparison with other works, the PVC classification approach presented in this paper showed a higher performance of classification accuracy. Most of the current studies ([5] [7] [10] [11] [13]) have used a specific subset of data in the database. In this study, rather than using a specific subset,
almost all PVC beats existing in the database were used. De Oliveira et al. used 947 PVC beats for classification, with 80% of the data used for training and 20% for testing. However, they did not give sufficient details of their experimental implementation, such as the number of cross validations. Furthermore, the number of records used in the study was not specified [6].

In another work, Ittirirut et al. tested their method with 26 records. They excluded some records such as those using pacemakers and those containing heart blockage and atrial fibrillation from their experiments [7].

On the other hand, Bortolan et al. used all the ECG recordings from the MIT-BIH Database. However, the size of the learning set was very small (260 beats for the global set, 76 beats for the local set). The best accuracy achieved was 88.5% from the global set with a DA classifier and 98.7% from the local set with a k-NN classifier [8]. Similarly, Christov et al. used a k-NN algorithm to classify PVC beats in all files in the Database and achieved sensitivity and specificity rates of 96.9% and 96.7%, respectively [9]. Inan et al. used most of the signal files, tested the data with an NN classification algorithm and achieved an accuracy of 95.16% [10]. Jenny et al. used an unsupervised learning algorithm and, therefore, achieved lower accuracy rates than those of the other works [11].

This study showed that high classification accuracy can be obtained without implementing any feature extraction method and by using time series of the signal for input. PCA can be used to reduce the size of the input vectors representing the data. Because of its high computational speed, the proposed method in this work may advance the capability of any system performing real-time PVC analysis. The classification approach presented in this paper can be implemented as part of a computer-aided diagnosis system and can speed up the diagnosis process. The proposed method can be further developed for future use in detecting more ECG arrhythmias.
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Abstract—Multi-rate digital signal processing techniques have been developed in recent years for a wide range of applications, such as speech and image compression, statistical and adaptive signal processing and digital audio. Multi-rate statistical and adaptive signal processing methods provide solution to original signal reconstruction, using observation signals sampled at different rates. In this study, a signal reconstruction process by using the observation signals which are sampled at different sampling rates is presented. The results are compared with the least mean squares (LMS) and the normalized least mean squares (NLMS) methods. As the results indicate, the signal estimation obtained is much more efficient than the previous studies. Designed multi-rate scheme provides significant advantages in terms of error and estimation accuracy.
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I. INTRODUCTION

Multi-rate signal processing is an integral part of the signal processing technique and has been developing rapidly during the last decade. Multi-rate signal processing methods focus on systems which include signals that are sampled at different rates. In many communication and signal processing systems there are two main fields of study: signals sampled at different rates and signals with variable sampling rates. Multi-rate signal processing techniques solve these problems efficiently. Recently multi-rate signal processing techniques are used in image and speech compression, digital audio coding, statistical and adaptive signal processing, discrete-time multi-dimensional signal processing, high-resolution image acquisition. In particular, when the developments in the last decade are examined, the study of [1] is highlighted. The authors utilize two signals with one having twice the sampling rate of the other to detect the coefficients of the random process. They show that the optimal filter is a linear filter whose coefficients change periodically for this particular problem. The authors in [2] study multi-rate signal processing and analyze the fundamental themes of cyclic signal processing systems. In [3], information measure is determined for multi-rate linear systems. [4] investigates stationary concept under variable rates and multi-rate Wiener filtering. Random signals with different sampling rates which involve observations taken from several observers are estimated in [5]. The convergence analyses of the multi-rate systems are presented in [6]. It is observed that if significant increase in rate does not occur than the convergence rate can increase. When the multi-rate observation sequences are used, an adaptive filtering is achieved by LMS algorithm in [7].

Authors in [8] found out a solution to the problem of reconstructing a high resolution signal from two low-rate sensors with time delay by using multi-rate measurements. An adaptive filtering is achieved by the help of multi-rate observations and LMS algorithm in [9]. Also multi-rate signal modeling for target recognition in radar monitor is investigated in [10]. Optimum filtering problem for multi channels is solved in [11] for the first time.

According to [12], if the real signal does not exist, the low resolution observations of the signal can be used for estimating the power spectral density of the stationary random signal. In 2005, multi rate sensor arrays are also developed in [13]. High sample rate signal reconstruction by the use of statistical techniques in the presence of low rate sampled noise is investigated in [14]. The authors in [15], outline multi-rate filters and study progressive sampling rate transformations and multi-level filtering. Different possibilities of down-sampling and up-sampling are investigated in [16]. They also obtain interesting graphical results.

In 2008, authors develop an algorithm which updates adaptive filter coefficients faster in [17]. Their algorithm arranges updating speed automatically and relates non-linear relevance between minimum error and updating speed. The output feedback control of the multi-rate sampled systems with output estimator is studied in [18]. An approach which uses suitable low resolution samples to estimate power spectral density of wide sense stationary random signal is developed in [19]. However, in literature combination of adaptive signal processing methods with multi-rate schemes is an open issue. In this study, I propose to combine adaptive signal processing methods with multi-rate signal processing techniques to provide more efficient signal reconstruction. My approach provides lower mean-square error (MSE) and better estimation performance.

The rest of the paper is organized as follows. Section 2 presents and summarizes multi-rate systems. The multi-rate LMS algorithm and multi-rate NLMS is presented in Section 3 and 4 respectively. Section 5 describes the proposed estimation methods for different input signals. The proposed system and the problem statement are presented in Section 6. The simulation parameters and simulation environment are described in Section 7. Finally, Section 8 discusses the results and concludes the article.
II. MULTI-RATE SYSTEMS

The observation signals are sampled at different rates in some signal processing applications. These signals should be processed together for detection, prediction and classification. To solve the problems of multi-rate systems, the single rate signal theory should be extended to multi-rate signal theory. This theory should be implemented to single-channel, single-rate or multi-channel, multi-rate problems. In this section, the theory which is developed for multi-rate systems is explained and the basic processes in multi-rate systems are presented.

The changing of the sampling frequency caused problems in many digital signal processing systems. For example, CD players, digital audio tapes and digital broadcasting have different sampling frequencies. Especially, sampling rates of many voice signals should be convertible to each other. Also in some systems, the discrete-time signals with different sampling rates should be made compatible with each other. Separation of wide-band digital signal for transmitting in narrow-band channels is an example for multi-rate systems.

The method of multi-rate signal processing includes decimation and inter-leaver. Decimation which includes filtering and down-sampling decreases sampling rate of the signal. Inter-leaver which includes up-sampling and filtering increases sampling rate of the signal. There is also transformation of sampling rate process which includes cascade connection of decimation and inter-leaver.

For optimal filtering, the estimated signal and observed signal are considered wide-sense-stationary. The sampling rates are equal for both signals and the filter is linear time-invariant filter (LTI). LTI filter preserves stationarity. However for multi-rate systems, the situation is different. The periodicity is discussed in multi-rate systems because down and up sampling processes vary with time and they do not preserve stationarity. So wide-sense-stationarity becomes crucial.

III. MULTI-RATE LEAST MEAN SQUARES (LMS) ALGORITHM

The least mean square optimum filtering is related to observed data. Desired data sequence and observed data sequence are measured, saved and used for designing the filter in this method. The criterion in least mean square (LMS) algorithm is to minimize the sum of the squares of error function. Multi-rate least mean square filter is designed in (7). By this filter, using two observation sequences provide lower mean square error than using one high-rated or low-rated observation sequences.

Multi-rate LMS algorithm is designed for several input signals with different sampling rates. The equations are more complex than traditional LMS algorithm. (1) and (2) show the high-rated observation vector and low-rated observation vector respectively.

\[ x[n] = [x[n] x[n-1] \ldots x[n-(P-1)]]^T \]  
\[ y[m] = [y[m] y[m-1] \ldots y[m-(Q-1)]]^T \]

The filter coefficients are periodic and coefficient vectors are updated in each iteration in multi-rate LMS algorithm. The filter coefficient updates is expressed in (3) and (4).

\[ h_l[m+1] = h_l[m] + \mu e[n]x[n] \]  
\[ g_d[m+1] = g_d[m] + \mu e[n]y[m] \]

IV. MULTI-RATE NORMALIZED LEAST MEAN SQUARES (NLMS) ALGORITHM

Multi-rate NLMS algorithm is designed for several input signals with different sampling rates. The equations are more complex than traditional NLMS algorithm. (5) and (6) show the high-rated observation vector and low-rated observation vector respectively.

\[ x[n] = [x[n] x[n-1] \ldots x[n-(P-1)]]^T \]  
\[ y[m] = [y[m] y[m-1] \ldots y[m-(Q-1)]]^T \]

The filter coefficients are periodic and coefficient vectors are updated in each iteration in multi-rate NLMS algorithm. The filter coefficient updates is expressed in (7) and (8).

\[ h_l[m+1] = h_l[m] + \frac{\mu_s x[n] e[n]}{\alpha + x^2[n] x[n]} \]  
\[ g_d[m+1] = g_d[m] + \frac{\mu_s y[m] e[n]}{\alpha + y^2[m] y[m]} \]

V. PROPOSED ESTIMATION METHODS FOR INPUT SIGNALS

In this study, the input signals are derived from first-order auto regressive process. It can be defined as in (9).

\[ x[n] = c + \alpha x[n-1] + u[n] \]

In the above equation, \(x[n]\) shows the value at \(n\)th moment, \(x[n-1]\) corresponds to the value at a previous moment, \(c\) is a constant, \(\alpha\) is used for model parameter and \(u[n]\) corresponds to White Gaussian Noise. The \(u[n]\) is assumed as zero mean and having \(\sigma^2_{u[n]}\) variance. For \(\alpha < 1\) the process becomes wide-sense stationary (WSS). If \(\alpha = 1\), \(x[n]\) has infinite variance and becomes not WSS. For \(c = 0\) the process becomes zero mean process. The signal-to-noise ratio can be defined as in (10).

\[ SNR = \frac{P_{signal}}{P_{noise}} \]

\[ SNR_{dB} = 10 \log_{10} \left( \frac{P_{signal}}{P_{noise}} \right) = P_{signal dB} - P_{noise dB} \]
VI. PROPOSED SYSTEM

The proposed system is shown in Fig. 1. The random input signal is derived from first order autoregressive process. Then this input signal is passed through two different filters which are a low pass filter (LPF) and a band pass filter (BPF). The obtained signals are passed through a down sampler after the filtering process. The measurement noise is added to the observation signals and finally this noisy signal is passed through up sampler. After these processes, the observation signals are compared with input signal by the use of LMS and NLMS algorithms. The mean square error (MSE) is minimized and thus the reconstruction of the input signal is completed.

The second input signal is a stereo voice signal. This signal is recorded along 2.02 seconds, it is sampled at 22.05 kHz sampling frequency. Stereo signal has two channels and the component of one of the channels is taken as input signal. This voice signal approximately has 100,000 components, thus instead of processing single bit sequence, the data is processed in terms of data blocks. Then the above mentioned processes are applied to the voice signal and the input signal reconstruction for this signal is obtained.

In simulations, the estimator signals are compared with input signal by the use of LMS and NLMS algorithms. The mean square error (MSE) is minimized and thus the reconstruction of the input signal is completed.

The second input signal is a stereo voice signal. This signal is obtained from first order autoregressive process which is given below.

\[
x[n] = 0.97x[n-1] + u[n]
\]  

(12)

Here, \(u[n]\) is selected as a white noise signal which has zero mean and has a variance of 0.0591. The input signal is selected with zero mean and unit variance. To provide 10 dB SNR, the noise variance is taken 0.1 since the input signal has unit variance. In simulations, the 20 dB SNR is also taken into consideration and results are also obtained for this value. Note that, to achieve 20 dB SNR, the noise variance is taken 0.01. The second input signal can be seen in Fig. 2.

According to the calculations in MATLAB, the variance of voice signal is 0.0416. Thus, it is determined that the noise variance should be 0.00416 to achieve 10 dB SNR.

Fig. 1. Multi-Rate Estimator System

VII. SIMULATION PARAMETERS

The random signal is obtained from the first order autoregressive process which is given below.

\[
x[n] = 0.97x[n-1] + u[n]
\]  

(13)

Then the filtering process is realized by using below filters (13) and (14) which show the coefficients of LPF and BPF respectively.

\[
h_{LPF} = [0.2357 0.9428 0.2357]
\]  

(13)

\[
h_{BPF} = [0.4950 -0.8098 -0.3148]
\]  

(14)

In here filtering causes bandwidth restriction. Using two different filters ensure diversity. As shown in Fig. 3, \(X_2[n]\) shows the observation signal which is output of LPF and \(X_3[n]\) shows the observation signal which is output of BPF. These signals are passed through down samplers which have orders 2 and 3 respectively. Then measurement noise is added to these signals. Finally, to obtain estimator signals, up sampling process is implemented. Note that, the main goal of down sampling is limiting sampling frequency. Up sampling also provides index mapping in simulations. In adaptive filtering scheme, the estimator signals are multiplied by filter coefficients in terms of sixtet blocks because the least common multiple of down sampling ratio is equal to six. In both LMS and NLMS algorithms, the initial values of filter coefficients are chosen zero at the beginning of the simulations. To provide best estimation, the LMS and NLMS coefficients should vary periodically in time. The estimation error is calculated using (15).

\[
e[n] = x[n] - x_2[n]
\]  

(15)

The adaptive filter coefficients of LMS and NLMS algorithms are updated using step-size parameter \(\mu\) for each step. The step-size parameter is chosen experimentally in algorithms. Hundred iterations are realized to obtain MSE alteration graphic. Note that, for random input signal, in each iteration, the input signal is generated and error between generated signal and estimated signal is calculated. Finally the sum of these error values is divided by iteration number to calculate MSE.
VIII. RESULTS AND DISCUSSION

The simulations are realized by using MATLAB. Results are obtained for two different input signals by adding different measurement noises.

The convergence of LMS algorithm is obtained approximately at iteration 200 as seen from figure 3. At the minimum MSE value, stable learning curve can be obtained. This figure is attained when step size parameter \( \mu = 0.005 \). To prevent instability, the step-size parameter (SSP) is chosen big enough. If SSP becomes very small, each step causes small changes on coefficient vector thus algorithm will work slower. If we choose SSP as very high, then the algorithm may become instable.

Fig. 4 shows the success of the prediction. The estimated signal follows the original signal as close as possible. In here, down-sampling prevents full prediction because after down-sampling, the number of samples of data sequence decreases, in other words down-sampling causes data loss. Additive noise also affects the performance of prediction negatively.

The convergence of NLMS algorithm is obtained approximately at iteration 100 as seen from Fig. 5. At the minimum MSE value, stable learning curve can be obtained. This figure is attained when step size parameter \( \mu = 0.5 \).

Fig. 6 shows the success of the prediction. The estimated signal follows the original signal much closer. Also in here, down-sampling prevents full prediction since after down-sampling, the number of samples of data sequence decreases, in other words down-sampling causes data loss. Additive noise also affects negatively the performance of prediction negatively.

The MSE and estimation performance results of the random input signal under NLMS algorithm for the same parameters are shown in Fig. 5 and 6 respectively.
SSP is normalized by the input signal power. Consequently, the dependence of convergence on the input signal is removed in NLMS algorithm and thus NLMS is superior than LMS in terms of convergence rate and MSE.

In addition, when we increase the SNR value to 10 dB, the MSE value increases and the prediction performance decreases for both LMS and NLMS algorithms. The second input signal is stereo voice signal. The LMS and NLMS results are obtained separately. At first, voice signal is turned into single data sequence and it is applied as input to the system. Then the voice signal is separated into data blocks to prevent instability since data size is very high.

The results of MSE and estimation performance of LMS algorithm for complete data sequence of voice signal is shown in Fig. 8.

Fig. 8. The LMS estimation graph of voice signal at SNR=10 dB

Fig. 9 shows the results of NLMS algorithm for same voice signal. When we examine Fig. 10 and Fig. 11, it is clearly observed that NLMS outperforms LMS in terms of MSE and estimation performance for voice signal. In MSE graphics, first values are very high because at the beginning, the data is unstable.

Approximately after iteration 100, convergence is achieved which is clearly seen from Fig. 10. This result is obtained when the step size parameter \( \mu = 0.13 \) which is chosen experimentally to prevent instability.

Fig. 11 shows the LMS estimation performance of partitioned voice signal. Estimation performance increases when we use data partition. The performance comparison of LMS and NLMS algorithms in terms of MSE for voice signal is showed in Fig. 12.

It is clearly seen from the figure that, NLMS converges faster than LMS, NLMS has lower MSE than LMS. The main reason for this success is that LMS has slow convergence when eigen value spread of input signal is fast. NLMS solves the slow convergence problem of LMS because in NLMS the value of SSP is normalized by input signal power. Consequently, the dependence of convergence on the input signal is removed in NLMS algorithm and NLMS is superior than LMS in terms of convergence rate and MSE.
IX. CONCLUSIONS

In this study, the most popular adaptive filtering techniques LMS and NLMS are explained. The adaptation of these algorithms to multi-rate systems is presented. The simulation results are obtained for two different input signals. The first input signal is obtained from a first order autoregressive process. The second input signal is a voice signal and its simulations are performed for full data sequence and for data sequence partition. Simulations are realized in MATLAB and detailed graphical results are also obtained and presented. The results are discussed for different cases. According to the results, NLMS outperforms LMS in terms of MSE and estimation performance for all scenarios.

There are many research topics and open issues in statistical signal processing field. For future work, other methods or algorithms can be explored to achieve better filtering and estimation. Also, my future scope is to implement Recursive Least Squares (RLS) method to the same problem and to compare performance of RLS to that of LMS and NLMS in multi-rate fashion. In addition, the non-integer sampling rates can be used for down sampling and up sampling processes for performance comparisons. These approaches can also be applied for two dimensional signal processing field. Finally, nowadays multi-rate filtering is applied to finite-impulse-response (FIR) filters, it can be also implemented to finite-impulse-response (FIR) filters and this is also an open issue in multi rate signal processing literature.
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Abstract—This survey focuses on the problem of parameters selection in image edge detection by ant colony optimization (ACO) algorithm. By introducing particle swarm optimization (PSO) algorithm to optimize parameters in ACO algorithm, the fitness function based on connectivity of image edge is proposed to evaluate the quality of parameters in ACO algorithm. And the ACO-PSO algorithm is applied to image edge detection. The simulation results show that the parameters have been optimized and the proposed ACO-PSO algorithm presents better edges than traditional methods.
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I. INTRODUCTION

ACO (Ant Colony Optimization) is an intelligence algorithm proposed by Marco Dorigo [1-2] in his doctoral thesis. ACO simulates the foraging behavior of ant colony in the nature. The distributed, paralleled mechanism with positive feedback leads ants to select the shortest path. With its robustness [3-4], ACO has been successfully applied to image edge detection [5-7]. In 2004, X. Zhuang proposed a machine vision model based on the ant colony system, which is effective in edge feature extraction [5]. H. Nezamabadi-pour improved the parameters selection ranges of ant colony search algorithm in image edge detection through large numbers of experiments [6]. In paper [7], heuristic information is improved, and fuzzy C-means algorithm is introduced for image preprocessing and extracting the pheromone threshold, which reduces time consuming. But these improved ACO have obvious shortcomings, i.e. the parameters are selected by experience manually, which needs large numbers of experiments. The parameters have to be reset for different images. So the algorithm does not have universal adaptability. And improper parameters will cause the premature convergence in ant colony algorithm. So, parameter optimization becomes a research point when using ACO algorithm.

K. Vaisakh[8] proposed a method to optimize ACO parameters by GA (Genetic Algorithm), which avoided the drawbacks of artificial setting parameters. But GA is complicated and has large time and space complexity. However, PSO is easy to implement, with fast convergence and use a few parameters [9]. PSO (Particle Swarm Optimization) simulates foraging behavior of birds and don't need to do a variation, which makes it superior to GA in parameter optimization. So, PSO is applied to optimize the parameters of ACO [10-14]. In paper [10], $\alpha, \beta, \rho$, three parameters of ACO are optimized by PSO, so that parameter values have continuity, random and accuracy. B. Shuang [11] proposed a PS-ACO algorithm to solve TSP (Traveling Salesman Problem), and its convergence performance is better than GA and ACO algorithm. ZHANG Chao [12] proposed an ACO algorithm based on parameters optimization by PSO, a pheromone update method of global asynchronous combined with elite strategy is applied, which reduces iterations and has a fast rate in dealing with robot path planning problem. Authors in [13-14] made a discretization to the range of inertia weight of PSO, the inertia weight become self-adapted, which enhances the optimization performance.

PSO algorithm has been used to optimize parameters of ACO in TSP and path planning problem, but it has not been researched in image edge detection. In this study, we aim on the parameters optimization problem in ACO algorithm. And the ACO-PSO algorithm for image edge detection is proposed. The coming issue is the design of fitness function in PSO. The performance of fitness function will determine the effects of ACO parameters optimization and the results of edge detection. Therefore, we take the image edge quality as parameter assessment criteria in fitness function of PSO. This involves the study of edge quality evaluation methods. Fine image boundary should have well accuracy and continuity, but recently there is no one universal method to evaluate the quality of edge image [15]. Generally, methods are divided into two types, direct evaluation method and the numerical evaluation method [15]. Visual evaluation method means estimate by human vision, of which the evaluators' experience, image type, or personal like matters. It cannot be objective [15-6] or applied to the intelligent image processing system. Numerical evaluation method is based on ground truth.
The standard boundary is drawn by hand or a certain edge detection algorithm. The differences between the detected images are taken as the evaluation index. But this method is complicated and inefficient. Boundary extracted by canny operator is used as the ground truth in paper [16]. Or benchmarks were generated by traditional detectors [17].

In response to these shortcomings, this paper proposes a method without ground truth, evaluate the quality of image edge, and represent the quality by image edge quality evaluation function. By analyzing the connected component of pixels, the fitness function of PSO is designed to evaluate the quality of edge image and the parameters of ACO are self-adapted to find the balance between parameter selection and the effect of edge detection. Experiment shows that, the proposed method has the characteristics of real-time and high efficiency and is suitable for image edge detection of ACO-PSO algorithm.

The organization of the paper is as follows. Sect. II demonstrates the basic theory of ACO algorithm. Section III provides details about the proposed methodology of edge detection based on ACO-PSO. Experimental results are discussed in Sect. IV and V gives the conclusions of this paper.

II. EDGE DETECTION BASED ON ACO ALGORITHM

For an image of size $M \cdot N$, $\sqrt{M} \cdot \sqrt{N}$ ants are distributed in the image randomly and search edge location according to the variance of grayscale and the pheromone distribution.

This study selects the maximum gray level gradient in eight neighbors of four directions as the pixel gradient:

$$\Delta I_{i,j} = \max \left\{ \begin{array}{l}
\left| I_{(i,j+1)} - I_{(i,j)} \right| \\
\left| I_{(i,j+1)} - I_{(i+1,j)} \right| \\
\left| I_{(i+1,j)} - I_{(i+1,j+1)} \right| \\
\left| I_{(i+1,j+1)} - I_{(i,j+1)} \right| \\
\left| I_{(i,j+1)} - I_{(i+1,j+1)} \right| 
\end{array} \right\}$$

where $I_{i,j}$ is the gray value of pixel $(i,j)$; $I_{\text{max}}$ is the biggest gray value of image.

Ant colony select the location of the next randomly with probability, the transition probability of ants in pixel $(i,j)$ is as follow:

$$P_{(i,j)} = \left\{ \begin{array}{ll}
\frac{\sum \tau_{ij} \eta_{ij}}{\sum_{\text{allowed}_k} \tau_{ij} \eta_{ij}}, & j \in \text{allowed}_k; \\
0, & \text{otherwise}.
\end{array} \right.$$  

where $\tau_{ij}$ is the pheromone at pixel $(i,j)$, $\eta_{ij}$ is heuristic information, $\eta_{ij} = \Delta I_{ij}/c$, $c = 1$, allowed_k is the allowed pixel for the next step.

After all the ants move from the $k$th step to the $k+1$th step, update the pheromone given by:

$$\tau_{i,j}^{k+1} = (1-\rho)\tau_{i,j}^k + \Delta \tau_{i,j}^k, \quad (3)$$

$$\Delta \tau_{i,j}^k = \sum_{\text{ant}} \Delta \tau_{i,j}^k \text{(ant)}. \quad (4)$$

$$\Delta \tau_{i,j}^k \text{ is the pheromone released by all the passing ants thought (i, j) in k th step. Where}$$

$$\Delta \tau_{i,j}^k \text{(ant)} = \left\{ \begin{array}{ll}
\Delta \tau_{i,j}^k / c, & \text{if ant pass through (i,j)} \\
0, & \text{otherwise}.
\end{array} \right.$$  

When ants go through all the steps, which meet the termination condition, finish one time of searching for image edge. Although there are many parameters of ACO, but three main parameters have larger impact on the algorithm performance: the pheromone impact factor $\alpha$, the heuristic function factor $\beta$, the pheromone volatilization coefficient $\rho$. The selection and optimization of parameters are crucial to the performance of ACO algorithm [18-20]. In addition, extracting the edge is the primary purpose of the algorithm, while keep the randomicity of search and convergence of algorithm.

To get the edge image, threshold segmentation is made to the pheromone matrix, removing the background information and guaranteeing the integrity of the edge information. The method of setting threshold manually is inefficient and not suitable for massive calculation through repeated experiments and observing results [5]. Our method is by iteration, calculates the threshold by statistics histogram of grayscale, which produces satisfactory image edges.

III. EDGE DETECTION BASED ON ACO-PSO ALGORITHM

A. Parameters update by PSO

To optimize these three parameters simultaneously, an array $\alpha, \beta, \rho$ is set for optimization. Randomly generate an array as the position $x_{id}(x_{i1}, x_{i2}, x_{i3})$ of a particle, and the speed of the particle in the solution space is $v_{id}(v_{i1}, v_{i2}, v_{i3})$. Particles updated speed and location as follows:

$$v_{id}^{k+1} = \omega \cdot v_{id}^k + c_1 \cdot \xi_1 \cdot (p_{id}^k - x_{id}^k) + c_2 \cdot \xi_2 \cdot (p_{gd}^k - x_{id}^k),$$  

$$x_{id}^{k+1} = x_{id}^k + v_{id}^k, \quad (6)$$

$$\omega \cdot v_{id}^k = \alpha, \quad (7)$$

Where $\omega$ is inertia weight, control the influence of its inertia to the evolution of particle. $c_1$, $c_2$ are constants, show the weight of its own best position and the global optimal
position respectively. $\xi_1, \xi_2$ are random numbers uniformly distributed within $[0,1]$. $p^k_i$ is the optimal position of particle $i$, $p_{gd}^k$ is the global optimal position of all particles.

### B. Edge quality evaluation

In this paper, the edge quality is taken as the parameters optimization standard of the fitness function in PSO. And it is represented by the edge quality evaluation function. Traditional ways often lose important boundary and the image is intermittent \[23\]. Its connectivity is worse than the detected edge by ACO algorithm. Analyze the connected component of image pixels, and calculating the ratio between eight connected components and four connected components, which reflects the line connectivity of boundary. This connectivity reflects the error detection and missed in image edge detection, can evaluate the edge quality properly \[22-24\]. This method was described and proved in detail in paper \[25\]. The smaller the value of C/B, the better the linear connection degree is. This method is easy to implement, but high connected component does not mean enough edge points been detected. For binary edge images, edge point is the pixel where the pixel value is 1, which is an important indicator of the linear connection degree. From the viewpoint of information extraction, edge detection aim to extract more effective edge point information while maintaining the linear connection. More edge points detected, the better the edge quality of edge detection. In this paper we proposed a method improved of \[25\], the connected component and the edge points are combined to obtain rich edge information. The improved edge quality evaluation function (Adpf), i.e. the fitness function is calculated as follow:

$$ Adpf = \frac{N_8 \text{connected}}{N_4 \text{connected} \cdot N_{\text{edge point}}} \quad (8) $$

If the value of the evaluation function is smaller, which means the eight connected components become smaller, while four connected components and edge points are relatively more, keep enough edge points information. Then the better image edge connectivity is, and better the edges extracted. Simulation experiments show that this method is feasible and consistent with the visual observation.

In order to illustrate the effect of edge evaluation function, different standard images were detected by five operator methods. The comparison of detect effects by method of \[25\] and the proposed evaluation function (Adpf) is shown in TABLE I. As mentioned above, the smaller the value of edge evaluation function, the better the effect of image edge detection. Both two rows of data in TABLE I are going down from left to right in each image, which means, in traditional operator methods, the detection effect of Roberts operator is the worst, while the Canny operator is optimal. Suggesting the results of the proposed edge evaluation method and method of \[25\] are consistent with visual method, which is suitable for evaluate the effect of image edge detection.

### C. Image edge detection based on ACO-PSO algorithm

Due to the equal probability of selecting noise and edge points, traditional ACO is not anti-noise. In order to suppress the noise, median filter is adopt in preprocessing, which eliminate the random noise effectively. After each update, the particle swarm obtains a set of better parameters, which is sent to ACO for edge detection. Then fitness value is calculated to present the quality of the detected edge. Particles move to better directions based on the value, and update the location of next generation. New location parameters are used by ACO for detection, until reaches the iteration time. Then output the parameters of optimal location and the edge image. To improve efficiency and reduce iterations, this study only updates local pheromone for detection. The proposed image edge detection of ACO-PSO algorithm includes following steps:

1) **Input image.** Image Median filtering, and pretreatment with formula (1).

2) **Initialization of particle swarm matrix:** set ranges of particle swarm parameters; randomly select a group of particles.

3) **Calculate the value of edge quality evaluation function in PSO, i.e. Adpf:**

   
   For $k = 1$ to particle SwarmSize
   
   Image edge detection:
   
   For $m = 1$ to ant StepNum
   
   For $n = 1$ to AntNum
   
   Calculate the transition probability with formula (2), the ant moves to the next position
   
   End For
   
   update the pheromone matrix with formula (3)
   
   End For
   
   Threshold segmentation, edge extraction;
   
   calculate Adpf value of parameters
   
   End For

4) **PSO iteration:**

   
   For $i = 1$ to the iterations LoopCount:

---

TABLE I. CONTRAST OF IMAGE EDGE QUALITY (ADPF) BY OPERATOR METHODS

<table>
<thead>
<tr>
<th>Image</th>
<th>Value</th>
<th>Roberts</th>
<th>Prewitt</th>
<th>Sobel</th>
<th>LoG</th>
<th>Canny</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>Paper(25/C/B)</td>
<td>0.608</td>
<td>0.261</td>
<td>0.234</td>
<td>0.173</td>
<td>0.153</td>
</tr>
<tr>
<td></td>
<td>Adpf(10-4)</td>
<td>2.738</td>
<td>0.989</td>
<td>0.879</td>
<td>0.412</td>
<td>0.241</td>
</tr>
<tr>
<td>House</td>
<td>C/B</td>
<td>0.692</td>
<td>0.232</td>
<td>0.222</td>
<td>0.198</td>
<td>0.158</td>
</tr>
<tr>
<td></td>
<td>Adpf(10-4)</td>
<td>3.055</td>
<td>1.018</td>
<td>0.979</td>
<td>0.459</td>
<td>0.332</td>
</tr>
<tr>
<td>Cameraman</td>
<td>C/B</td>
<td>0.540</td>
<td>0.139</td>
<td>0.135</td>
<td>0.112</td>
<td>0.073</td>
</tr>
<tr>
<td></td>
<td>Adpf(10-4)</td>
<td>2.307</td>
<td>0.554</td>
<td>0.538</td>
<td>0.451</td>
<td>0.335</td>
</tr>
<tr>
<td>Pepper</td>
<td>C/B</td>
<td>0.556</td>
<td>0.225</td>
<td>0.203</td>
<td>0.187</td>
<td>0.172</td>
</tr>
<tr>
<td></td>
<td>Adpf(10-4)</td>
<td>2.429</td>
<td>0.940</td>
<td>0.832</td>
<td>0.501</td>
<td>0.302</td>
</tr>
</tbody>
</table>
update the particle velocity and position with formula (6) (7);
calculate edge quality of new particle group (refer to step 3).

End For

5) Output the optimal parameters and edge image.

Massive experiment results show that, the number of ants is proportional to the square root of the number of image pixels, without considering the complex degree of image. The complexity of ACO-PSO algorithm for edge detection rely on the particle swarm iterations, swarm size, step number of ants, ants quantity, the image size and its complexity of edge. The larger the image and more complex the edges, the more number of ants used searching for edge points, and higher complexity of algorithm. But there is still no unified standard for edge complexity or image complexity. As for different images, the number of each grayscale, the spatial distribution of pixels and target are extreme variation and hard to describe [26].

IV. SIMULATION AND ANALYSIS

In this study, runtime environment: Windows 7 32-bit OS, MATLAB 8.1, Intel Core i5 2.30 GHz CPU, 2.00 GB RAM. Lena standard drawing was chosen as research object, the image size is 256*256. The ACO-PSO algorithm parameter settings are as follows: ranges of $\alpha, \beta, \rho$ are $[0.1, 2.5], [4.5, 8.5], [0, 1]$; others: ant colony step is 300, memory length is 40; particle swarm size is 3, the coefficients $c_1 = c_2 = 1.2$, coefficient of inertia weights is reduced from 0.5 to 0.3 by linear gradient.

A. Edge quality evaluation function

Lena、House、Cameraman、Peppers were detected by ACO-PSO algorithm with method of [25] and the proposed evaluation method (Adpf). The simulation results are shown in Fig.1. It can be seen that the improved evaluation method detected more edge points, and obtain rich edge information. For example, the showcase behind Lena, the shadow under the eaves of House, Cameraman's leg and ground, the outline of three peppers in the middle of Peppers in Fig.1 (c). While all these details are get lost in Fig.1 (b). So, the improved edge quality evaluation function is superior to the method of [25], which obtains high quality of image edge.
B. Algorithm performance

Preset the PSO iterations to 20, run the ACO-PSO algorithm 4 times, the evaluation function values of different images are shown in Fig.2. The vertical axis represents the minimum Adpf value of the edge image during iteration. 15 iterations later, the global optimal solution was obtained, the algorithm was convergent, and the quality of edge image came to a steady level. For example, the Adpf values of Lena edges are below 0.130, which is lower than 0.241, the Adpf value of Canny operator (in TABLE I). Likewise, the Adpf values of House, Cameraman and Peppers edges have reached a stable detection results, and they are lower than the Adpf values of Canny operator. It indicates that the edge quality detected based on ACO-PSO algorithm is superior to the operator detectors. In order to save time, the iteration was set at 15.

In order to verify the noise sensitivity of the algorithm, the salt and pepper noise, whose density is 0.1, was add into image the detection, results are shown in Fig.3. This algorithm can effectively eliminate noise and extract true edges. Traditional methods have their problems. For example, Sobel operator detection causes discontinuity while Canny operator detection causes severe false detection. And both of them cannot restrain noises in image or obtain complete true edges. So this algorithm has strong robustness.
C. Contraction of image edge detection

The ACO-PSO algorithm uses particle swarm to search the optimal parameters automatically, which save plenty of time. In this study, we set parameters manually and test different standard images to prove the effective of ACO-PSO algorithm on parameters selection. For example, as to Lena image, set $\alpha=1.1, \beta=7.5, \rho=0.8$, which is a set of parameters around the optimal ones according to result of edge detection by ACO-PSO algorithm. Standard test images, Cameraman, House, Peppers are simulated, using Canny operator method, the FCM cluster ACO algorithm proposed in [7] and the manual setting parameters method, and the algorithm in this paper respectively for edge detection. The simulation results are shown in Fig.4. As we can see, Canny operator method obtains fewer details. Manual set parameters method and the FCM cluster ACO algorithm is easy to lose details, both produce less connectivity than ACO-PSO algorithm. So the proposed ACO-PSO algorithm has universal applicability and detects better image edges.
The comparisons of these methods from images have shown above. In addition, TABLE II presents their Adpf values. As can be seen from the data, Adpf value of edge detected by Canny operator is large. It means poor edge continuity. ACO algorithm manually set parameters are not the best. ACO algorithm can suppress noise and eliminate the impact of noise. FCM cluster ACO algorithm detects worse edge continuity than the ACO-PSO algorithm. And the Adpf values of ACO-PSO algorithm for edge detection are small, with noise or not, are better than manual set parameters method and Canny operator. It illustrates that ACO-PSO algorithm is effective to optimize parameters adaptively, and maintain the edge detection quality during noise reduction.

### TABLE II. Adpf VALUES OF DIFFERENT IMAGE EDGE DETECTION

<table>
<thead>
<tr>
<th>Adpf values</th>
<th>Canny</th>
<th>ACO (set parm manually)</th>
<th>ACO-PSO (denoise)</th>
<th>FCM cluster ACO</th>
<th>ACO-PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>0.241</td>
<td>0.118</td>
<td>0.105</td>
<td>0.162</td>
<td>0.102</td>
</tr>
<tr>
<td>House</td>
<td>0.332</td>
<td>0.240</td>
<td>0.171</td>
<td>0.388</td>
<td>0.138</td>
</tr>
<tr>
<td>Cameraman</td>
<td>0.335</td>
<td>0.257</td>
<td>0.247</td>
<td>0.235</td>
<td>0.228</td>
</tr>
<tr>
<td>Peppers</td>
<td>0.302</td>
<td>0.227</td>
<td>0.230</td>
<td>0.199</td>
<td>0.196</td>
</tr>
</tbody>
</table>

### V. CONCLUSIONS

In this paper, image edge quality evaluation method is applied to fitness function of PSO, parameters of ACO are optimized by PSO automatically, and ACO-PSO algorithm was applied for image edge detection, solving the problem of parameters selection. Different kinds of improved ACO can be transplanted to the proposed algorithm, which will save plenty of time and energy in parameter selections. Experiments show that, the improved ACO-PSO algorithm can obtain better edge connectivity and higher detection precision than traditional ACO methods, which shows better anti-noise performance and universal applicability. The design of edge evaluation function has important influence on the edge quality. Further direction of our study will be the image edge quality evaluation.
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Abstract—Classify cases in one of two classes referred to as a binary classification. However, some classification algorithms will allow, of course the use of more than two classes. This research work focuses on improving the results of classification models of multiple classes via some effective techniques. A case study of students’ achievement at Salahadin University is used in this research work. The collected data are pre-processed, cleaned, filtered, normalised, the final data was balanced and randomised, then a combining technique of Naïve Base Classifier and Best First Search algorithms are used to ultimately reduce the number of features in data sets. Finally, a multi-classification task is conducted through some effective classifiers such as K-Nearest Neighbor, Radial Basis Function, and Artificial Neural Network to forecast the students’ performance.
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I. INTRODUCTION

Classification is a data mining technique that maps data into groups. It is a supervised learning method which requires labeled training data to generate rules for classifying test data into predetermined classes [1]. It is a two-phase process. The first phase is the learning phase, where the training data is analysed and classification rules are generated. The next phase is the classification, where test data is classified into classes according to the generated rules. Since classification algorithms require that classes be defined based on data attribute values. Generally speaking, the classification task can be divided into several types; these are namely: Binary classification, Multi-class classification, Multi-label classification and Multi-output-multipclass classification and multi-task classification. The binary classification algorithms can be converted into multinomial classifiers by several strategies. The four different types of classification are described as follows [2-5]:

1) Binary classification type: it means a classification task that can have no more than two classes.
2) Multiple classes’ classification type: it is a classification task with more than two classes; in the field of classification, multi-class or multi-nominal classification is the problem of classifying instances into one of more than two classes. For instance, classifying a group of items of tools which may be electrical or computer or construction. Multiple classes’ classification makes the assumption that each sample is allocated to one and only one label. Multi-class classification should not be mixed up with multi-label classification, where multiple labels are to be predicted for each instance.
3) Multi-label classification: this type is about allocating to each sample a set of target labels. This is seen as the forecasting attributes of a data item that are not happening at the same time, as themes that are relevant to a document. For example, an ordinary manuscript can fall into a belief, legislation, economics and learning all at once or fall into none of them at all.
4) Multi-Output-multi-class classification and multi-task certification: it means that a single appraiser has to work out some common classification tasks. This is a generalisation of the multi-label classification task, in which, the set of the classification problem is limited to binary classification and of the multi-class classification task. This means that each classifier handles multi-output multi-class or multi-task classification task supports the multi-label classification task as a distinctive example. Multi-task classification sounds like the multi-output classification task with different model formulations.

This work focuses on multiple classes’ classification type and it takes students achievement model for classification as a case study, this is because, in recent time, a new phenomenon of increasing demand by students for pursuing further studies is emerged in universities in Kurdistan. This is due to the rapid economic growth and increasing technologies that have a greater impact on our lives in general and in the educational system, in particular. Thus, examining the past performance of the admitted students would provide a stronger perspective of the likely educational achievements of scholars in the future. This may very well be achieved through the concepts of data mining and machine learning [6]. Naturally, any quality of education at the university is found in its analysis work and educational activities, so it is, therefore, appropriate to mention that the amount of accepted students affect the level of the classes may have [6, 7].

It is very useful for any learning system to have the right student performance of the system itself. The right student performance of the system makes the body staff ready to recognise between the accepted and not accepted candidate students for an educational course or subject. It is hence, important to make a correct prediction or to conduct the right assortments of student achievement, in order to help improve the level of involvement of academic staff for students learning. Also facilitating more help to support students and
provide guidance resources or may be the teachers are able to determine what the most satisfactory teaching jobs will be for each bunch of students, plus teachers deliver their assistance through made-to-order substantive materials to students. The power of predicting the learning performance of students is very significant for academic institutions. It is worth noticing that the goal can also be achieved by the use of machine learning and data mining techniques. These techniques have a great ability to process enormous data to discover and extract hidden patterns and important relationships that are very useful for decision making [6, 7].

This paper focuses on the use of a combination technique of Naïve Base and Best First Search algorithms as a proposed technique for feature reduction to enhance the performance of the classification techniques, which are used for predicting students’ achievement.

The paper is structured as follows: in Section 2, related works are explained. Then, the description of the overall forecasting system is demonstrated. Next, in Section 4, the process of data collection is described. Then after, data preprocessing, and data preparation are defined. In Section 6, the feature selection techniques are explained. In Section 7, the multi-class classification techniques are designated and described. Section 8, describes different experimental results, and finally, the main points in this paper work are outlined.

II. RELATED WORKS

Data mining is the process of discerning interesting knowledge via predicting, classifying, associating, or changing important structures and abnormalities of large amounts of data stored in databases, data warehouses and other information repositories [1, 8]. Data mining has been widely used in recent years with the availability of large amounts of data in electronic form, and there is a need to turn the stored data into useful information and knowledge for large applications. It is worth mentioning that data mining techniques that are supported by machine learning and soft computing techniques are the creation of a new research area called educational data mining to university levels, authors in [9-11] stated that new and useful knowledge about students can be detected by the application of data mining in education. These applications are found in areas such as artificial intelligence, machine learning, market analysis, statistics, database systems, business, management and decision support [1, 9].

Authors in [12] suggested that techniques for exploring the types of data from educational institutions can be developed through educational data mining. There are several practices of data mining, examples of these statistics, visualization, clustering, and revealing outliers, included in this, classification, which is one of the most studied techniques. Classification can possibly acquire a method of control where information is separated into completely different categories. Classification maps information into pre-arranged groups of types. The main objective of a classification model is to consider the target class for each sample in the dataset. There are numerous techniques for classification of any data, which are namely; support vector machine (SVM), artificial neural network (ANN) and Bayesian classifier [12]. Based on these techniques, the classification task can be performed by describing and distinguishing data categories. Basically, these classification techniques are often used in educational settings in several research works as indicated in [13-17]. In addition, authors in [18] have dealt with another aspect which is an unbalanced knowledge or so-called having a different sampling number for each class. This can be a difficult undertaking. The non-balanced data will cause limitations when training classification algorithms, eventually, it will have a negative influence on the performance of the system.

This research work suggests two effectual processes so that to overcome the problem of non-balanced data, these two processes are resampling and randomised, in addition to these, the research work proposes a mutual technique for feature reduction so that to improve the performance of the classification models of multiple classes such as ANNs, K-Nearest Neighbor, and Radial Basis Function.

III. THE OVERALL FORECASTING SYSTEM

The suggested overall forecasting system for the students’ performance consists of three mains parts (See Figure 1), and these are as follows:

1) Data Collection
2) Data Preprocessing & Preparation
   a) Cleaning, normalising, scaling
   b) Non-Balanced Data
   c) Re-Sampling
   d) Randomised Data
3) Feature Selection
   a) Classification
   b) Selecting the best group
4) Multi-Classification
   a) Classification model
   b) Selecting the best model
IV. DATA COLLECTION

The data is collected from Salahadin University, practically from Colleges of Engineering, Science, and Education. The data mainly refers to the performance of students throughout the academic year. The collection of data can have certain variables such as the gender of the student, the age of the student, the student’s personal address, the education level of both parents of the student, the address of high school, the type of high school, the instruction language of the high school, the overall score on the national examination for the student, English score on the national exam, the type of English tutor, the score of the student in English Module for the first year in both departmental and general college tests at the start of the course. The output variables are values for English module grade for the student at the end of the year, this is again a general college test, and also, the output values can either be excellent or very good or good or fair or pass or fail.

V. DATA PRE-PROCESSING AND DATA PREPARATION

The data preparation and preprocessing techniques are used to enhance the predicting performance of the system. This research work has focused on some particular cleaning, normalising, scaling processes and more importantly has used two specific processes namely; Data Re-Sampling and Data Randomisation.

A. Cleaning, normalising, scaling

Initially, the real data of 1000 students have been collected. The data have been cleaned by identifying the parameters used in the data analysis and the missing data are either eliminated or filled. After cleaning phase, nearly 300 records met the requirements of this research work.

B. Data re-sampling

The collected data has six classes or labels as mentioned earlier, these are: Excellent, Very Good, Good, Fair, Pass, and Fail. The numbers of samples for classes are shown in Table 1.

<table>
<thead>
<tr>
<th>Class Type</th>
<th>The number of Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>104</td>
</tr>
<tr>
<td>Very Good</td>
<td>66</td>
</tr>
<tr>
<td>Good</td>
<td>55</td>
</tr>
<tr>
<td>Fair</td>
<td>30</td>
</tr>
<tr>
<td>Pass</td>
<td>19</td>
</tr>
<tr>
<td>Fail</td>
<td>13</td>
</tr>
</tbody>
</table>

TABLE I. THIS TABLE SHOWS THE DESCRIPTION OF NUMBER OF SAMPLES IN EACH CLASS

It is worth mentioning that researchers recently have been fascinated by the problem of learning from unbalanced knowledge as shown in Table 1 (the table shows different sampling quantity for each class), which could be rationally a fresh test for researchers. The unbalanced learning of data is regarded as a key drawback which can have a negative impact on the performance of learning algorithms. As a result of the essential problematical attributes of unbalanced knowledge or data sets, learning from such knowledge or data sets requires firsthand considerations, values, processes, tools and technologies so that to rework a larger amounts of data with efficacy into useful information and knowledge [18]. Weka software is a great tool which uses attractive and easy means of constructing samples. It basically requests for a sample size percentage with random seed and uses a precise easy process. The following snippet code shows the resampling method:

```java
private void createSubsample()
{
    int origSize = getInputFormat().numInstances();
    int sampleSize = (int) (origSize *
        m_SampleSizePercent / 100);
    Random random = new Random(m_RandomSeed);
    for(int i = 0; i < sampleSize; i++)
    {
        int index = random.nextInt(origSize);
        push((Instance)getInputFormat().instance(index).copy());
    }
}
```
In short, this process is a kind of choosing an integer number randomly from the original size and pushing them in a new instance. Obviously, the instance is a new set of samples. Table 2, shows data set after the resampling process is performed. It can be seen from the table that the instances in the data are reweighted in a way that all classes have the exact and same total value of weight, in our case, each class is become 47. This means that the sum of weights through all instances will be preserved.

<table>
<thead>
<tr>
<th>Class Type</th>
<th>The number of Samples</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>47</td>
<td>47</td>
</tr>
<tr>
<td>Very Good</td>
<td>47</td>
<td>47</td>
</tr>
<tr>
<td>Good</td>
<td>47</td>
<td>47</td>
</tr>
<tr>
<td>Fair</td>
<td>47</td>
<td>47</td>
</tr>
<tr>
<td>Pass</td>
<td>47</td>
<td>47</td>
</tr>
<tr>
<td>Fail</td>
<td>47</td>
<td>47</td>
</tr>
</tbody>
</table>

**C. Data Randomising**

Another important process is called Randomising, which is also a very simple method that can generate a random number within the size of the samples used. This method is basically switching the instances of the position of random number with its next random position as described in following snippet:

```java
public void randomize(Random random)
{
    for (int j = numInstances() - 1; j > 0; j--)
        swap(j, random.nextInt(j+1));
}
```

To conclude, the whole sample set is provided and fed into a format of instances so that to create a fresh sample, this can be expressed in the following snippet code:

```java
getInputFormat().randomize(m_Random);
```

```java
for (int i = 0; i < getInputFormat().numInstances(); i++)
    push(getInputFormat().instance(i));
```

The details of these and other methods in Weka software can be found as free sources and available at the following link: http://www.cs.waikato.ac.nz/ml/weka/downloading.html.

**VI. Feature Selection**

In any raw data set, there can be several redundant or not significant features or even bad features that could have a negative impact on a model in terms of performance. This is because; these bad features cannot supply useful evidence to a constructed model. Thus, the feature selection stage comes in here to segregate important variables, in other words, it is a process of picking subgroups of significant attributes.

Here, in this paper, an arrangement of two techniques is used to select the most important features. These two techniques are explained as follows:

A. **Naïve Bayes Classifier (NBC)**

Naïve Bayes Classifier (NBC), is regarded as one of the key classifiers in machine learning field. Naïve Bayes are considered as mathematical models developed by Thomas Naive. These are independence Bayes and are a family of simple probabilistic classifiers centered on applying Bayes’ theorem to properties discretely. Naïve Bayes is the simplest form of Bayesian network, where all features are temporary and directly connected to classes. This can be called conditional freedom. Naive Bayes is taken into account as a good classifier supported via a Posteriori rule.

If it is assumed that there is a problem with K classes such as \{C1,C2,C3..., CK\} with prior probabilities p(C1), p(C2), p(C3) ..., p(CK), then the label c is allocated to unknown instance described as \(x=(x_1,x_2,x_3,....xN)\). See Equation (1):

\[
c = \text{argmax}_c \, p(C = c | x_1,x_2,x_3,...,xN)
\]

This suggests that selecting the category with the most posterior chance given the ascertained information. This posterior probability is expressed via Bayes theorem in Equation (2):

\[
c = \text{argmax}_c \, p(C = c | x_1,x_2,x_3,...,xN)\]

Then c can be expressed in Equation (3):

\[
c = (p(C = c)p(x_1,x_2,x_3,...,xN | C = c))/(p(x_1,x_2,x_3,...,xN))\]

Since the denominator is identical for each class, this can be eliminated from the evaluation. Next, the class conditional probabilities of the properties given the available classes are calculated. The process is very difficult considering the dependencies between properties. The technique of naïve Bayes is supposing class conditional independence i.e. \(x_1,x_2,x_3,....xN\) is independent assuming the class. Thus, the numerator can be simplified as expressed in Equation (4):

\[
p(C = c) \, p(x_1 | C = c) \, ... \, p(x_N1 | C = c)
\]

Then after, picking the category c, this will make the most of this value over all the categories c=1, 2, 3,...K, evidently this method is surely modifiable to the condition of getting more than 2 categories and was demonstrated to work well despite the essential simplifying presumptuous of restricted independence [19]. In this work, the NBC is used to allocate and divide features of the data sets into subgroups. This is done based on the similarities of features within each group. So, the idea is very simple, instead of having one set of data with all features, NBC will create several subgroups of similar features from the entire data set.

B. **Best First Search**

Best First Search (BFS) is an approach that searches the attribute subsets space via a method of Greedy Hill Climbing improved with a backtracking aptitude. The controls of the amount of backtracking can be achieved via setting the quantity of consequent non-improving nodes.
This approach might start to search in both directions; forwardly or backwardly. It can start with the empty set of attributes and search forwardly, or it can start with the full set of attributes and search backwardly. Equally it can start at any point and search in each direction by considering all doable specific attribute additions and deletions at a given point. The Best First Search algorithm can overcome the drawbacks of Hill Climbing via victimisation priority queue. The approach of the Best First Search algorithm can be considered as an amalgamation of both Depth search (DFS) and Breath First Search (BFS) algorithms. The depth First Search takes a single path, whereas, the Breadth First Search does not end up with loops nor does get onto a dead end path. Details of the algorithm are as follows [20]:-

\[
\text{Open=}[\text{Start}]; \text{Closed=}[];
\]

\[
\text{While Open not equal } [] \text{ do}
\]

\[
\text{Remove the left most state from open, call it } X;
\]

\[
\text{If } X=\text{goal then return path from start to } X;
\]

\[
\text{Else}
\]

\[
\text{Generate children of } X;
\]

\[
\text{For each child of } X \text{ do}
\]

\[
\text{Case}
\]

\[
\text{if the Child is not on Open or Closed;}
\]

\[
\text{assign the child a heuristic value;}
\]

\[
\text{add the child to Open}
\]

\[
\text{if the child already on Open}
\]

\[
\text{if the child was reached by shortest path}
\]

\[
\text{then give the state on Open the shortest path}
\]

\[
\text{the child already on Closed.}
\]

\[
\text{remove the state from Closed}
\]

\[
\text{add the child to Open}
\]

\[
\text{put } X \text{ on Closed;}
\]

\[
\text{re-order states on open by heuristic (best leftmost)}
\]

\[
\text{return FAIL}
\]

BFS algorithm is used to act as an optimiser to search and find the best sub group of similar feature among all subgroups which are mentioned earlier as they were created by Naïve Base Classifier. Finally the classification can only be done on the best selected sub group of feature.

VII. CLASSIFICATION OF MULTIPLE CLASSES ALGORITHMS

Several classification techniques such as Radial Basic Functions, K-Nearest Neighbors and Artificial Neural Networks are considered, details of each classifier is provided in sub sections below:-

A. Radial Basis Function

Radial basis functions (RBF) are considered to be a different type of neural network; the architecture of Radial Basis Function is constant with only three layers namely; input, hidden and output layers. First, the input layer is clearly providing the network with data samples. Second, the hidden layer processes these data samples with a nonlinear activation function so that to make them linearly separable. Finally, the output neurons with a liner activation function will do a linear separation. It was agreed that the architecture of Radial Basis Function networks is similar to the feed forward neural network; this is because both networks can have three layers. A Radial Basis Function can be implemented via engaging an Artificial Neural Network (ANN) approach. The objectivity between RBF and ANN is in the restricted structure type of networks. In fact, both networks perform their duties in their own method quite completely different. Radial Basis Function can have solely 3 layers, whereas, the feed-forward networks might have more than 3 layers. The input samples can be formulated as a vector of real numbers such as $X: X \in \mathbb{R}^n$. The output of the network is then a scalar function of the input vector $f: \mathbb{R}^n \rightarrow \mathbb{R}$. In this case, the output of the network can be computed via Equation (5).

\[
f(X) = \sum_{i=1}^{N} w_i \left( ||X - C_i|| \right)
\]  

Where $f(X)$, is the network output, in such a case, it is a scalar function of the input vector, $N$, is the number of the neurons in the hidden layer, $C_i$ is the center vector of neuron $i$, $w_i$, is the weight of neuron $i$ in the linear output neuron [21].

B. K-Nearest Neighbor

K-Nearest Neighbors algorithm (KNN) is widely used in machine learning and soft computing fields for the purpose of classification and regression tasks and it is defined as a technique of non-parametric. The input consists of the $K$ nearest training sample in the feature space. In KNN technique, the type of task whether it is classification or regression can only determine the output. In the regression task, KNN considers the output is the feature of an unknown point or object, in other words, the value is computed via averaging the values of its $K$ nearest neighbors, whereas, KNN in classification, treats the output as a class membership. This means that the unknown point is classified via the rule of a majority vote of its neighbors, so the unknown point can be allocated to the class that is best common among its $K$ nearest neighbors. If in case the value of $K$ is set to one, then the unknown point is merely allocated to the class of that distinct nearest neighbor [22, 23].

C. Artificial Neural Network

Artificial Neural Network (ANN) has been determined to act as a third classifier for this research work; which is a feed-forward neural network that is trained with back propagation. The network has the flexibility for constructing a map between the inputs and outputs. The network is extremely versatile and
it is also a non-linear simulation that includes a range of neurons established into many layers. The amount of hidden neurons is extremely syndicate since the hidden neurons are thought to be the processing neurons within the network, and having a low range of hidden neurons will increase the speed of the training session whereas an oversized range of hidden layers will prolong the training session. This parameter can be selected via two techniques, these are namely; Growing approaches via that the range of hidden neurons is chosen as a low number then the amount gets augmented bit by bit. The opposite technique is named pruning via that the range of hidden neurons is chosen as an oversized number so it gets faded via eliminating some insignificant parts [24, 25]. It is also suggested to pick the initial range of hidden in accordance with adding the inputs to outputs and dividing the total by 2, then after, either the Growing or Pruning approach is employed to hit the simplest choice of hidden neurons so that to realise promising results for the network.

VIII. EXPERIMENTAL RESULTS

Numerous practical investigational tests and several data sets are used in this research work so that to optimise the forecasting results. Based on the Figure 1, the data set is divided into sub sets to reflect the performance of each process. Six different sets of data are prepared to conduct different experiments; these data sets are as follows:-

1) Non-balanced data without feature selection (NBD)
2) Non-balanced data with feature selection (NDFS)
3) Balanced data without feature selection (BD)
4) Balanced data with feature selection (BDFS)
5) Balanced data and randomised without feature selection (BRD)
6) Balanced data and randomised with feature selection (BRDFS)

Note that the result of feature selection in Section 4 was only 9 features, which are selected out of 20 features, these features are:-

1) The age of the student
2) Education of mother for the student
3) The address of the high school
4) The instruction language of the high school
5) Overall score for the national exam
6) Department
7) English Tutor-Internal
8) English Tutor-Native
9) English Module Score for year one (General University Test)- at the start of course

The above data sets are used to train Radial Basis Function, K-Nearest Neighbors, and Artificial Neural Networks. Table 3, shows the forecasting results of RBF. Models with feature selection produced better results than others in terms of correctly classified instances (CCI), incorrectly classified intendances (ICI) and Relative Square Error (RSE).

| TABLE III. SHOWS THE PERFORMANCE RESULTS OF RBF CLASSIFIER |
|---------------|---------------|---------------|---------------|---------------|---------------|
| Model-D ata Set/ Performance | RBF- NBD | RBF- NDFS | RBF- BD | RBF- BDFS | RBF- BRDFS |
| CCI % | 40.3509 | 56.1404 | 57.1005 | 66.4122 | 70.5582 |
| ICI % | 59.6491 | 43.8596 | 42.8995 | 33.5878 | 29.4418 |
| RSE % | 106.81 | 92.4126 | 90.8422 | 87.5996 | 83.1042 |

Table 4; show the forecasting results of KNN models. The models demonstrate better accuracy compared to RBF models. Besides, KNN models with feature selection produced better results than others.

| TABLE IV. SHOWS THE PERFORMANCE RESULTS OF KNN CLASSIFIER |
|---------------|---------------|---------------|---------------|---------------|---------------|
| Model-D ata Set/ Performance | KNN- ND | KNN- NDFS | KNN- BD | KNN- BDFS | KNN- BRDFS |
| CCI % | 38.5965 | 49.1228 | 70.9219 | 78.531 | 81.2202 |
| ICI % | 61.4035 | 50.8772 | 29.0781 | 21.469 | 18.7798 |
| RSE % | 125.1661 | 67.6013 | 82.0456 | 70.7932 | 65.3407 |

Table 5; show the forecasting results of ANN models which are the most accurate among other models.

| TABLE V. SHOWS THE PERFORMANCE RESULTS OF ANN CLASSIFIER |
|---------------|---------------|---------------|---------------|---------------|---------------|
| Model-D ata Set/ Performance | ANN- ND | ANN- NDFS | ANN- BD | ANN- BDFS | ANN- BRDFS |
| CCI % | 43.8596 | 66.8588 | 70.0123 | 73.2714 | 80.3798 |
| ICI % | 56.1404 | 33.1412 | 29.9877 | 26.7286 | 19.6202 |
| RSE % | 114.707 | 80.9631 | 84.8795 | 75.4903 | 57.1275 |

The above results of Tables 3, 4 and 5, show that the three classifiers RBF, KNN, ANN used with a mutual technique (NBC and BFS) for feature selection produce more accurate results than others. This is clearly seen in columns 3, 5, 7 in the above tables. Table 6, shows the difference that each process makes, the columns show the differences in correctly instances between every two models with different data sets, for example, the first column, in the first row, is the difference in correctly instances between RBF with non-balanced data and RBF with non-balanced data with selected features, and the difference is 15.7895. This means that using RBF with non-balanced with selected feature via our mutual features selection technique (NBC and BFS) will help increase the accuracy rate of correctly instances by 15.7895 percent. The same thing is applied to the rest of the table.
TABLE VI. SHOES THE IMPROVEMENT OF RESULTS OF PERCENTAGE RATE OF CORRECTLY INSTANCES ON EACH MODEL

<table>
<thead>
<tr>
<th>Models</th>
<th>Improvement %</th>
<th>Sum of Improvement %</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBF-(ND-NDFS)</td>
<td>15.7895</td>
<td></td>
</tr>
<tr>
<td>RBF-(BD-BDFS)</td>
<td>9.3117</td>
<td></td>
</tr>
<tr>
<td>RBF-(BRD-BRDFS)</td>
<td>7.8321</td>
<td>32.9333</td>
</tr>
<tr>
<td>KNN-(ND-NDFS)</td>
<td>10.5263</td>
<td></td>
</tr>
<tr>
<td>K-NN-(BD-BDFS)</td>
<td>7.6091</td>
<td></td>
</tr>
<tr>
<td>K-NN-(BRD-BRDFS)</td>
<td>4.1104</td>
<td>22.2458</td>
</tr>
<tr>
<td>ANN-(ND-NDFS)</td>
<td>22.9992</td>
<td></td>
</tr>
<tr>
<td>ANN-(BD-BDFS)</td>
<td>3.2591</td>
<td></td>
</tr>
<tr>
<td>ANN-(BRD-BRDFS)</td>
<td>10.6916</td>
<td>36.9499</td>
</tr>
</tbody>
</table>

Since all the three models produced the best results with the data sets with features. Thus, Table 7, 8 and 9 are demonstrated to show the confusion matrices of models RBF-BRDFS, KNN-BRDFS and ANN-BRDFS respectively, all with selected features only. Table 7, show misclassifications in classes Failed, Pass, Medium and Good, however, no misclassifications are found in V. Good and Excellent classes.

TABLE VII. SHOWS THE CONFUSION MATRIX OF RBF-BRDFS

<table>
<thead>
<tr>
<th>Class</th>
<th>Failed</th>
<th>Pass</th>
<th>Medium</th>
<th>Good</th>
<th>V.Good</th>
<th>Excellent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failed</td>
<td>7.82</td>
<td>1.84</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Pass</td>
<td>2.9</td>
<td>9.42</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Medium</td>
<td>0</td>
<td>0.87</td>
<td>5.22</td>
<td>0</td>
<td>0</td>
<td>1.74</td>
</tr>
<tr>
<td>Good</td>
<td>0</td>
<td>1.59</td>
<td>1.59</td>
<td>9.57</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>V.Good</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.52</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Excellent</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3.68</td>
</tr>
</tbody>
</table>

Likewise Table 8, show misclassifications in the same classes as above for the model KNN-BRDFS; nonetheless, the misclassification rates are lesser than RBF-BRDFS.

TABLE VIII. SHOWS THE CONFUSION MATRIX OF K-NN-BRDFS

<table>
<thead>
<tr>
<th>Class</th>
<th>Failed</th>
<th>Pass</th>
<th>Medium</th>
<th>Good</th>
<th>V.Good</th>
<th>Excellent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failed</td>
<td>8.74</td>
<td>0.92</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Pass</td>
<td>1.45</td>
<td>9.42</td>
<td>1.45</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Medium</td>
<td>0.87</td>
<td>0</td>
<td>6.09</td>
<td>0</td>
<td>0</td>
<td>0.87</td>
</tr>
<tr>
<td>Good</td>
<td>0</td>
<td>0</td>
<td>1.59</td>
<td>11.16</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>V.Good</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.52</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Excellent</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3.68</td>
</tr>
</tbody>
</table>

Table 9, show misclassifications in three classes; Failed, Good, and Excellent only for the model ANN-BRDFS; and no misclassifications are found in classes Pass, Medium and Good, besides, the overall misclassification rates are reduced favorably.

TABLE IX. SHOWS THE CONFUSION MATRIX OF ANN-BRDFS

<table>
<thead>
<tr>
<th>Class</th>
<th>Failed</th>
<th>Pass</th>
<th>Medium</th>
<th>Good</th>
<th>V.Good</th>
<th>Excellent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failed</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>02</td>
<td>03</td>
<td>04</td>
</tr>
<tr>
<td>Pass</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Medium</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Good</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>V.Good</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>Excellent</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
</tbody>
</table>

Finally, based on the results obtained in this research work, it is noticed that among all models, the ANN models produced the best results, but the ANN networks take longer time than others to get settled, it is also worth mentioning that KNN models are found the fastest among all others on all data sets, and they needed even less than a second in the worst case to produce results. Figure 2: the y- axis shows the time in seconds for each model, whereas, x-axis show different models with different data sets. It can clearly be seen that Model RBF-RBD takes the longest time among all models to produce the results.

![Fig. 2. Shows the time in seconds for each model](image-url)

IX. CONCLUSION

The student’ academic achievement is used as a case study in this research work. Three different techniques such as ANN, KNN, and Radial Basis Function are used for classification models of multiple classes to forecast the student’s achievement. This paper is largely focused on enhancing the performance of the classification models of multiple classes. This research work proposed two effectual processes namely; resampling and randomised to tackle the non-balanced data problem, besides, a combination technique of Naïve Base and Best First Search algorithms is used to reduce the dimension of the data set. The paper produced promising results in terms of improvement on the accuracy rate.
X. FUTURE WORKS

This research work recommended two effectual processes to tackle the problem of non-balanced data, these two processes are resampling and randomised, besides, the research work presented a combination technique of Naive Base and Best First Search algorithms as a proposed technique for feature reduction so that to improve the performance of the classification models. However, this is only the foundation of this research work, there still more works have to be conducted in this area and these can be described as follows:-

1) Increase the size and type of the dataset and conduct further research studies to explore and examine different attributes that are related to students and their environments which might have better impacts on the overall performance of the students.

2) Examine different ways and techniques to work out the problem with unbalanced data since it has greater impact on the performance of the system.

3) Examine and work closely with other feature selection techniques that increase the performance of classification techniques.

ACKNOWLEDGMENT

The author would like to thank Software Engineering Department at Salahadin University, and Mr. Mohammad Arif Ul Alam from University of Maryland, United States for his thoughtful ideas.

REFERENCES


A Modified Clustering Algorithm in WSN

Ezmerina Kotobelli, Elma Zanaj, Mirjeta Alinci
Department of Electronics and Telecommunications
Faculty of Information Technology
Polytechnic University of Tirana
Tirana, ALBANIA

Edra Bumçi, Mario Banushi
Department of Computer Engineering
Faculty of Information Technology
Polytechnic University of Tirana
Tirana, ALBANIA

Abstract—Nowadays many applications use Wireless Sensor Networks (WSN) as their fulfill the purpose of collection of data from a particular phenomenon. Their data centric behavior as well as harsh restrictions on energy makes WSN different from many other networks known. During this work the energy management problem of WSN is studied, by using our proposed modified algorithm. It is a clustering algorithm, where nodes are organized in clusters and send their data to a shifted selected cluster head. It will provide improvement on energy consumption in terms of member nodes, by making cluster heads static. LEACH already has a good energy saving strategy but our modification will provide an easier approach towards efficiency.
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I. INTRODUCTION

New technologies and semiconductor elements usage have brought to an evolution in to the electronics world. By integrating systems development in chips has brought a significant change on the way we perceive the world around us. The development of microchips has led to the production of small sized devices used in many applications, there are called sensors. These nodes are still in development phase but many applications nowadays use them for their purposes. Sensor elements are not only capable of measuring a physical factor to which they are designed, but also to process and store the collected data [1].

Sensor nodes cooperate with each other to build an ad-hoc system, using wireless communication form to create a wireless sensor networks. A wireless sensor network consists of two main elements, nodes and sinks. A node represents an active point of the network where all data collection is done. A sink represents a fixed element that acts as a repository for the data gathered in the nodes. One common problem of wireless sensor networks is the communication nodes range of that is formatted based on energy consumption and obstacles in the network. A solution to this is by using multi-hop communication networks where nodes can transmit to other nodes rather than to the sink. This approach is only used if the network is big enough and in the case where nodes that are far away from the sink [2].

Usually sensor nodes are placed at random places within the study area. They perform signal processing, computation as well as self-configuration to achieve a strong, scalable and durable network. Therefore WSN provide cost-effective opportunities, practical and able to support many real-life applications. WSN consist of a large number of small sensor nodes. These sensor nodes have a great advantage in communicating their data. Unlike other wireless systems, they do not need necessarily to forward the collected information to the base station if there is a neighboring node that can further forward it. Sensors differ from one another based on type and magnitude of monitored phenomenon. WSN used for monitoring require sensor deployment in environments where it maybe is impossible to recover them again. These applications include toxic levels of a pond, temperature in a mountain and more. Therefore energy levels are very important for the sensors in these kinds of networks. Many protocols propose different ways to conserve efficiently energy in wireless nodes [3].

In this paper, we focus on LEACH, which is the foundation of a new algorithm proposed. LEACH is a clustering algorithm, which means the nodes of the network are organized within clusters and they communicate between themselves via sensor elements called Cluster Heads (CH). Energy saving is reached throughout rotation of the cluster head role among cluster nodes because CH spend much more energy than the normal nodes. Our proposal aims in modifying LEACH algorithm in order to reach more effectiveness in energy terms. In the following section we present the related work that is a general knowledge of WSN protocols, focusing on different implementations. Then section III briefly explained clustering as it is the main technique used in LEACH algorithm. Proceeding in this section with a detailed explanation of LEACH and the proposed algorithm. Section IV describes the simulation experiments and the results. Finally, section V concludes the paper.

II. RELATED WORKS

Having a limited power, sensor nodes are very much affected by the routing protocol used in transmission. To cooperate with this constrain direct transmission was firstly discussed [11]. In this kind of transmission a node senses data from the environment and sends it directly to the base station. This is a method which certainly ensures data security. However it is needed to do a compromise on power consumption due to the energy needed to transmit information in such long distances.

To solve this problem, multi-hop concept was introduced via Minimum Transmission Energy algorithm (MTE) [4]. Using this algorithm, the nodes distant from the base station save their energy by forwarding information to nodes near to them, rather than to the base station. Its drawback, unfortunately, is connected to the nodes near the base station.
They spend more energy by routing all that data traffic to the base station. The third algorithm discussed deals with clustering. Literature [5] described a cluster based routing protocol where all nodes are distributed within a 2-hop based cluster algorithm (CBRP). Using this algorithm, when a sensor network is deployed, nodes establish the clusters and nominate one sensor as their cluster head. Cluster heads are given more energy to ensure a longer network lifetime. Considering cluster based algorithms, many approaches are taken through years. LEACH, TEEN and SEEP are the representatives cluster routing techniques focusing on cluster head election [3], [6], [7]. Main procedure of cluster head election is introduced by LEACH and further enhanced by SEEP and TEEN. Q-LEACH is another algorithm based on LEACH which optimizes network lifetime of homogenous WSN, [8]. Other variants of LEACH proposed are: A-LEACH, S-LEACH and M-LEACH [9]. They also focus on energy efficiency and applications.

III. CLUSTERING IN WSN

Clustering essentially means grouping of the sensor nodes into formations to satisfy scalability and achieve energy efficiency in WSN. Cluster formation implies two logic levels of architecture. The upper level is formed by the Cluster Heads, which are responsible of forwarding data gathered by sensors to the sink node. The lower level is formed by all the other simple sensor nodes. Usage of the different ways a CH is first elected and then the nodes in the system are invited to join a cluster by linking to a specific Cluster Head. CH may connect directly to the sink or they may connect to other CH in other clusters, Fig.1. The sink, also called base station, is the main data processing point where is brought all information gathered by sensor nodes. The sink is also the closest element accessible by the end users. CH elements act as gateways between nodes and sink. Their duty is to perform some functions for all the nodes of the cluster [7]. In addition to supporting scalability and decreasing energy consumption, Cluster technique has many other advantages and benefits. By limiting the communication between the nodes within a cluster it can maintain in a stable state communication bandwidth. It can also localize the route within the cluster by limiting routing tables to small sizes. Moreover clustering can fix network topology at the sensor level, resulting in smaller maintenance overhead [10].

A. LEACH algorithm

LEACH is a representative of clustering and energy efficient protocols, [11]. It is a self-adaptive and self-organized algorithm. In LEACH nodes get organized themselves into clusters where every cluster has one special node called Cluster Head. If CH would be kept fixed we would see that they would die quickly. So a rotation technique is used by LEACH to move the CH role between all the members of the cluster. Before joining any particular cluster, nodes can elect themselves to be cluster heads with a certain probability.

These cluster heads broadcast their position to the system. The other nodes in the network can join a cluster by linking to the CH and it is more convenient to them. Convenience implies with the minimum energy needed for communication between node and CH. After cluster formation, CH schedule transmission times for each and every node depending on their responsibility in the network. This is done in order to save nodes energy and activate them just in case they need to transmit data. Once CH has all the data gathered from nodes in the cluster, it aggregates the information and sends it to the base station [12]. As we stated earlier, LEACH algorithm implies nodes rotation to ensure energy efficiency. If a group of nodes are elected as cluster heads within interval \( T \), another group will be elected CH within interval \( T + b \), where \( b \) is the CH round time. The decision of the nodes to become CH is a probabilistic function depending primarily in the energy left at that specific node [13]. The diagram shown in Fig.2 explains LEACH algorithm behavior. The algorithm starts with a node being selected previously as a CH. The first condition evaluates the amount of time for a CH to have its position. If that amount of time is not equal to the maximum value, the CH can continue its activities imposed by the algorithm. If this amount of time is equal to the limit, CH must delegate its position to another node.

B. Modified LEACH

According to LEACH protocol, in every round, a new cluster head must be elected and therefore new cluster formation is needed. This leads to unnecessary routing overhead resulting in excessive use of energy. If we want to overcome this problem, there is a need to stabilize the process of cluster head selection by making them static. It is proposed a
modified version of LEACH algorithm which focuses on energy efficiency.

The purpose is to prove that our modification will somehow improve lifetime of a wireless sensor node by lowering energy consumption. The idea is very simple and is clearly understandable in Fig. 3. We have modified LEACH algorithm by choosing CH preliminarily with the same energy as before. Focusing on the algorithm scheme, node $i$ is Cluster Head on all iteration until its battery it’s completely drained. Other nodes thereby maintain stable energetic values given that they are never turned into CH. We believe that, given a certain network with many nodes, even if CH is static the overall energy of the network saved will be slightly greater if we give CH more energy than non CH nodes.

IV. SIMULATION AND RESULTS

We have used for our simulations Castalia, a simulator build on Omnet++ which works well for wireless network simulations and can be used for free by all developers who want to test their algorithms in a realistic wireless channel. The network model for the Modified LEACH is shown in Fig.4, while the network parameters are present in Table I for both algorithms used. Construction for our simulation purposes of different sizes of network respectively 18, 81 and 162 nodes where each group of 9 nodes forms a cluster with one cluster head. The round of being CH node in LEACH algorithm will be kept even if CH will be static in our algorithm. That means that we are modifying the CH-s rotation but not rounds in LEACH.

<table>
<thead>
<tr>
<th>TABLE I. NETWORK’S PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network’s parameters</td>
</tr>
<tr>
<td>Number of total nodes</td>
</tr>
<tr>
<td>Number of cluster heads</td>
</tr>
<tr>
<td>Simulation time</td>
</tr>
<tr>
<td>Packet size</td>
</tr>
<tr>
<td>Rotation</td>
</tr>
<tr>
<td>Number of rounds</td>
</tr>
</tbody>
</table>

A. Experiment 1

Two experiments are performed to compare two algorithms: LEACH and Modified LEACH based on energy consumption and therefore lifetime of the network.

At the first experiment we have preloaded CH nodes in our modified algorithm with exactly the same energy as other nodes. This node’s initial energy is the same as it used in LEACH algorithm with value 18720J. We have simulated 300 seconds. Having specified the round length time we can calculate rounds in this simulation as 300/10sec (per round). Based on the remaining energy of CH, the one that has spent more, it counts to calculate the lifetime of the network for both algorithms. As we can see from the Fig.5, Modified Leach has no improvement compared with LEACH. This was expected. CH in our modified algorithm spends much more energy compared with CH from the traditional LEACH and that is because our CH does not use rotation and therefore spend much more energy given an amount of rounds simulated.

Table II reveals the benefits of our modified version of LEACH, to where the energy is divided based on roles. Based on the same cost we could give more energy to CH and less to non CH nodes. The results of the first experiment and based on
calculations shows that CH nodes spend 2.7 times more energy than non CH nodes. So, CH nodes will have no more energy, while non CH will remain with a great amount of energy that will never be used. Our idea is to take this energy from non CH nodes and give it to CH ones. From calculations we estimated the total initial energy of non CH nodes in our algorithm by setting it different from CH nodes. We are using this result for our second experiment where member nodes and CH nodes are now given different energy levels.

<table>
<thead>
<tr>
<th>TABLE II. THE RESULTS OF EXPERIMENT I AND THE MODERATE ENERGY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>----------------------------------------</td>
</tr>
<tr>
<td>Lifetime</td>
</tr>
<tr>
<td>Simple node energy</td>
</tr>
<tr>
<td>CH node energy</td>
</tr>
<tr>
<td>node/CH energy factor</td>
</tr>
<tr>
<td>Moderate energy (node)</td>
</tr>
<tr>
<td>Moderate energy (CH)</td>
</tr>
</tbody>
</table>

**B. Experiment2**

Our second experiment takes in consideration the results at the first experiment for the calculation of lifetime and packets dropped.

During simulations of the second experiment the initial energy of the CH nodes will be greater than other nodes. CH’s added energy will be subtracted from the other nodes so the total energy of the network will not change. In our second experiment we are giving CH nodes more energy than member nodes based on the equation:

\[
18720J \times N = A \times 2.7 \times X + B \times X
\]

(1)

Where; \(N\) is the total number of nodes; \(A\) is the number of CH nodes; \(B\) is the number of member nodes; \(X\) is the new energy of member nodes.

From the result of Eq. (1) which is purely based on simulations from the first experiment, it is concluded that the initialization value of energy of the nodes in the second experiment can be 15745.79J for member nodes and 42513.68J for CH nodes. From the results of the second experiment we derived the Fig.6.

It is possible to see the difference between lifetimes of LEACH and our modified version. The simulation results showed the lifetime of a network using a modified version of LEACH as we modeled to be 7.23 days compared to lifetime of the preview experiment where it was 3.18 days. We conclude that our modified version really is an improvement for a network even if network size grows. The fact that lifetime is constant even if we expand our networks because total network energy has a linear dependence with number of network nodes.

The last results to compare are focused on calculating packets dropped in three different sizes of the networks. Our modification affected positively the overall packets dropped in the network as is show in Fig.7. Having more CHs, the distance of communication with the sink decreases and if the distance is shorter more packets are successfully sent to the destination. A second annotation based on the results, is the growing tendency of packets dropped related to the network size. If network size grows, more clusters are formed and more CH’s are distant from the sink nodes. Therefore more packets will be dropped. In the large networks both algorithms have a big quantity of overhead that are difficult to manage.

**V. THE CONCLUSIONS**

The lifetime calculated during our simulations shows that if we use different levels of initial energy for two types of nodes, our proposal outperforms traditional LEACH.
The modified LEACH also improved packets dropped. That because nodes can transmit in smaller distances having more CHs and so has less packets dropped as in our modified version.

Our work concluded to be really a pleasant improvement. Being a cost effective algorithm and having static nodes as CH we believe that our next challenge will be the proposal of new hybrid algorithms that use modified LEACH as part of their logic. Further, as a future work connecting with the routing method of CH with another known routing algorithm would be worth studying.
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Abstract—Social networking sites helps in developing virtual communities for people to share their thoughts, interest activities or to increase their horizon of camaraderie. Social networking sites come under few of the most frequently browsed categories websites in the world. Nevertheless Social Networking sites are also vulnerable to various problems, threats and attacks such as disclosure of information, identity thefts etc. Privacy practice in social networking sites often come into sight, as information sharing stands in conflict with the disclosure-related misuse. Face book is one such most popular and widely used Social Networking sites which have its own robust set of Privacy mechanisms. Yet they are also prone to various privacy issues and attacks. The impulse in this paper lies in proposing a novel approach for improving the privacy among the social networking sites. The article presents the issues by a novel approach based on tagging and a model based technique based on generalized Gaussian Mixture Model.

Index Terms—Privacy; Social Network; Social Relevant Groups; Generalized GMM, Tagging

I. INTRODUCTION

The recent advancements in technologies, in particular, the internet technology, benefited the users to share and view useful information from across the globe. Thousands of clients share their thoughts online through the social network sites[1],[2],[3]. With the mammoth options available on Social Networking sites, it creates a Virtual world for the users. Social Networking sites go upwards because of all these reasons. These technologies help to share the information by the individuals and experts [4]. Methodologies were also framed wherein interested groups can formulate a group and each of the members within these groups can share and communicate to each other and these groups are called specific groups. The main advantage of these formation of groups is that the most relevant information needed by a group members can be retrieved from the members within the group or from the specific designated groups[5][6]. This popularity resulted in the formulation of social networking groups such as Twitter, Orkut, Face book [7][8].

Today, fan page is one amongst the different groups available in the social media, through this page important conversation and interesting communications are broadcasted among these groups. This fan page can be very much useful to advertise a particular brand, the brand advertisements in Face book dominate the Twitter and YouTube [1].This indirectly resulted in privacy and secrecy concerns about misusing the crucial information by internet users, one primary concern is that, virus authors use this social networking medium as a base and transmitting the virus among the groups [8]. Of late, Face book scams shoot the news with the tremendous increase in the number of fraud cases. This forced people rethink about the privacy of their Face book profiles, and also confirmed that several apps used in the Face book are being shared among the unauthorized people.

A. Privacy Issues in Social Media

There are several issues with regard to privacy, such as user Anonymity, where the identity of a user is exposed by the attacker and tries to at victim’s profile. In De-Anonymization attack, the group member ship information is hacked by the attackers and tries to send anonymous mails by the attackers from the victims group. In the neighborhood attack, the neighbors around the network try to attack the victims. [5]

Apart from the privacy issues, there are several other issues, like user Profile leakage, leakage of information to third parties and Profile cloning.

Several other issues, that are target towards the privacy, include Spam mail attacks on Emails, Broadcast spam attacks, context spam attacks, where the attackers attack the victims sites, by sending several bulk mails. [5]. These are the factors that cause problems with regard to the privacy among the social networking sites.

It is therefore necessary to upgrade the present security methods of the face book and explore the privacy methodologies related to Social Networking Sites. In this paper, we have analyzed the offered privacy methodologies for the social networking sites, and in particular focused on the De-Anonymization attack and propose some new privacy model to strengthen the existing ones. To overcome these disadvantages privacy preserving approach together with network security approaches have been listed the literature [9][10]. In most of these approaches the authors have considered only about presenting the sensitive information and very little work is reported about the sharing of the information together with protection of the sensitive information.

In this article, we proceed to describe the methodology wherein each of the group members within a group are associated with a tag and for the efficient retrievals, the related tag of the images are given as input to the Generalized Gaussian Mixture Model for the experimentation purpose we have considered dataset of Flicker.

www.ijacsa.thesai.org
Each of the images in the dataset are subjected to normalization varying the invariable rotation are overcome. For this purpose the concept of Local Binary Pattern is used. Each of the user registered within the group are given an id and a code book is generated by summing up ids of all the individuals within the group. This sum is considered as the group code and with this as a tag, the images are retrieved. The main advantage is that if an unauthorized person wants to access the data from the group, the group id is to be understood. Therefore by this methodology we can overcome the fore said disadvantages. The rest of the paper is organized as follows. Section 2 of the paper deals with probability density function of the considered generalized GMM. In section 3 of the paper the details of the dataset are considered and presented. Section 4 of the paper deals with procedure of normalization based on a Local Binary Pattern. In section 5 of the paper the feature extraction is presented by using the concepts of relevance score and tagging. The results derived together with experimentation are presented in section 6. The conclusion is highlighted in section 7 of the paper. The future scope is presented in section 8 of the paper.

B. Related Work

Many authors have discussed about the issues of privacy in social networks. Most of the works are based on using Anonymization techniques (Zhou et al.(2008))[22], Encryption based(Guha et al.(2008))[23], Optimization model base, collaborative technique based(Blosser et al.(2008))[24], K-anonymity and sensitivity based approach(Ford et al.(2009))[25], Anonymized graphs(Narayanan et al.(2009))[26] access control model (Fong et al.(2009))[27], Tang et al.(2010)[28] proposed a model using K-nearest neighborhood along with EBB algorithm for utilizing the privacy and the concepts of sub-graphs are considered by(Lan et al.(2010))[29] and the concepts of friendship means have been focused to ensure privacy and sending the sensitive information to these links was proposed by Heathely et al.(2013)[30].

In most of these models, the authors have proposed models towards the usage of models based on K-anonymity, L-diversity and the main disadvantages with these models is that they are prone to be a loss of information also Anonymization techniques failed to preserve the data based on dynamic releases. Further to add the models based on distributed approaches failed to uphold the privacy since preserving the privacy in a network environment in these cases are most sensible. To add most of the works proposed by the earlier researches are subjected to model the privacy issues which failed to overcome the attacks like homogeneity attack, background knowledge attack, distance based attacks and sensitive attacks. To overcome these advantages, the proposed article presents a model varying the disadvantages cited about can be overcome. Since it is a model based approach it holds the issues of homogeneity since every group which is subjected to the model presented in section 2 generates a unique PDF and also the model is more robust since it has a shape parameter and scale parameter which helps to model different sizes of groups and generating unique PDF’s to each of these proposed groups. By varying the shape parameter and scale parameter, the model can be further extended for partitioning the groups into subsets where each subset can be a related or non-related.

II. GENERALIZED GAUSSIAN MIXTURE MODEL

In this article Generalized Gaussian Mixture Model is used to classify the images more appropriate basing on the symmetry of distribution. The probability density function of the Generalized Gaussian Mixture Model is presented in the following equation

\[ f(z | \mu, \sigma, P) = \frac{1}{2\Gamma(1+\frac{1}{P})A(P, \sigma)} e^{-\frac{(Z_{e} - \mu)}{A(P, \sigma)}} \]  ---(1)

\[ \sigma > 0, A(P, \sigma) = \left[ \frac{\sigma^2 \Gamma(1/P)}{\Gamma(3/2P)} \right]^{1/2} \]  ---(2)

Where \( \mu \) and \( \sigma \) are the mean and standard deviation and \( \Gamma \) defines the General Gamma Variate.

III. DATASET CONSIDERED

To perform the experiment we have considered the Flick database consisting of 25,000 images and each image is labeled with a tag description with labels like nature, cigar, flora and watch etc. Each image is coupled with a tag depiction; among these images 450 have unique tags. The experimentation is performed by taking into account 100 images, Query image is considered with the size 100 x 100.

IV. LOCAL BINARY PATTERN

Local Binary Pattern is used to encode the relationship between the reference pixels with its surrounding neighbors by computing gray-level values. The Local Binary Pattern value is computed by comparing gray-scale value with its neighborhood.

\[ LBP = \sum_{p=1}^{P} (P - 1) f_{1}(I(g_p) - I(g_e)) \]

\[ f_{1}(x) = \begin{cases} 1 & x \geq 0 \\ 0 & \text{otherwise} \end{cases} \]  ---(3)
For mining the images effectively from the database, feature plays a crucial part. The features may perhaps be low level features or high level features which can be correlation, size, moments, histogram etc. Nevertheless, to retrieve the images more successfully, these features are to be linked with semantic understanding. The semantic interpretations aid to mine the data by means of the semantic characteristics and also lessen the semantic gap. These semantic traits are easily understood by the users when compared to the low level features which embrace contrast, symmetry, homogeneity and uniformity.

A. Score Level Fusion

For efficient image retrievals, score level fusion is used, the procedure operates on a Logical AND/ OR operation, where the relevancy is indicated as ‘Y’, and non-relevancy by ‘N’.

B. KL-divergence

KL-divergence is used for the purpose to measure the distance between two probability density functions. It is a non-symmetric measure of the differences between two probability distributions. It is also known as relative entropy and information divergence.

\[
KL(p_1, p_2) = \int p_1(x) \log \left( \frac{p_1(x)}{p_2(x)} \right) dx
\]

Where ‘p1’, ‘p2’ are the two Probability Density Functions

V. FEATURE EXTRACTION

For mining the images effectively from the database, Feature plays a crucial part. The features may perhaps be low level features or high level features which can be correlation, size, moments, histogram etc. Nevertheless, to retrieve the images more successfully, these features are to be linked with semantic understanding. The semantic interpretations aid to mine the data by means of the semantic characteristics and also lessen the semantic gap. These semantic traits are easily understood by the users when compared to the low level features which embrace contrast, symmetry, homogeneity and uniformity.

A. Score Level Fusion

For efficient image retrievals, score level fusion is used, the procedure operates on a Logical AND/ OR operation, where the relevancy is indicated as ‘Y’, and non-relevancy by ‘N’.

B. KL-divergence

KL-divergence is used for the purpose to measure the distance between two probability density functions. It is a non-symmetric measure of the differences between two probability distributions. It is also known as relative entropy and information divergence.

VI. EXPERIMENTATION

In this model each of the users are identified basing on the grouping interest. These related users are formatted into a group by registering themselves with the data consisting of their e-mail ids and the group interest is considered and is tagged. These tags along with the e-mail ids are fused using score level fusion, discussed in above section-5.1 and these fused values are given as inputs to the model depicted in section 2 of the paper. In order to transmit or communicate the information among the groups, the authentication is to be established. And for the identification of the relatedness, the PDF’s are compared using KL-divergence, proposed in section-5.2 and the authentication users are allowed to communicate and share the information.

VII. CONCLUSION

In this article a new framework is proposed to uphold the privacy issues by proposing the new methodology based on Generalized Gaussian Mixture model. The methodology developed helps in safeguarding the privacy of the information shared among the groups, such that the users can share the data with great deal of confidence. This method will be useful in Social Networking Sites and in particular on the Face book.

VIII. FUTURE SCOPE

In this paper, a methodology is presented to safe guard the group user’s information in the social networking media. This paper address the methodology for overcoming the De-Anonymization attack, however, effective mechanism are to be developed to overcome the other attacks, such as spam attack, hijacker attack. Also, most of the data can be transmitted by using the watermarking techniques. Therefore methods are to be developed to overcome this issue.
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I. INTRODUCTION

Speech is one of the most powerful forms of communication between humans; hence, it is the researchers’ ambition in the human computer interaction research field to improve speech interaction between the human and the computer in order to simulate human-human speech interaction. Speech interaction with modern networking computing devices has received increasing interest in the past few years with contributions from Google, Android and IOS. Because they are more natural than graphic-based interfaces, spoken dialogue systems are beginning to form the primary interaction method with a machine [1]. Therefore, speech interaction will play a significant role in humanising machines in the near future [2].

Much research work has focussed on improving recognition rates of the human voice and the technology is now approaching viability for speech based human computer interaction. Speech Interaction splits into more than one area including: speech recognition, speech parsing, NLP (Natural Language Processing), keyword identification, Chatbot design/personality, artificial intelligence etc. Chatbot is a computer program that have the ability to hold a conversation with human using Natural Language Speech.

In this paper, a survey of Chatbot design techniques in speech conversation between the human and the computer is presented. Nine studies that made identifiable contributions in Chatbot design in the last ten years are selected and then, reviewed. The different techniques used for Chatbots in the selected works are compared with those used in Loebner-Prize Chatbots. The findings are discussed and conclusions are drawn at the end.

II. BACKGROUND

A. Human-Computer Speech interaction

Speech recognition is one of the most natural and sought after techniques in computer and networked device interaction has only recently become possible (last two decades) with the advent of fast computing.

Speech is a sophisticated signal and happens at different levels: “semantic, linguistic, articulatory, and acoustic” [3]. Speech is considered as the most natural among the aspects of human communication, owing to copious information implicitly existing beyond the meaning of the spoken words. One of the speech information extraction stages is converting speech to text via Automatic Speech Recognition (ASR) and mining speech information [4]; then, the resulting text can be treated to extract the meaning of the words.

Speech recognition is widely accepted as the future of interaction with computers and mobile applications; there is no need to use traditional input devices such as the mouse, keyboard or touch sensitive screen and is especially useful for users who do not have the ability to use these traditional devices [5]. It can help disabled people with paralysis, for example, to interact with modern devices easily by voice only without moving their hands.

B. Natural Language Toolkit (NLTK)

In order to deal with and manipulate the text resulting from speech recognition and speech to text conversion, specific toolkits are needed to organise the text into sentences then split them into words, to facilitate semantic and meaning extraction. One of these toolkits is the widely used NLTK which is a free plugin for Python.

The Natural Language ToolKit (NLTK) is a set of modules, tutorials and exercises which are open source and cover Natural Language Processing symbolically and statistically. NLTK was developed at the University of Pennsylvania in 2001 allowing computational linguistics with three educational applications in mind: projects, assignments and demonstrations [6] [7]. It can be found within the Python Libraries for Graph manipulation GPL open license. NLTK is used to split words in a string of text and separate the text into parts of speech by tagging word labels according to their positions and functions in the sentence. The resulting tagged
words are then processed to extract the meaning and produce a response as speech or action as required. Different grammar rules are used to categorise the tagged words in the text into groups or phrases relating to their neighbours and positions. This type of grouping is called chunking into phrases, such as noun phrases and verb phrases.

C. Chatbot strategies

To give suitable answers to keywords or phrases extracted from speech and to keep conversation continuous, there is a need to build a dialogue system (programme) called a Chatbot (Chatter-Bot). Chatbots can assist in human computer interaction and they have the ability to examine and influence the behaviour of the user [8] by asking questions and responding to the user's questions. The Chatbot is a computer programme that mimics intelligent conversation. The input to this programme is natural language text, and the application should give an answer that is the best intelligent response to the input sentence. This process is repeated as the conversation continues [9] and the response is either text or speech.

Building a Chatbot needs highly professional programming skills and experienced developers to achieve even a basic level of realism. There is a complicated development platform behind any Chatbot which will only be as good as its knowledge base which maps a user’s words into the most appropriate response. The bot developer usually builds the knowledge base as well. However, there are some platforms which provide a learning environment. Writing a perfect Chatbot is very difficult because it needs a very large database and must give reasonable answers to all interactions. There are a number of approaches to create a knowledge base for a Chatbot and include writing by hand and learning from a corpus. Learning here means saving new phrases and then using them later to give appropriate answers for similar phrases [10].

Designing a Chatbot software package requires the identification of the constituent parts. A Chatbot can be divided into three parts: Responder, Classifier and Graphmaster (as shown in Figure. 1) [11], which are described as follows:

1) Responder: it is the part that plays the interfacing role between the bot’s main routines and the user. The tasks of the responder are: transferring the data from the user to the Classifier and controlling the input and output.

2) Classifier: it is the part between the Responder and the Graphmaster. This layer's functions are: filtering and normalising the input, segmenting the input entered by the user into logical components, transferring the normalised sentence into the Graphmaster, processing the output from the Graphmaster, and handling the instructions of the database syntax (e.g. AIML).

3) Graphmaster: is the part for pattern matching that does the following tasks: organising the brain’s contents, storage and holding the pattern matching algorithms.

D. Chatbot Fundamental Design Techniques and approaches

To design any Chatbot, the designer must be familiar with a number of techniques:

1) Parsing: this technique includes analysing the input text and manipulating it by using a number of NLP functions; for example, trees in Python NLTK.

2) Pattern matching: it is the technique that is used in most Chatbots and it is quite common in question-answer systems depending on matching types, such as natural language enquiries, simple statements, or semantic meaning of enquiries [12].

3) AIML: it is one of the core techniques that are used in common Chatbot design. More details about this technique and the language used are explained in section 2.5 below.

4) Chat Script: is the technique that helps when no matches occur in AIML. It concentrates on the best syntax to build a sensible default answer. It gives a set of functionalities such as variable concepts, facts, and logical and/or.

5) SQL and relational database: is a technique used recently in Chatbot design in order to make the Chatbot remember previous conversations. More details and explanation are provided in section 2.6 below.

6) Markov Chain: is used in Chatbots to build responses that are more applicable probabilistically and, consequently, are more correct. The idea of Markov Chains is that there is a fixed probability of occurrences for each letter or word in the same textual data set [13].

7) Language tricks: these are sentences, phrases, or even paragraphs available in Chatbots in order to add variety to the knowledge base and make it more convincing. The types of language tricks are:
   - Canned responses.
   - Typing errors and simulating key strokes.
   - Model of personal history.
   - Non Sequitur (not a logical conclusion)

Each of these language tricks is used to satisfy a specific purpose and to provide alternative answers to questions [13].
8) Ontologies: they are also named semantic networks and are a set of concepts that are interconnected relationally and hierarchically. The aim of using ontologies in a Chatbot is to compute the relation between these concepts, such as synonyms, hyponyms and other relations which are natural language concept names. The interconnection between these concepts can be represented in a graph enabling the computer to search by using particular rules for reasoning [13].

E. Loebner Prize and Turing Test

a) Turing Test

In the field of Artificial Intelligence, Turing was the first to pose the question, “Can a machine think?” [14], where thinking is defined as the ability held by humans. According to this question and this definition, Turing suggests the “imitation game” as a method to directly avoid the question and to specify a measurement of achievement for researchers in Artificial Intelligence [15] if the machine appears to be human. The imitation game can be played between three people: (A) which is a man, (B) which is a woman, and (C) which is the interrogator and can be either a man or a woman. The aim of the interrogator here is to determine who the woman is and who the man is (A and B). The interrogator knows the two as labels X and Y and has to decide at the end of the game whether “X is B and Y is A” or “X is A and Y is B”. The interrogator also has the right to directly ask questions to A and B. Turing then asks what will happen if A is replaced with a machine; can the interrogator differentiate between the two? The original question “Can machines think?” can then be replaced by this question [14]. In this imitation game, the Chatbot represents the machine and it tries to mislead the interrogator to think that it is the human or the designers try to programme it to do so [16].

b) Loebner Prize

In 1990 an agreement was held between Hugh Loebner and The Cambridge Centre for Behavioural Studies to establish a competition based on implementing the Turing Test. A Gold Medal and $100,000 have been offered by Hugh Loebner as a Grand Prize for the first computer that makes responses which cannot be distinguished from humans’. A bronze medal and an annual prize of $2000 are still pledged in every annual contest for the computer which seems to be more human in relation to the other competitors, regardless of how good it is absolutely [15]. It is the first known competition that represents a Turing test formal instantiation [13]. The competition has been run from 1991 annually with slight changes made to the original conditions over the years. The important thing in this competition is to design a Chatbot that has the ability to drive a conversation. During the chat session, the interrogator tries to guess whether they are talking to a programme or a human. After a ten-minute conversation between the judge and a Chatbot on one side and the judge and a confederate independently on the other side, the judge has to nominate which one was the human. The scale of non-human to human is from 1 to 4 and the judge must evaluate the Chatbot in this range [16]. According to this judgement, the more human Chatbot is the winner.

No Chatbot has ever achieved the golden medal and passed the test to win the Loebner Prize. However, some Chatbots have scored as highly as 3 out of the 12 judges believing they were human. There is a winning bot every year and there is a list of Chatbots called Loebner Prized Chatbots. This list commences from 1991 to the current date.

c) Prized Chatbots and Their Design Techniques

Although no Chatbot has won the Loebner Prize yet, there is a winning Chatbot each year and the standard of entry continues to improve with time. Table 1 shows the prized Chatbots as the name of the programmer, the programme name, the year they won, and the techniques used to design and programme them.

F. AIML

To build a Chatbot, a flexible, easy to understand and universal language is needed. AIML, a derivative of XML is one of the widely used approaches that satisfies the requirements. AIML represents the knowledge put into Chatbots and is based on the software technology developed for A.L.I.C.E. (the Artificial Linguistic Internet Computer Entity). It has the ability to characterise the type of data object (AIML objects) and describe partial conductance of the programmes that it processes. These objects consist of two units: topics and categories; the data contained in these categories is either parsed or unparsed [19].

The purpose of the AIML language is to simplify the job of conversational modelling, in relation to a “stimulus-response” process. It is also a mark-up language based on XML and depends on tags which are the identifiiers that make snippets of codes to send commands into the Chatbot. The data object class is defined in AIML as an AIML object, and the responsibility of these objects is modelling conversational patterns. This means that each AIML object is the language tag that associates with a language command. The general structure of AIML objects is put forward by [20]:

<command> List of parameters </command>

The most important object among the AIML objects is category, pattern, and template. The task of the category tag is defining the knowledge unit of the conversation. The pattern tag identifies the input from the user and the task of template tag is to respond to the specific user input [20]; these are the most frequent tags and the bases to design AIML Chatbots with an intelligent response to natural language speech conversations. The structure of category, pattern, and template object is shown below:

<category>
  <pattern> User Input </pattern>
  <template>
    Corresponding Response to input
  </template>
</category>
TABLE I. LOEBNER PRIZED CHATBOTS’ DESIGN TECHNIQUES AND APPROACHES [13]

<table>
<thead>
<tr>
<th>Year</th>
<th>Programme Name</th>
<th>Winner Designer Name</th>
<th>Design Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>1991</td>
<td>PC Therapist</td>
<td>Joseph Weintraub</td>
<td>Canned and non-sequitur responses in addition to pattern matching after parsing, and word vocabulary that make it remember sentences.</td>
</tr>
<tr>
<td>1992</td>
<td>PC Therapist</td>
<td>Joseph Weintraub</td>
<td></td>
</tr>
<tr>
<td>1993</td>
<td>PC Therapist</td>
<td>Joseph Weintraub</td>
<td></td>
</tr>
<tr>
<td>1994</td>
<td>TIPS</td>
<td>Thomas Whalen</td>
<td>A personal history model database like the system with pattern matching.</td>
</tr>
<tr>
<td>1996</td>
<td>HeX</td>
<td>Jason Hutchens</td>
<td>Has got a trick sentences database, Markov Chain models, pattern matching, and a model of personal history.</td>
</tr>
<tr>
<td>1997</td>
<td>Converse</td>
<td>David Levy</td>
<td>A database for facts, pattern matching, proactivity, WordNet synonyms, a statistical parser, ontology, a list of proper names, and a modular of weighted modules.</td>
</tr>
<tr>
<td>1998</td>
<td>Albert One</td>
<td>Robby Garner</td>
<td>Hierarchical structure of previous Chatbots, such as Fred, Eliza, pattern matching and proactivity.</td>
</tr>
<tr>
<td>1999</td>
<td>Albert One</td>
<td>Robby Garner</td>
<td></td>
</tr>
<tr>
<td>2001</td>
<td>A.L.I.C.E.</td>
<td>Richard Wallace</td>
<td></td>
</tr>
<tr>
<td>2002</td>
<td>Ella</td>
<td>Kevin Copple</td>
<td>Language tricks, phrase normalisation, pattern matching, WordNet, and expanding abbreviation.</td>
</tr>
<tr>
<td>2003</td>
<td>Jabberwock</td>
<td>Juergen Pirner</td>
<td>Markov Chains, simple pattern matching, context free grammar (CFG), and parser.</td>
</tr>
<tr>
<td>2005</td>
<td>George (Jabberwacky)</td>
<td>Rollo Carpenter</td>
<td>No scripts or pattern matching, a huge database of responses of people, and they are based on the Chatbot Jabberwacky.</td>
</tr>
<tr>
<td>2006</td>
<td>Joan (Jabberwacky)</td>
<td>Rollo Carpenter</td>
<td></td>
</tr>
<tr>
<td>2007</td>
<td>UltraHAL</td>
<td>Robert Medekszka</td>
<td>Scripts of pattern matching and VB code combination.</td>
</tr>
<tr>
<td>2008</td>
<td>Elbot</td>
<td>Fred Roberts</td>
<td>Commercial Natural Language Interaction system.</td>
</tr>
<tr>
<td>2010</td>
<td>Suzette</td>
<td>Bruce Wilcox</td>
<td>AIML based chat script with database of variables, triples and concepts.</td>
</tr>
<tr>
<td>2011</td>
<td>Rosette</td>
<td>Bruce Wilcox</td>
<td></td>
</tr>
<tr>
<td>2012</td>
<td>Chip Vivant</td>
<td>Mohan Einbar</td>
<td>Responses using unformatted chat script and AI, and ontology.</td>
</tr>
<tr>
<td>2013</td>
<td>Mitsuku</td>
<td>Steve Worswick</td>
<td>Based on rules written in AIML [17].</td>
</tr>
<tr>
<td>2014</td>
<td>Rose</td>
<td>Bruce Wilcox</td>
<td>It contains a comprehensive natural language engine to recognise the meaning of the input sentence accurately. A chat script is also included in the design [18].</td>
</tr>
</tbody>
</table>

Matching of words or phrase patterns for Chatbots with keywords needs to be as accurate as possible. The pattern matching for language ‘query’ for AIML is simpler than for example SQL. However, this does not mean that AIML is a simple question and answer database. It depends on more than one matching category because it uses a recursive tag like <srai> [19]. It is important to give a variety of responses from the knowledge base to achieve the highest number of possible matches.

G. SQL

A Relational Data Base (RDB) is one of the techniques recently used to build Chatbot knowledge bases. The technique has been used to build a database for a Chatbot, i.e. to enable the Chatbot to remember previous conversations and to make the conversation more continuous and meaningful. The most familiar RDB language is SQL (Structured Query Language), which can be used for this purpose.

SQL or MYSQL has gained a high recognition in RDB because it is the high-level language for nonprocedural data. Query blocks nesting to arbitrary depths is one of the most interesting features of it, and the SQL query can be divided into five basic kinds of nesting. Algorithms are developed to change queries that include these basic nesting types into "semantically equivalent queries". Semantically equivalent series are adjustable to achieve effective processing via existing query processing subsystems. SQL as a data language is implemented in ZETA; also as a calculus-based and block-structured language, it is implemented in System R, ORACLE, as well as SEQUEL [21]. Some researchers, as seen in the next sections, have recently used SQL to generate a
database that saves the conversation history in order to make a search for any word or phrase match easier. This technique gives continuity and accuracy to the dialogue because it enables the dialogue system to retrieve some previous information history.

III. SPEECH ANALYSIS AND RESPONSE

Speech analysis can be divided into three stages: (i) voice recognition and conversion to text, (ii) text processing, and (iii) response and action taking. These stages are explained as follows:

Firstly, speaker independent speech passes through a microphone to a digital signal processing package built in the computer to convert it into a stream of pulses that contain speech information. Specific instructions can be used to read input speech then to convert it into text. This stage provides speech text for processing in the next stage. The diagram which illustrates this stage is shown in Fig. 2.

Secondly, the resulting text is split into separate words for tagging with parts-of-speech labels according to their positions and neighbours in the sentence. Different types of grammar can be used in this stage to chunk the individual tagged words in order to form phrases. Keywords can be extracted from these phrases by eliminating unwanted words in chinking operations. These keywords can be checked and corrected if they are not right. The phases of the text processing stage are shown in Fig. 3.

Finally, a Chatbot can be built to give the desired intelligent response to a natural language speech conversation. The input to this Chatbot is keywords released from the speech text processing; the output is the programmed response, which will be, for example, an application running or any other text or speech response. Fig. 4 shows a brief diagram of the third stage.

![Fig. 2. The stage of speech recognition and converting to text](image)

![Fig. 3. The Stage of Text Processing](image)

![Fig. 4. The Stage of Response and Action Taking](image)

![Fig. 5. The main steps of analysis and processing to perform human computer conversation](image)
IV. A REVIEW ON RECENT CHATBOT DESIGN WORK

A considerable body of work is associated with Chatbots and they have recently become a promising technique for human-computer interaction. Dialogue systems have been built to meet a variety of applications and can be applied in a number of fields. A number of selected studies between 2003 and 2013 are reviewed and explained below.

- Although creating a new type of Chatbot is a contribution to the field there are a limited number of options available to the software designer. The authors in [10] created knowledge bases for Chatbots by combining the attributes of two other Chatbots. The authors processed the knowledge bases using three filters to eliminate overlapping, identify personal questions, and reject unwanted words or topics. The corpus is built from a combination of an ALICE foundation type Chatbot, which is a QA form, and another, such as CLEVERBOT or JABBERWACKY, which are good for handling conversational chatter. The authors processed the Chatbot to either dialog or QA pair format according to gathered interaction ordering. Then, according to the processed interaction, they produced a Chat corpus with around 7800 pairs of interactions in total. The purpose of their study was to improve Chatbot design techniques.

- Chatbots tend to evolve from one contribution to the next with extensions added by subsequent researchers, adding new features to the software. The author in [22] looked at how to extend serious types of games by adding dialogue using simple Chatbots. In fact, it is a serious and positive step in conversation insertion into the games world. The existing serious game EMERGO has been used as a case study of the work. The author describes the Chatbot-EMERGO, which is designed to train students or trainees in a medical treatment environment [22]. The purpose of the study is to enhance speech interaction between the training programme and the trainees or students.

- A new Chatbot can be designed to solve health problems or any other application in a wide variety of fields. In [23] the authors presented the Chatbot ViDi (Virtual Dietician) that interacts with diabetic patients as a virtual adviser. The authors proposed a special design for the Chatbot ViDi to make it remember the conversational paths taken during the question and answer session. The path splits into three levels of 9 questions each and it can be obtained by analysing the parameter Vpath which determines the path taken by the patient. The natural language that is used to interface with the user is the Malaysian local language.

- An extension has been made to the chatbot ViDi when the authors in [24] proposed the entire redesign of the ViDi Chatbot by employing the advantages of a relational database. They also added an extension and prerequisite algorithm to update ViDi into a web-based Chatbot. The authors used web programming languages such as PHP, HTML and XHR to implement the coding of the Chatbot in addition to Asynchronous Javascript + XML (AJAX). Again Malaysian is used. The extension of ViDi designed in [23] makes it available to users on the internet through a web browser.

- Pattern matching techniques can also be applied in the Chatbot design world, and can lead to increased accuracy of retrieval. The authors in [25] proposed a new technique for keyword matching using ViDi, [(23) and updated in (24)] as a test environment. The proposed technique is called One Match or All Match Categories (OMAMC). OMAMC is used to test the generation of possible keywords associated with one sample sentence. Then, the results are compared to other keywords generated by another previous Chatbot around the same sample sentence. It is found that OMAMC improves on keyword matching compared to previous techniques. This new approach is likely to be found in future instantiations of Chatbots.

- Educational systems are another application of Chatbots. The objective is to answer students’ questions or to test for an examination by asking questions and assessing the answers. In [26] the authors concentrate on an improvement to the Chatbot CHARLIE (CHAtter Learing Interface Entity). The platform is an INtelligent Educational System (INES) with an AIML Chatbot incorporated inside. The performance and contribution of CHARLIE are documented in his paper and CHARLIE is able to establish a general conversation with students; it can show the material of the courses they study and it is prepared to ask questions associated with the material learned. Educational applications of dialogue systems are particularly useful and are highly interactive. They can be improved and updated easily since they are used in an academic environment.

- The application of Chatbots to Disability care requires the design of packages and systems in order to empower disabled people with new technologies. The authors in [5] suggested a question-answer educational system for disabled people, considering natural language speech and isolated word conversation. The system has been designed using an AIML knowledge base with limited vocabulary including voice recognition or “groups of phonemes and words”. The AIML question-answer system is implemented to give answers to queries, and then training data of 2000 words is used to test it. 200 words of the data were used in the test and 156 of them were recognised; therefore, the system accuracy was 78%. The aim of the study was to insert it in English language tutorial software easy access by disabled people. People with blindness and hand paralysis can benefit from adding this kind of feature into E-learning systems.

- Introducing new matching models represents true innovation within Chatbots. In [27] the author proposed a new model that produces a new sentence from two existing sentences. The study proposes employing a Genetic Algorithm (GA) to build a new
sentence depending on the sentences that are retrieved from an available database. The proposal is presented in order to adapt the GA to a natural language structure.

- The proposal in [27] was implemented when the authors in [9] presented their new approach to Chatbot design. The approach combines indexing and query matching methods with pattern matching and applies Information Retrieval (IR) techniques to produce a new sentence from existing ones. In their study, the existing sentences became the initial population of the GA, then the swap and crossover operators were applied to produce the new sentence as a new generation of the GA. Experimental evaluation for the Chatbot before and after applying the sentence combination approach were presented. The purpose of the approach was to improve the diversity of the Chatbot response. The two main contributions of the study are i) converting two sentences into one and ii) Applying information retrieval techniques to Chatbots.

As seen in the above review, conversational techniques can be applied to a variety of different applications involving the interaction between people and computers. Efforts to insert conversation into these different systems is shown to be useful with all studies concluding that adding a Chatbot to a system or software improves the interaction with the system.

V. SELECTED FACTORS INFLUENCING CHATBOT DESIGN

Commonalities and differences in Chatbot designs have been highlighted with the Influential factors included in the survey. A summary of these factors can be seen in table 2.

<table>
<thead>
<tr>
<th>Study</th>
<th>Factors Influencing Chatbot Design</th>
<th>SQL usage (Relational Database)</th>
<th>Matching technique</th>
<th>Corpus (knowledge base)</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pereira et al [10]</td>
<td>Yes</td>
<td>Yes</td>
<td>NO</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Rosmalen [22]</td>
<td>NO</td>
<td>Yes</td>
<td>NO</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Lokman et al [23]</td>
<td>NO</td>
<td>Yes</td>
<td>Yes</td>
<td>NO</td>
<td>Yes</td>
</tr>
<tr>
<td>Lokman et al [24]</td>
<td>NO</td>
<td>Yes</td>
<td>NO</td>
<td>Yes</td>
<td>NO</td>
</tr>
<tr>
<td>Lokman et al [25]</td>
<td>NO</td>
<td>Yes</td>
<td>NO</td>
<td>Yes</td>
<td>NO</td>
</tr>
<tr>
<td>Mikic et al [26]</td>
<td>NO</td>
<td>Yes</td>
<td>NO</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Bhargava et al [5]</td>
<td>Yes</td>
<td>NO</td>
<td>Yes</td>
<td>NO</td>
<td>Yes</td>
</tr>
<tr>
<td>Vrajitoru [27]</td>
<td>NO</td>
<td>Yes</td>
<td>Yes</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>Ratkiewicz [9]</td>
<td>NO</td>
<td>Yes</td>
<td>Yes</td>
<td>NO</td>
<td>NO</td>
</tr>
</tbody>
</table>

VI. SUMMARY OF SIGNIFICANT IMPROVEMENTS IN THE ANALYSED STUDIES

Each of the selected studies made improvements in Chatbot design. A summary of contributions made is shown in table 3.

VII. DISCUSSION

The examination of factors which influence Chatbot design shows that there are commonalities and differences between the highlighted studies.
Although the processing steps are the same for voice and text after the voice to text conversion, there are distinct differences in the use in conversational systems, particularly in terms of their applications. Text is used in most of the studies, except [5], due to simplicity, whereas voice is used in [5] and [10] for special needs applications e.g. for disabled people. The response in the case of disability applications should be a voice response. The commercial mobile applications (Chatbots) which have emerged recently, e.g. Cortana and Siri, accept speech as an input and give a voice response in addition to text.

New Chatbots have been created in [5], [9], [23], and [27], which add new techniques or use improved previous designs. Also new techniques, algorithms or extensions have been added to existing Chatbots in [10], [22], [24], [25], and [26] in order to improve their function or extend available software by adding chat interaction. For example, the Loebner Prized Chatbot ALICE (which won three times) was improved several times in later iterations, and Joan (Jabberwacky) was the updated form of George (Jabberwacky).

Knowledge bases are built using different techniques. For example, AIML, which is the technique first used with the ALICE Chatbot, is used to build the Chatbots in [5], [10], and [26], while SQL (or RDB) is used in [24] and [25]. Both AIML and SQL are used in [22] and [23]. Neither AIML or SQL are used in [9] and [27]. The use of SQL (no clear evidence of using it in Loebner Prized Chatbots) added a new technique to knowledge-bases, namely the Relational Data Base, which enables the Chatbot to remember previous conversations by accessing the history stored in the database designed using SQL. However, an AIML knowledgebase is still effective for Chatbot designs; for example, Mitsuku Chatbot won Loebner Prize in 2013 and it was based on AIML.

In order to design new Chatbots or extend previous ones, each study has used a corpus that is different from the other as illustrated in table 2. The corpus that is relied on to build a Chatbot affects the design because it affects the knowledge base of the Chatbot and then the accuracy of the response since the response is a knowledgebase reflection.

The application column in table 2 shows that each Chatbot has been designed to meet certain needs for conversation by holding a chat with a specific group of people in a specific organisation. The work in the future needs more focus on general purpose conversational systems by designing Chatbots with more comprehensive knowledge bases in order to cover general topics by using the latest techniques.

Table 3, which covers the contribution presented by each of the selected studies, displays how each has made an improvement to Chatbot design in spite of using different techniques, algorithms, or programmes.

<table>
<thead>
<tr>
<th>Study</th>
<th>Significant Improvements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pereira et al [10]</td>
<td>Producing a new corpus (knowledge base) that avoids overlapping, identifies personal questions, and rejects unwanted words or topics by combining available QA and dialogue formats.</td>
</tr>
<tr>
<td>Rosmalen [22]</td>
<td>Extending an existing serious game by adding a simple Chatbot to give the opportunity for trainees to be aware of work and activities on the first day of their employment.</td>
</tr>
<tr>
<td>Lokman et al [23]</td>
<td>Designing a new Chatbot (ViDi) that has the ability to remember previous conversation in order to work as a virtual adviser for diabetic patients.</td>
</tr>
<tr>
<td>Lokman et al [24]</td>
<td>Redesigning and extending the Chatbot ViDi by adding the prerequisite matching techniques in order to attain a conversational manner rather than a QA form and make it available to users on the internet via a web browser.</td>
</tr>
<tr>
<td>Lokman et al [25]</td>
<td>Proposing a new matching technique OMAMC in order to produce improved results by reducing matching time and increasing context flexibility.</td>
</tr>
<tr>
<td>Mikic et al [26]</td>
<td>Updating the Chatbot CHARLIE to incorporate it into the platform INtelligent Educational System (INES) in order to improve the conversation between students and educational systems.</td>
</tr>
<tr>
<td>Bhargava et al [5]</td>
<td>Designing a new AIML based Chatbot of natural language speech and limited word input and output so as to use it in an E-learning systems to enable disabled people to learn via speech.</td>
</tr>
<tr>
<td>Vrajitoru [27]</td>
<td>Proposing a new innovative pattern matching approach in a Chatbot. The authors adjusted Genetic Algorithms with natural language to generate a new sentence from existing ones in order to improve the diversity of response.</td>
</tr>
<tr>
<td>Ratkiewicz [9]</td>
<td>i) Implementing the model proposed in [27], i.e employing GA in pattern matching to produce a new sentence from sentences retrieved from an existing database in order to increase the diversity of responses. ii) Applying information retrieval techniques to the Chatbot.</td>
</tr>
</tbody>
</table>
VIII. CONCLUSIONS

In this paper, the literature review has covered a number of selected papers that have focused specifically on Chatbot design techniques in the last decade. A survey of nine selected studies that affect Chatbot design has been presented, and the contribution of each study has been identified. In addition, a comparison has been made between Chatbot design techniques in the selected studies and then with the Loebner Prize winning Chatbot techniques. From the survey above, it can be said that the development and improvement of Chatbot design is not grow at a predictable rate due to the variety of methods and approaches used to design a Chatbot. The techniques of Chatbot design are still a matter for debate and no common approach has yet been identified. Researchers have so far worked in isolated environments with reluctance to divulge any improved techniques they have found, consequently, slowing down the improvements to Chatbots. Moreover, the Chatbots designed for dialogue systems in the selected studies are, in general, limited to particular applications. General-purpose Chatbots need improvements by designing more comprehensive knowledge bases.

Although some commercial products have emerged recently in the market (e.g. Microsoft Cortana) as dialogue Chatbots, improvements need continuous research and lack a common solution.

Each researcher needs to robustly document any successful improvements to allow the human computer speech interaction to agree a common approach. This will always be at odds with commercial considerations.
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Abstract—This paper proposed a modified detection based on the point of common coupling (PCC) voltage in the three-phase inverter, combined over/under frequency protection, to achieve the detection of islanding states rapidly. Islanding detection is an common issue existing in distributed generation system. Compared with active islanding detection, this method could detect the islanding quickly and effectively. The simulation and experimental results shows that this new method can detect the islanding phenomenon quickly and accurately, which can meet the requirement of islanding detection standard, which ensure the stability of the system and the power quality recycling to the grid.

Index Terms—islanding detection; self-adaptive; active frequency shift; d–q transform

I. INTRODUCTION

Islanding effect is also called Islanding phenomenon, the phenomenon is common in the photovoltaic grid-connected generation system. The power grid stop supplying the local load because of the fault or misoperation, however, the power system cannot detect it, still supplying the peripheral load, forming the power island out of the control of power grid.

Islanding effect will lead to serious results, such as disturbing the operation of the electricity system, destroying user devices, even severely endangered the life safety of the staff who is working for lines maintenance. Consequently, whether the condition of islanding can be detected effectively and timely or not is of great significant for the entire grid-connected system.

II. MECHANISM AND DETECTION METHOD OF THE ISLANDING EFFECT

In a real world application, the lord of the photovoltaic employs RLC parallel resonance circuit. According to the IEEE Std.929-2000 [1], the recommended generic system for islanding detection [2] study is shown in Fig.1.

If the distributed grid-connected generation system works properly, namely

\[ P_{pv} = P_L + \Delta P \]  \hspace{1cm} (1)

\[ Q_{pv} = Q_L + \Delta Q \]  \hspace{1cm} (2)

\[ P_L = \frac{U_a^2}{R} \]  \hspace{1cm} (3)

\[ Q_L = \left( \frac{1}{\omega_a L} - \omega c \right) U_a^2 \]  \hspace{1cm} (4)

After the electric network cuts off the power, the photovoltaic grid-connected generation system generate islanding effect [3] , namely

\[ P_{pv} = P_L' = \frac{U_a^2}{R} \]  \hspace{1cm} (5)
\[ Q_{pv} = Q_L' = \left( \frac{1}{c \omega_a L} - \omega_a c \right) U_a^2 \] (6)

Eq (1), (3), (5) indicates that

\[ U_a' = U_a^2 + \Delta PR \] (7)

Eq (2), (4), (6) indicates that

\[ \left( \frac{1}{\omega_a L} - \omega_a c \right) U_a'^2 = \left( \frac{1}{\omega_a L} - \omega_a c \right) U_a^2 + \Delta PQ \] (8)

Suppose \( U_a = U_a' \), plug (7) into (8), we can obtain:

\[ (\omega_a - \omega_a') (1 + \omega_a \omega_a' LC) = \frac{\omega_a \omega_a' L \Delta Q}{U_a^2} \] (9)

Where

- \( U_a, \omega_a \) — Voltage and angular frequency of the load
- \( P_{pv}, Q_{pv} \) — Output active power and reactive power of grid-connected systems
- \( \Delta P, \Delta Q \) — Received active power and reactive power of the grid
- \( P_L, Q_L \) — Received active power and reactive power of the grid

Eq (7), (9) indicates that, when the grid-connected generation system can not match with \( \Delta P \), voltage of the load will change; when the grid-connected generation system can not match with \( \Delta Q \), angular frequency will change. If the numerical value is big, voltage and angular frequency of the load exceeds the protected threshold of the over/under voltage and the over/under frequency, relay operates cut the connection between the grid-connected generation system and the grid, the grid-connected generation system will stop [4]. Conversely, if the numerical value is small, namely, voltage and frequency of the load changes in permissible range, islanding detection is failed, entering the non-detection zone(NDZ), the system operates in the island state. The change threshold of the voltage and frequency of the load can be calculated from (10) and (11) respectively

\[ \left( \frac{U}{U_{\text{max}}} \right)^2 - 1 \leq \frac{\Delta P}{P_{pv}} \leq \left( \frac{U}{U_{\text{min}}} \right)^2 - 1 \] (10)

\[ Q \left[ 1 - \left( \frac{f}{f_{\text{min}}} \right)^2 \right] \leq \frac{\Delta Q}{Q_{pv}} \leq Q \left[ 1 - \left( \frac{f}{f_{\text{max}}} \right)^2 \right] \] (11)

Where

- \( U_{\text{max}}, U_{\text{min}} \) — The threshold of over/under voltage protection
- \( f_{50 \text{Hz}}, f_{\text{min}} \) — The threshold of over/under voltage protection
- \( Q \) — The quality factor of the RLC load.

Generally, according to whether to add artificial disturbance, there are two ways, passive and active methods. Passive method can complete test by monitoring the output AC voltage by inverter, frequency phase, harmonic instability, before and after the failure of the grid. The primary advantage to this approach is that it has no interference to the grid and the quality of the output electricity. The drawback of this approach is that it has large area of NDZ, when the load can not match with output power of the inverter. Over/under frequency protection(OFP/UFP), Over/under voltage protection(OVP/UVP), phase jump detection, voltage harmonic detection, active power change rate method, frequency change ratio methods are the most widely used passive islanding detection methods, which determine the islanding condition by measuring the PCC voltage and the current from the DG.

Active methods detect the effect on the line voltage by inject current frequency or phase interference signal in the output stage of the grid-side converter [5].

In the operation state of islanding, disturbance signals will accumulate on the line voltage and outside acceptable tolerances, thus detecting the islanding. Though active methods suffer smaller NDZZS, the presence of disturbances during normal operation will sacrifice power quality and reliability of the power system. The sandia frequency drift [6], slip-mode frequency shift are three classical active methods by creating a continuous trend to change the frequency during islanding.

Based on the active islanding detection method for further analysis and comparison, a new and improved detection method is proved, namely, based on the d-q transform adaptive frequency shift(AFD) islanding detection method of the detection principle [7]-[10], by d-q transform on the point of common coupling (PCC) Voltage in the three-phase inverter, the output current of the inverter frequency periodic disturbance, combined over/under frequency protection, to achieve rapid detection of islanding states, which ensure the stability of the system and the power quality recycling to the grid.

III. THE OPERATING PRINCIPLE OF AFD METHOD

A. AFD method

AFD is the most common method in the active islanding detection. The control flow of this method is presented in Fig 2.

Where

- \( f_{50 \text{Hz}} \): the frequency of the grid voltage.
\( f_{inv} \): the output voltage frequency of the inverter

\( \Delta f \): the set value of frequency perturbation in the control system

---

**Active frequency drift method works as follows:**

Firstly, there are certain errors-\( \Delta f \), between the frequency of the output voltage and the grid voltage through the control of the inverter. Secondly, \( \Delta f \) is always within a narrow range because of the corrective action in the phase-locked loops circuit, when the grid operates properly [11]. Thirdly, the output voltage frequency of the inverter \( f_{inv} \) will change, when the grid failure. At the following power frequency periodic of the inverter, based on the \( f_{inv} \), adding the set value of frequency perturbation to control the output voltage frequency of the inverter. It leads to the increasement of errors between output voltage frequency and the grid voltage frequency.

The cycle continues after this, until output voltage frequency of triggering protection circuit [12], cutting the connection between inverter and the grid.

---

**C. Adaptive Active Frequency Shift Islanding Detection Based on the d-q Transform**

For overcoming the shortcomings of AFD method for islanding detection, the detection algorithm of AFD method needs to be improved, convert the output current frequency disturbance of the inverter within single-phase into three-phase disturbances using AFD method than using passive detection methods. Once the value of \( cf \) is too small, compared with the traditional voltage frequency detection method, AFD method can not highlight its superiority; however, when the \( cf \) exceed the permitted value, the distortion ratio of current harmonic on AC grid side will increase, harmonics will affect the power quality recycling to the grid seriously. Therefore, NDZS in the AFD [14] would still need to be reduced in order to satisfy the increasing harsh conditions of the grid.

---

When the system load does not conform to (1), the system frequency will always be beyond the normal range of work in theory. But, there is a time limit on detecting the islanding, especially the use of the automatic reclosing at present. If the detecting speed is too slow, the grid-connected generation system is not completely cut off before the automatic reclosing recloses again, it is very likely to make considerable oscillation, leading to accidents. Such a scenario may be typically in the AFD method, for example when the load is inductive, there is a trend that the phase of voltage is prior to current, the frequency of value will keep rising based on the assumption that without using AFD method, when the islanding happens [15]. However, if the value of \( cf \) is fixed in the AFD method, mitigating voltage frequency change, but tend to delay the trip time, and vice versa.

---

**Fig. 3. Waveform of the perturbation frequencies using AFD method**

Where

\( t_c \): The period of the voltage value is zero.

\( T_{grid} \): A half cycle of the fundamental voltage

**B. The shortage of AFD method**

As presented in [13], if the islanding occurs in the grid-connected generation system. There will be a much smaller
grid-connected system. The new islanding detection algorithm—adaptive active frequency shift islanding detection based on the d-q transform will be available.

This method uses the angle frequency after d-q transform in the positive feedback form at frequency disturbance. In this way, it will cause the three-phase output current frequency disturbance, achieving the adaptive active frequency shift islanding detection [16]-[18]. Adaptive active frequency shift based on the d-q transform shown in the Fig 4.

Essentially, adaptive active frequency shift based on the d-q transform complete the control of islanding through the feedback structure. It refers to under the condition of different frequencies of inverter, using different methods to change the output current frequency [19]. The PCC voltage frequency is detected in every cycle, when the PCC voltage frequency exceed the normal frequency of the grid voltage-50hz, by applying a positive disturbance to the current frequency:

$$f_i = f_{up} + \Delta f$$

(13)

Conversely, if the PCC voltage frequency is less than 50hz, by applying a negative disturbance to the current frequency:

$$f_i = f_{up} - \Delta f$$

(14)

Fig. 4. Structure of improved design of islanding detection

Current frequency will take similar periodic disturbance, with the positive feedback control. The special algorithm processes are as follows:

$$f_i = \begin{cases} f_{up} + \Delta f, & f_{up} \geq 50\text{Hz} \\ f_{up} + kn(f_{up} - 50), & f_{up} \leq 50\text{Hz} \end{cases}$$

(15)

Where

- $f_i$: Output current frequency of inverter
- $f_{up}$: Frequency of PCC voltage
- $n$: Positive feedback factor
- $k$: Ratio coefficient
- $\Delta f$: Added frequency disturbance

During closing the switch of grid-connected, because of the clamp effect of the grid frequency, The PCC voltage frequency follows the grid frequency. Although there are disturbances of current frequency during partial periodical, output current of the inverter, reset at the zero crossing point of the grid voltage, started with another sinusoidal. However, once the switch of the grid-connected is off, without the clamp effect of the grid frequency, the PCC voltage will follow the change of the inverter output voltage [20].

Because of the effect of local load, the PCC voltage frequency will change accordingly, beyond the threshold value of frequency protection within the passive islanding detection, thus detect the islanding.

IV. SIMULATION RESULTS

In the end, the simulation model is put up using Matlab/Simulink. The output current of inverter is programmed in the S-Function module by using periodic frequency disturbance. Namely, add the adaptive active frequency shift based on the d-q transform, combined over/under frequency protection, to achieve rapid detection of islanding states. Three-phase grid voltage is 380V, grid frequency is 50hz, the threshold value of frequency protection is (50+0.5)hz.

According to the GB/T15945-1995, the allowable range of grid voltage frequency is 0.2hz, thus the value of it is 0.2hz. In the simulation, the value of $\Delta f$ and $k$ is 0.5 hz and 5, respectively. The initial value of $n$ is zero, increased by 2 every a periodical, increased frequency for quick detection. Continuous frequency perturbation for 3 cycles is added in the same algorithm every five periodicals. Select the balanced resonant load under the testing standard of islanding. In the load of the parallel RLC load, in order to achieve the
appropriate value of the quality factor-2.5, the value of L,C and R will be 61.5mH, 164.4µF, 48.39Ω, respectively.

The simulation waveform are presented in Fig.3. It can be seen from the Fig5 that: the voltage wave of A-phase and grid-connected current without the adaptive active frequency shift based on the d-q transform. As the balanced load, the change of the current and voltage amplitude is very small, after disturbing electrical grids when the value of time is 50 ms. Using only OFP/UFP method can not detect the islanding. It can be seen from the Fig6 that: the output waveform of the current frequency.

Conversely, adding the adaptive active frequency shift based on the d-q transform to the islanding detection method, the frequency would drop off, until the value of frequency out of the threshold range of frequency protection, thus detect the islanding, meeting the testing time standard of islanding regulated by IEEEstd.1547.

Fig. 5. Voltage waveform of a-phase and grid-connected current

Fig. 6. Output waveform of the current frequency

V. CONCLUSION

This paper proposed a modified detection based on the point of common coupling (PCC) voltage in the three-phase inverter, combined over/under frequency protection. The simulation results shows that this new method can detect the islanding phenomenon quickly and accurately, which can meet the requirement of islanding detection standard, which ensure the stability of the system and the power quality recycling to the grid.
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Abstract—The employee-employer relationship is an intricate one. In an industry, the employers expect to achieve performances in quality and production in order to earn profit, on the other side employees need good pay and all possible allowances and best advantages than any other industry. Our main objective of this paper is to analyze the relationship between employee and employer in workplace and discussed how to maintain a strong employee and employer relationship which can produce the ultimate success of an organization using Induced Fuzzy bi-model called Induced Fuzzy Cognitive Relational Maps (IFCRMs). IFCRMs are a directed special fuzzy digraph modelling approach based on expert's opinion. This is a non statistical approach to study the problems with imprecise information.
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I. INTRODUCTION

The fuzzy model is a finite set of fuzzy relations that form an algorithm for determining the outputs of a process from some finite number of past inputs and outputs. Fuzzy model can be used in applied mathematics, to study social and psychological problem and also used by doctors, engineers, scientists, industrialists and statisticians. Fuzzy models are mathematical tools introduced by L.A. Zadeh (1965). Later Politician scientist Axelord (1976) used this fuzzy model Cognitive Maps (CMs) to study decision making in social and political systems. CMs are signed digraphs designed to represent causal assertion and belief system of a person (or group of experts) with respect to a specific domain, and use that statement in order to analyze the effect of a certain choice on a particular objective.

Using the concepts of neural networks and fuzzy logical approach Bart Kosko (1986) proposed some models which extend the idea of Cognitive Maps by allowing the concepts to be represented linguistically with an associated fuzzy set. These models are well suited to get a clear representation of the knowledge to support decision making process and assist in the area of computational intelligence, which involves the application of soft computing methodologies even though the given inputs are vague, uncertain and even contradictory in nature. There are various types of fuzzy models like Fuzzy Cognitive Maps (FCMs), Fuzzy Relational Maps (FRMs), Fuzzy Relational Equations (FREs), Induced Fuzzy Cognitive Maps (IFCMs). Those models plays a vital role in several real world data problems like various infectious diseases problems (cancer, tuberculosis, migration etc.), student life in rural area, problems of private employees in their day to day life, effects of social networks on children’s daily life etc. In this paper we use fuzzy bi-model called Induced Fuzzy Cognitive Relational Maps (IFCRMs) which is a directed bi-graph with concepts like policies, events, etc. as nodes and causalities as edges. It represents causal relationship between concepts. This fuzzy bi-model studied various social problems. Among these problems we are going to discuss about a particular one. Recent years deals with one of the key human resources (HR) issues in current working life, namely employee relations. Employee relations is a term used to describe a company's efforts to prevent and resolve problems arising from situations at work. In this paper we have focused on employee relation programs and its essential elements which increase employee satisfaction and good morale among workers. Happy workers are more productive, and more productive means a better bottom line for an industry. This paper have organized in nine section. Section one contains introduction. Section two represents basic definition of FCMs and FRMs models. Section three describes about fuzzy bi-model method. Section four gives the idea of FCRMs. Section five gives the mathematical approach of FCRMs of discussed problems. Section six gives the idea of IFCRMs. Section gives the mathematical approach of IFCRMs of discussed problems. Section eight describes the difference between FCRMs and its induced form IFCRMs. Section nine conclusions based on our study.

II. FUZZY MAPPING

Before the discussion of FCMs we describe about the CMs. CMs were introduced by Axelord (1976), in order to develop and study social scientific knowledge in the field of decision making in activities related to international politics. CMs are signed digraphs designed to represent causal assertion and belief system of a person (or group of experts) with respect to a specific domain, and use that statement in order to analyze the effect of a certain choice on particular objectives.

A. Fuzzy Cognitive Maps

Fuzzy Cognitive Maps (FCMs) introduced by Kosko (1986) extend the idea of Cognitive Maps by allowing the concepts to be represented linguistically with an associated fuzzy set. FCMs are fuzzy signed digraph with feedback (Kosko, 1986, 1988). It represents causal relationship between concepts. FCMs list the fuzzy rule or causal flow paths that relate events.
B. Formation of FCMs

If increase in one concept or node leads to increase in another concepts, we assign the value 1 and for decreasing we assign the value -1. If there exists no relation between concepts the value 0 is given. Consider the graphs drawn using edge weight \( e_{ij} \) where \( e_{ij} \) is the weight of the directed edge \( C_i \rightarrow C_j \). E is called adjacency matrix of the FCM. All matrices associated with an FCM are always square matrices with diagonal entries as zero. Now

- The instantaneous state vector \( A = (a_1, a_2, \ldots, a_n) \) where \( a_i \in \{0,1\} \), and it denotes the ON-OFF position of the node at an instant; \( a_i = 0 \) if \( a_i \) is off and \( a_i = 1 \) if \( a_i \) is on for \( i = 1, 2, \ldots, n \).

- Let \( C_1C_2, C_2C_3, \ldots, C_iC_j \) be the nodes of the edge of the FCM \( (i \neq j) \) form a directed cycle and FCM is said to be cyclic if it possesses a directed cycle. Otherwise it is acyclic.

- FCM with cycles is said to have a feedback. when there is a feedback in an FCM, i.e., when the causal relations flow through a cycle in a revolutionary way, the FCM is called dynamical system.

- When node \( C_i \) switched on and if the causality flows through the edges of a cycle and if it again caused \( C_i \), we say that dynamical system goes round and round \( \text{where} \ i = 1, 2, \ldots, n \).

- The equilibrium state for this dynamical system is called hidden pattern.

- If the equilibrium state of a dynamical system is a unique state vector, then is called fixed point.

- If the FCM settles down with a state vector repeating in the form \( A_1 \rightarrow A_2 \rightarrow \ldots \rightarrow A_i \rightarrow A_1 \), then this equilibrium is called a limit cycle.

- Finite number of FCMs can be combined together to produce the joint effect of all the FCMs with nodes i.e. Combined FCMs denotes the relational matrix by \( E = E_1 + E_2 + \cdots + E_p \).

- Suppose \( A = (a_1, \ldots, a_n) \) is a vector which is passed into a dynamical system \( E \). Then \( AE = (a_1', \ldots, a_n') \) after thresholding and updating the vector suppose we get \( (b_1', \ldots, b_n') \). We denote that by \( (a_1', \ldots, a_n') \in (b_1', \ldots, b_n') \). Thus the symbol \( \in \) means the resultant vector has been threshold and updated.

C. Definition of Fuzzy Relational Maps

Fuzzy Relational Maps (FRMs) are a directed graph or a map from domain space to range space with concepts and causalities as edges.

Let,
- Domain space \( = n \)
- Range space \( = m \) \( [m \neq n] \)
- \( R_1, R_2, \ldots, R_m \) be the nodes of range space.

\[ R = \{(x_1, x_2, \ldots, x_m) \mid x_j = 0 \text{ or } 1 \} \forall j = 1, 2, \ldots, m. \]

If \( x_j = 1 \) i.e. \( R_j \) is on state

else \( x_j = 0 \) i.e. \( R_j \) is off state

Similarly,

\[ D_1, D_2, \ldots, D_n \] be the nodes of domain space.

\[ D = \{(x_1, x_2, \ldots, x_n) \mid x_i = 0 \text{ or } 1 \} \forall i = 1, 2, \ldots, n. \]

If \( x_i = 1 \) i.e. \( D_i \) is on state

else \( x_i = 0 \) i.e. \( D_i \) is off state.

D. Formation of FRMs

Let \( D_i \) and \( R_j \) denotes the two nodes of FRMs, \( e_{ij} \) be the weight of the edge \( D_iR_j \) (or \( R_jD_i \)), then \( e_{ij} \in \{0,1\} \). The relational matrix \( E \) be defined as \( E = (e_{ij}) \).

- Let \( A = (a_1, \ldots, a_n) \), \( a_i \in \{0,1\} \) where \( i = 1, 2, \ldots, n \). A is called the instantaneous state vector of the domain space and it denotes the on-off position of the nodes at any instant i.e. \( a_i = 0 \) if \( a_i \) is off and \( a_i = 1 \) if \( a_i \) is on for \( i = 1, 2, \ldots, n \) for domain space. Similarly, \( B = (b_1, \ldots, b_m) \), \( b_j \in \{0,1\} \) where \( j = 1, 2, \ldots, m \). \( B \) is the instantaneous state vector of the range space. \( b_j = 0 \) if \( b_j \) is off and \( b_j = 1 \) if \( b_j \) is on for \( j = 1, 2, \ldots, m \) for range space.

- Let \( D_iR_j \) (or \( R_jD_i \)) be the edges of an FRM where \( j = 1, 2, \ldots, m \) and \( i = 1, 2, \ldots, n \) form a directed cycle, FRM is said to be cycle if it possesses a directed cycle. Otherwise, it is acyclic.

- An FRM with cycle is said to be an FRM with feedback. When there is feedback in the FRM, the FRM is called a dynamical system.

- Let \( D_iR_j \) (or \( R_jD_i \)) where \( 1 \leq j \leq m \) and \( 1 \leq i \leq n \). When \( D_i \) (or \( R_j \)) is switched on and if causality flows and if again causes \( D_i \) (or \( R_j \)) an equilibrium is attained. This equilibrium state is called hidden pattern.

- If the equilibrium state of this system is a unique state vector then it is called fixed point.

Example: Let us assume dynamical system by switching on \( R_1 \) (or \( D_1 \)) . FRM settles down with \( R_1 \) and \( R_m \) (or \( D_1 \) and \( D_n \)) on i.e. state vector remains as \( (1,0,\ldots,0,1) \) as in \( R (1,0,\ldots,0,1) \). This state vector is called the fixed point.

- If the FRM reach a state vector in the forms: \( D_1 \rightarrow D_2 \rightarrow \ldots \rightarrow D_i \rightarrow D_1 \) (or \( R_1 \rightarrow R_2 \rightarrow \ldots \rightarrow R_i \rightarrow R_2 \)) ; This form is called limit cycle.

- Let \( E_1, E_2, \ldots, E_p \) be the relational matrices of the FRMs. Combined FRMs denotes the relational matrix by \( E = E_1 + E_2 + \cdots + E_p \).

- Let \( R_1, R_2, \ldots, R_m \) and \( D_1, D_2, \ldots, D_n \) be the nodes of FRM. Let us assume \( D_i \) is switched on i.e. when an input is given as vector \( A_1 = (1,0,\ldots,0) \) in \( D_1 \) and the relational matrix is \( E \) . Now \( A_1E = (r_1, r_2, \ldots, r_m) \) , after thresholding and updating the resultant vector \( A_1E \in R \). Now let \( B = A_1E \), passing \( B \) into \( E^T \) and obtain \( BE^T \). After threshold and update the vector.
\( BE^T \in D \). The procedure repeated till we get a fixed point or limit cycle.

III. FUZZY MODEL

In this section we describe the basic notions of Fuzzy Bi-model.

A. Bi-Set

Let \( BM = BM_1 \cup BM_2 \), where \( BM_1 \) and \( BM_2 \) are non-empty sets with \( BM_1 \not\subseteq BM_2 \) and \( BM_2 \not\subseteq BM_1 \), then we call \( BM \) as biset.

B. Bi-Vector

Let \( X_1 = (x_{11}, x_{12}, ..., x_{1n}) \) and \( X_2 = (x'_{11}, x'_{12}, ..., x'_{m}) \) be the two vectors of length \( n \) and \( m \) respectively. Then \( X = X_1 \cup X_2 \) is a bi-vector. Let \( X = X_1 \cup X_2 = (2104) \cup (4125) \), where \( X \) is a bi-vector. Now, \( X = X_1 \cup X_2 = (000) \cup (000) \), where \( A \) is a zero vector. If \( X = X_1 \cup X_2 = (1111) \cup (1111) \), then \( X \) is an unit vector.

C. Bi-matrix

A matrix \( BM^T \) is said to be a fuzzy bi-matrix if \( BM = BM_1 \cup BM_2 \) where \( BM_1 \) and \( BM_2 \) are two different matrices. Example: let \( BM = BM_1 \cup BM_2 = (10101) \cup (1100) \), then \( BM \) is called a bi-matrix or row bi-matrix. Let \( BM = BM_1 \cup BM_2 = [1 \quad 9] \cup [1 \quad 6] \) then \( BM \) is called square bi-matrix.

D. Bi-graph

Let \( BG = BG_1 \cup BG_2 \) where \( BG_1 \) and \( BG_2 \) are two distinct graphs then we call \( G \) as a bi-graph.

E. Product rule of bi-matrix

Let \( BM = BM_1 \cup BM_2 \) be a bi-matrix where \( BM_1 \) is a \( m \times n \) matrix and \( BM_2 \) is a \( p \times s \) matrix. If \( X = X_1 \cup X_2 \) is a bi-vector such that \( X_1 \) has \( m \) components and \( X_2 \) has \( p \) components then the product of \( X \) with \( A \) is defined as \( XBM = (X_1 \cup X_2)(BM_1 \cup BM_2) = X_1BM_1 \cup X_2BM_2 \). Let \( X_1BM_1 \cup X_2BM_2 = [1 \quad 2] \cup [0 \quad 1] \) and \( 8 \quad 5] \) then \( BM \) is called square bi-matrix.

IV. FUZZY COGNITIVE RELATIONAL MAPS

Fuzzy Cognitive Relational Maps (FCRMs) is a directed bi-graph where the pair of associated nodes are bi-nodes. If the order of the bi-matrix associated with FCRMs is \( n \times n \) square matrix and \( p \times m \) matrix then the bi-nodes are bi-vectors of length \( n, p \) or length \( m, m \).

A. Adjacency Bi-matrix

Consider the bi-nodes concepts \( \{C_1, C_2, ..., C_n\} \) of FCMs and \( \{D_1, ..., D_p\} \) and \( \{R_1, ..., R_m\} \) of FRMs to define a new FCRMs model. Suppose the directed graph is drawn using the edge bi-weight \( e_{tij}^{k} \in [0, 1] \). \( 1 \leq t \leq 2 \). The bi-matrix \( BM = BM_1 \cup BM_2 \) is defined by \( e_{tij}^{k} \cup e_{tij}^{k} \), where \( e_{tij}^{k} \) is the weight of the directed edge \( C_iC_j \) and \( e_{tij}^{k} \) is the directed edge of \( D_kR_j \). \( BM \) is called adjacency bi-matrix of FCRMs model, also known as the connecting relational bi-matrix of FCRMs model.

B. Instantaneous rate

Let \( \{C_1, ..., C_n\} \cup \{D_1, ..., D_p\} \cup \{R_1, ..., R_m\} \) be the bi-nodes of FCRMs. Now \( A = A_1 \cup A_2 = (a_1, a_2, ..., a_n) \cup (b_1, b_2, ..., b_p) \cup \{c_1, c_2, ..., c_m\} \) where \( a_i, b_j, c_k \in [0, 1] \) \( 1 \leq i \leq n, 1 \leq j \leq p \) and \( 1 \leq t \leq A \) is called instantaneous state bi-vector and it denotes the \( ON-OFF \) position of the node at an instant.

1) \( a_j = 0 \) if \( a_j \) is OFF and \( a_j = 1 \) if \( a_j \) is ON for \( 1 \leq j \leq n \)

2) \( b_l = 0 \) if \( b_l \) is OFF and \( b_l = 1 \) if \( b_l \) is ON for \( 1 \leq l \leq p \)

3) \( c_t = 0 \) if \( c_t \) is OFF and \( c_t = 1 \) if \( c_t \) is ON for \( 1 \leq t \leq m \)

C. Bi-cyclic FCRMs

Let \( \{C_1, ..., C_n\} \cup \{D_1, ..., D_p\} \cup \{R_1, ..., R_m\} \) be the bi-nodes of FCRMs. Now \( C_i \cup D_j \) is the bi-edges of FCRMs where \( i \neq j, 1 \leq i, j \leq n, 1 \leq s \leq p \) and \( 1 \leq k \leq m \), then the bi-edges form a directed bi-cycle. An FCRMs are said to be bi-cyclic if it possesses a directed bi-cycle. An FCRMs are said to be bi-cyclic if it does not possess any directed bi-cycle.

D. Dynamic bi-system

An FCRMs with bi-cycles is said to have a feedback, when there is a feedback in an FCRMs, i.e. when the causal relations flow through a cycle in a revolutionary way, the FCRMs are called a dynamical bi-systems.

E. Hidden bi-pattern

Let \( \{C_1C_2, C_2C_3, ..., C_{n-1}C_n\} \cup \{D_iR_j\} \) or \( \{R_iD_j\} \) \( 1 \leq i \leq p \) \( 1 \leq j \leq m \) be a bi-cycle. If \( C_i \cup R_j \) (or \( D_j \)) is switched ON and if the causality flows through the edges of the bi-cycle and if it again causes \( C_i \cup R_j \) (or \( D_j \)) we say that the dynamical bi-system in a loop. This is true for the bi-nodes \( C_i \cup R_j \) (or \( D_j \)) for \( 1 \leq i \leq n, 1 \leq j \leq m \) (or \( 1 \leq j \leq p \)) The equilibrium bi-state for the dynamical bi-system is called hidden pattern. If the equilibrium bi-state of the dynamical bi-system is a unique bi-state bi-vector then it is called fixed bi-point.

F. Limit-bicycle

If the FCRMs settles down with a bi-state bi-vector repeating in the form \( A_1 \rightarrow A_2 \rightarrow \cdots \rightarrow A_1 \cup B_1 \rightarrow B_2 \rightarrow \cdots \rightarrow B_1 \) then this equilibrium is called a limit bi-cycle.

G. Threshold and update

Suppose \( A = A_1 \cup A_2 \) is bi-vector which is passes into a dynamical bi-system \( E = E_1 \cup E_2 \). Then \( AE = \{A, E_1 \cup A_2 \} = (x_1', x_2', ..., x_m', y_1', y_2', ..., y_p') \) after thresholding and updating the bi-vector; suppose we get
(x_1, x_2, ..., x_n) \cup (y_1, ..., y_p) \ (or\ (z_1, ..., z_m)) \text{ we denote that by} \ (x'_1, x'_2, ..., x'_n) \cup (y'_1, y'_2, ..., y'_p) \ (or\ ((z'_1, z'_2, ..., z'_m)) \text{ Thus the symbol } \cup \text{ means the resultant bi-vector has been thresholded and updated.}

H. Properties of bi-edges

The bi-edges e_{ij} = (e^1_{ij}) \cup (e^2_{ij})\ take\ the\ values\ in\ fuzzy\ causal\ bi-interval [−1,1] [−1,1]. \ We\ have 9\ possibilities\ in\ FCRMs which\ making\ the\ solution\ of\ the\ problem\ more\ sensitive\ or\ accurate.

1) \ e_{ij} = 0 \ denotes\ no\ causality\ between\ the\ bi-nodes.
2) \ e_{ij} > 0\ indicates\ both\ e^1_{ij} > 0\ and\ e^2_{ij} > 0; \ this\ implies\ increase\ in\ bi-nodes C_i \cup D_k (or\ R_i).
3) \ e_{ij} < 0\ indicates\ both\ e^1_{ij} < 0\ and\ e^2_{ij} < 0; \ this\ implies\ decrease\ in\ bi-nodes C_i \cup D_k (or\ R_i).
4) \ Considering\ the\ case\ when\ (e^1_{ij}) = 0\ and\ (e^2_{ij}) > 0\ then\ no\ relation\ in\ one\ bi-node\ and\ increase\ in\ other\ node.
5) \ If\ (e^1_{ij}) = 0\ and\ (e^2_{ij}) < 0\ then\ no\ causality\ in\ the\ FCMs\ node\ and\ decreasing\ relation\ in\ FRMs\ node.
6) \ (e^1_{ij}) > 0\ and\ (e^2_{ij}) = 0\ then\ increasing\ relation\ in\ FCMs\ mode\ and\ no\ relation\ in\ FRMs.
7) \ (e^1_{ij}) < 0\ and\ (e^2_{ij}) = 0\ then\ no\ relation\ in\ FRMs\ and\ an\ increasing\ relation\ in\ FCMs\ mode.
8) \ (e^1_{ij}) < 0\ and\ (e^2_{ij}) > 0\ then\ decreasing\ relation\ in\ FCMs\ mode\ and\ increasing\ relations\ in\ FRMs.
9) \ (e^1_{ij}) > 0\ and\ (e^2_{ij}) < 0\ then\ increasing\ relation\ in\ FCMs\ mode\ and\ decreasing\ relations\ in\ FRMs.

I. Modification of given problem

Connection bi-matrix of FCRMs bi-model which has both FCMs and FRMs bi-model. We have assumed I_1 be the initial input bi-vector. In I_1, a particular vector components, c_i and d_i, which is in FCMs and FRMs be kept ON state and all other components are OFF state. Now we pass the state vector I_1 through the FCRMs bi-model. To convert the resultant vector, the values in FCMs and FRMs component which are greater than or equal to one are made as on state and all others denote as OFF state by assigning the values 1 and 0. The component of FCMs of the resulting vector is kept as it is and the components of FRMs of the resulting vector is multiplied with the inverse of the FCRMs bi-matrix and thresholding yield in a new vector I_2. Using this new input bi-vector, we repeat the same procedure until a fixed point or a limit cycle is obtained. The process has been repeated for all the vectors separately. From this operation we have found the hidden pattern of some vectors in all or many cases from which we have analyzed the causes.

V. ANALYZE THE PROBLEMS OF EMPLOYEE EMPLOYER RELATIONSHIP USING FCRMS MODEL

The most important part of any business is its people. No business can run effectively without them. But people don't work in a vacuum; they need to communicate and work with others to get their jobs done. To be successful, employers need to manage relationships in the workplace to keep the business functioning smoothly, avoid problems and make sure individual employees are performing at their best. An organisation with good employee-employer relations provide fair and consistent treatment to all means employers must provide. Employee relations programs are typically part of a human resource strategy designed to ensure the most effective use of people to accomplish the organization's mission. Human resource strategies are deliberate plans companies use to help them gain and maintain a competitive edge in the marketplace. One way to stay ahead is to make sure employees are happy so they don't leave their job and go work for the competition. An effective employee-employer relations program starts with clearly written policies which describe the company's rules, philosophy, procedure for addressing employee-related matters and resolving problems in the workplace. Strategies for good employee-employer relations can take many forms and vary by a number of factors including company size, job security, salaries, promotion, responsibility and many more. Now we proceed onto study and analyze the relationship between employee-employer which is the key to the ultimate success of an organization using FCRMs model. According to experts view and adaptation of the necessary requirement of employee and employer in an industry associated to FCMs of FCRMs model have done by taking as the attribute X_1, X_2, ..., X_16. This is very important, that we have several nodes and several opinions to draw various model of this relationship. Attributes relating with FCMs of FCRMs model are as follows:

| X_1 → | Pay with allowances and bonus to the employee |
| X_2 → | Only pay to the employee |
| X_3 → | Pay with allowances (or bonus) to the employee |
| X_4 → | Best performance |
| X_5 → | Average performance |
| X_6 → | Poor performance |
| X_7 → | Employee works more number of hours |
| X_8 → | Employee works less number of hours |
| X_9 → | Maximum profit to the industry |
| X_{10} → | Only profit to the industry |
| X_{11} → | Neither profit nor loss to the industry |
| X_{12} → | Loss to the industry |
| X_{13} → | Heavy loss to the industry |
| X_{14} → | Stop work or strike by the employee |
| X_{15} → | Good relation between employee and employer |
| X_{16} → | Demand of the employee which are not fulfilled |

Similarly we have drawn aFRMs of the bi-matrix FCRMs model. We have taken 16 nodes D_1, D_2, ..., D_{16} in domain space which denote the employee's requirement.
The attributes $R_1, R_2, R_3, R_4, R_5, R_6, R_7, R_8$ that are relate to owner of any industry have briefly described.

- $R_1$ → Offer clearly defined and specialized employment opportunities
- $R_2$ → Reinforce the need to follow organization policies and practice
- $R_3$ → Linked rewards and benefits to fulfilling, job requirement
- $R_4$ → Structure work condition
- $R_5$ → Reward employee who are loyal to the organization
- $R_6$ → Provide opportunities for employee to develop technical skill
- $R_7$ → Achievement of the industry
- $R_8$ → Good manager relationship

Fig. 1. Employee-employer relationship model representation by a FCRMs Bi-Model
With the help of relational model we have drawn an adjacency matrix called $E$.

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$x_5$</th>
<th>$x_6$</th>
<th>$x_7$</th>
<th>$x_8$</th>
<th>$x_9$</th>
<th>$x_{10}$</th>
<th>$x_{11}$</th>
<th>$x_{12}$</th>
<th>$x_{13}$</th>
<th>$x_{14}$</th>
<th>$x_{15}$</th>
<th>$x_{16}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Here $E$ denotes the connection matrix of the directed graph of FCRMs model. Considering all cases on this relationship model with taking some nodes are on or off and try to find out some hidden pattern

Case 1:

Now we have considered the node $X_4$ (Pay with allowances and bonus to the employee) in FCMs and $D_1$ (Salaries and other benefits) in FRMs as the on state and all the remaining nodes are in the OFF state.

According the FCRMs method when the same threshold value occurs twice, the value is considered as the fixed point and the iteration and also the calculation gets terminated. Similarly we consider all the different input vectors on and find the hidden patterns for this FCRMs model which are shown in table 2.
Hence from the above table 2 we define the set of limit points as well as fixed point for each different input vectors of FCRMs bi-model and observe the hidden pattern of each cases. Hidden pattern of some vectors found in all or many cases. Inference from this hidden pattern summarizes or highlights the causes.

VI. INDUCED FUZZY COGNITIVE RELATIONAL MAPS

Induced Fuzzy Cognitive Relational Maps (IFCRMs) is a modified version of FCRMs. IFCRMs focussed on algorithmic approaches of FCRMs which works on unsupervised data to derive an optimistic solution.

Step 1: Collect the nodes for the given problem, which is unsupervised data that is in determinant factors.

Step 2: Draw the directed bi-graph for FCRMs model, according to the expert opinion.

Step 3: From FCRMs, obtain the connection matrix $E$ which is combination of both FCMs and FRMs.

Step 4: Consider the initial input bi-vector $C_1$ by setting the first component of this vector $C_1$ in ON position which is denoted by 1 and the rest of the components as 0 which are OFF state.

Step 5: Find $M = C_1 \times E$. At each stage the state vector is updated and threshold. The symbol $\lambda$ represents the threshold value for the product of the result. The threshold value is calculated from $M$ of FCMs components by assigning 1 for the values $x_i > 0$ and assigning 0 when $x_i < 0$ and two highest values in FRMs components are assigned as ON state and all others as OFF state by the giving values 1 or 0.

Step 6: The new bi-vector is related with the bi-matrix and that bi-vector which triggers the highest number
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of attributes to
state i.e. for each positive entry we get a
set of resultant vectors from which a
vector which
contain maximum number of 1s is chosen as . If there are
two or more bi-vector with equal number of 1s as
state,
choose the first occurring one.
Step 7:
Considered as fixed point when the same
threshold value occurs twice and the iteration gets
terminated. This process is done to give due importance to
each vector separately as one vector induces another
or
many more vectors into
state.
Step 8:
Set the state vector
in
state which
is assigning the second component of the vector to be 1 and
the rest of the components as 0. Precede the calculations
discussed in steps 4 to 7.

Now passing through the bi-matrix
vector .

to get the new bi-

Row sum: (0,5)

Step 9:
Continue the above process for all the
remaining state vector
and find out the hidden pattern.
VII. ANALYZE THE RELATIONS BETWEEN EMPLOYEEEMPLOYER USING FCRMS MODEL
We illustrate a general study to access the impact of daily
requirement, satisfactory and dissatisfactory problems of
both workers and owner of an Industry. We consider the
dynamical system of this problem. At the first stage, we have
taken the connection matrix
of the directed graph of
FCRMs model.
Let
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\(X_2^2 = (0 1 0 0 0 0 0 0 0 0 0 0 0 0) \cup (0 1 0 0 0 0 0 0 0 0 0 0 0 0)\)
\(X_2^3 = (0 0 1 0 0 0 0 0 0 0 0 0 0 0) \cup (0 0 0 0 0 0 0 0 0 0 0 0 0 0)\)
\(X_2^4 = (0 0 0 1 0 0 0 0 0 0 0 0 0 0) \cup (0 0 0 0 0 0 0 0 0 0 0 0 0 0)\)
\(X_2^5 = (0 0 0 0 1 0 0 0 0 0 0 0 0 0) \cup (0 0 0 0 1 0 0 0 0 0 0 0 0 0)\)
\(X_2^6 = (0 0 0 0 0 0 0 0 0 0 0 0 0 0) \cup (0 0 0 0 1 0 0 0 0 0 0 0 0 0)\)
\(X_2^7 = (0 0 0 0 0 0 0 0 1 0 0 0 0 0 0) \cup (0 0 0 0 0 0 0 0 0 1 0 0 0 0 0)\)
\(X_2^8 = (0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0) \cup (0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0)\)
\(X_2^9 = (0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0) \cup (0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0)\)
\(X_2^{10} = (0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0) \cup (0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0)\)
\(X_2^{11} = (0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0) \cup (0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0)\)

Now passing through the bi-matrix \(E\) to get the new bi-vector \(X_3\).
\(X_3^1 = (0 0 1 1 0 0 1 0 1 0 0 0 0 1 0) \cup (1 0 0 0 0 1 0 0 0 1 0 0 0 1 0)\)
Row sum: (5,5)
\(X_3^2 = (0 0 0 0 1 0 0 0 0 1 1 0 0 0 0) \cup (0 1 0 0 0 1 0 0 0 1 0 1 0 0 1 0)\)
Row sum: (3,5)
\(X_3^3 = (0 0 0 0 0 1 0 0 0 0 1 1 0 0 0 0) \cup (0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0)\)
Row sum: (3,0)
\(X_3^4 = (1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0) \cup (0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0)\)
Row sum: (4,0)
\(X_3^5 = (0 1 1 0 0 0 0 0 0 1 0 0 0 0) \cup (0 0 0 0 1 1 0 0 0 1 0 0 0 1 0)\)
Row sum: (3,5)
\(X_3^6 = (0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0) \cup (0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0)\)
Row sum: (0,4)
\(X_3^7 = (1 0 0 1 0 0 0 0 1 1 0 0 0 0) \cup (0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0)\)
Row sum: (4,0)
\(X_3^8 = (1 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0) \cup (0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0)\)
Row sum: (3,0)
\(X_3^9 = (0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0) \cup (0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0)\)
Row sum: (3,3)
\(X_3^{10} = (0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0) \cup (1 1 0 0 1 1 0 0 0 1 0 1 0 0 1 0)\)
Row sum: (0,7)
\(X_3^{11} = (0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0) \cup (1 1 0 0 1 1 1 0 0 1 0 1 0 1 0)\)
Row sum: (0,9)

Now new input vector \(X'_3 = X_3 \cup XR_2\)
\(X'_3 = (1 0 1 1 1 0 1 0 1 1 1 0 0 0 1 0) \cup XR_2\)
\(X_3^1 = (1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0) \cup XR_2\)
\(X_3^2 = (0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0) \cup XR_2\)
\(X_3^3 = (0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0) \cup XR_2\)
\(X_3^4 = (0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0) \cup XR_2\)
\(X_3^5 = (0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0) \cup XR_2\)
\(X_3^6 = (0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0) \cup XR_2\)
\(X_3^7 = (0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0) \cup XR_2\)
\(X_3^8 = (0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0) \cup XR_2\)
\(X_3^9 = (0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0) \cup XR_2\)
Now passing through the bi-matrix $E$ to get the new bi-vector $X_4$.

$X_4^1E = (0 \ 1 \ 1 \ 0 \ 0 \ 0 \ 1 \ 0 \ 1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 1 \ 0 \ 0)
\cup XR_2'$
Row sum: (0,9)

$X_4^2E = (0 \ 0 \ 0 \ 1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 1 \ 1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0)
\cup XR_2'$
Row sum: (3,9)

$X_4^3E = (1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 1 \ 0 \ 1 \ 1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0)
\cup XR_2'$
Row sum: (4,9)

$X_4^4E = (0 \ 1 \ 1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0)
\cup XR_2'$
Row sum: (3,9)

$X_4^5E = (1 \ 0 \ 0 \ 1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 1 \ 1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0)
\cup XR_2'$
Row sum: (4,9)

$X_4^6E = (1 \ 0 \ 0 \ 1 \ 0 \ 0 \ 1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0)
\cup XR_2'$
Row sum: (3,9)

Repeating the above process we get

$X_4' = (1 \ 0 \ 1 \ 1 \ 1 \ 0 \ 1 \ 1 \ 1 \ 0 \ 0 \ 0 \ 1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0)\cup (1 \ 1 \ 0 \ 0 \ 1 \ 1 \ 1 \ 0 \ 1 \ 0 \ 1 \ 0 \ 1 \ 0 \ 1 \ 0 \ 0 \ 1 \ 0 \ 0 \ 0 \ 0 \ 0)
\cup XR_2'$
Row sum: (0,9)

According the IFCRMs method when the same threshold value occurs twice, the value is considered as the fixed point and the iteration and also the calculation gets terminated.

Similarly we consider all the different input vectors and find the hidden patterns for this IFCRMs model which are shown in table 3.

<table>
<thead>
<tr>
<th>Node</th>
<th>Input Vector</th>
<th>Limit Points</th>
<th>Induced Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0)</td>
<td>(1 0 0 0 0 0 1 0 1 1 0 0 0 0 0 0 0)\cup (1 1 0 0 1 1 1 1 0 0 1 0 1 1 0 1 0 0 1 1)</td>
<td>(C1 → C9 → C1 → C4)\cup (D1 → D15 → D13)</td>
</tr>
<tr>
<td>2</td>
<td>(0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0)</td>
<td>(0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0)\cup (1 1 0 0 1 1 1 0 1 1 0 1 0 0 1 1)</td>
<td>(C2 → C11 → C11)\cup (D2 → D15 → D13)</td>
</tr>
<tr>
<td>3</td>
<td>(0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0)</td>
<td>(0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0)\cup (0 1 1 0 1 1 1 0 1 1 1 1 1)</td>
<td>(C3 → C1 → C11 → C4)\cup (D3 → D3)</td>
</tr>
<tr>
<td>4</td>
<td>(0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0)</td>
<td>(0 0 1 1 0 0 1 0 1 0 0 0 0 0 0 0 0)\cup (1 0 0 1 0 1 0 1 1 1 1 1 0 1 0 0)</td>
<td>(C4 → C1 → C1)\cup (D4 → D9)</td>
</tr>
<tr>
<td>5</td>
<td>(0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0)</td>
<td>(0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0)\cup (1 1 0 0 1 1 0 0 1 0 1 1 0 1 0)</td>
<td>(C5 → C11 → C11 → C4)\cup (D5 → D15 → D15)</td>
</tr>
<tr>
<td>6</td>
<td>(0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0)</td>
<td>(0 0 0 0 1 1 0 0 1 0 0 0 0 1 0 1)\cup (1 1 0 0 1 1 1 0 0 1 0 1 1 1 1)</td>
<td>(C6 → C12 → C8 → C12)\cup (D6 → D15 → D13)</td>
</tr>
<tr>
<td>7</td>
<td>(0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0)</td>
<td>(1 0 0 0 0 0 1 0 1 1 0 0 0 0 0 0 0)\cup (0 1 1 0 1 1 1 0 1 1 1 1 1)</td>
<td>(C7 → C1 → C7)\cup (D7 → D3)</td>
</tr>
<tr>
<td>8</td>
<td>(0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0)</td>
<td>(0 0 0 0 1 1 0 0 1 0 0 0 0 1 0 1)\cup (1 0 0 1 0 1 0 1 1 1 1 1 1 1 0)</td>
<td>(C8 → C12 → C12)\cup (D8 → D9)</td>
</tr>
<tr>
<td>9</td>
<td>(0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0)</td>
<td>(0 0 1 1 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0)\cup (1 0 0 1 0 1 0 1 1 1 0 1 1 0)</td>
<td>(C9 → C1 → C1)\cup (D9 → D9)</td>
</tr>
<tr>
<td>10</td>
<td>(0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0)</td>
<td>(0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0)\cup (1 0 0 1 0 1 0 1 1 1 1 0 1 1 0)</td>
<td>(C10 → C5 → C5 → C4)\cup (D10 → D19 → D9)</td>
</tr>
</tbody>
</table>
The above table helps us to study the triggering patterns of a particular node which are in ON state when the remaining nodes are in OFF state.

<table>
<thead>
<tr>
<th></th>
<th>Triggering Patterns</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>(0000000000100000) U {(1001010111101101) (00100110)}</td>
<td>(C_{11} \rightarrow C_5 \rightarrow C_x) U (D_{11} \rightarrow D_3 \rightarrow D_9)</td>
</tr>
<tr>
<td>12</td>
<td>(0000000000100000) U {(0000110100000101) U {(1001110100101110) (11010011)}}</td>
<td>(C_{12} \rightarrow C_x \rightarrow C_{12}) U (D_{12} \rightarrow D_{15} \rightarrow D_{13})</td>
</tr>
<tr>
<td>13</td>
<td>(0000000000001000) U {(0000110100000101) U {(0000110100101111) (01100011)}}</td>
<td>(C_{13} \rightarrow C_x \rightarrow C_{12} \rightarrow C_9) U (D_{13} \rightarrow D_{13})</td>
</tr>
<tr>
<td>14</td>
<td>(0000000000001000) U {(0000110100000101) U {(0000110100101111) (01100011)}}</td>
<td>(C_{14} \rightarrow C_{12} \rightarrow C_x \rightarrow C_{12}) U (D_{14} \rightarrow D_{13} \rightarrow D_{13})</td>
</tr>
<tr>
<td>15</td>
<td>(0000000000001000) U {(0000110100000101) U {(0000110100101111) (01100011)}}</td>
<td>(C_{15} \rightarrow C_{15}) U (D_{15} \rightarrow D_{13} \rightarrow D_{13})</td>
</tr>
<tr>
<td>16</td>
<td>(000000000000001) U {(0000110100000101) U {(0000110100101111) (01100011)}}</td>
<td>(C_{16} \rightarrow C_5 \rightarrow C_x) U (D_{16} \rightarrow D_{13} \rightarrow D_{13})</td>
</tr>
</tbody>
</table>

Fig. 2. Induced graph on directed bi-graph
The interrelationship between the nodes of the above diagram states that $X_1$ (pay with allowances and bonus to the employee), $X_5$ (average performance) and $X_{12}$ (loss to the industry) is terminal node and $X_{13}$ (neither profit nor loss to the industry), $X_8$ (employee works less number of hours) is the intermediary node of this discussed problem. Similarly $D_{13}$ (opportunity for advancement), $D_9$ (status of the employee), $D_3$ (good inter personal relationship) and $D_{15}$ (growth) are the intermediary nodes.

VIII. COMPARISONS BETWEEN FCRMS MODEL AND IFCRMS MODEL

FCMs have several advantage on various fuzzy model. The main advantage of this method is easy to handle and based on expert's opinion. It also helps to work when the data is unsupervised. This fuzzy model help us to find out the hidden pattern of any type of given problem in any situation. Although this FCMs method are so simple and unique, it has some limitation also. First, this model consists of lengthy procedure for calculation when the matrices has higher number of rows and columns. Second, the manual calculation is fully based on Expert's opinion which may lead the personal bias. According to FCRMs bi-model, the experts choose certain vectors on ON state and others are OFF state. If we have chosen many vectors as ON state at the input level, the resultant vector will have two many 1 s as on ON state. There is no specific criteria or framework laid down to guide the experts while choosing the input vectors. To avoid this problem, IFCMs model predicates the appropriate results when comparing with FCRMs model. There are many advantages of IFCRMs model over FCRMs model.

1) Each vector is given its due importance by keeping it ON state.

2) The impact of all attributes are gathered into one induced bi-graph for the final analysis.

In the process it is possible to detect the interrelationship between the attributes and how one influences the other while reaching the equilibrium state.

The fixed point obtained will include the impact of all the mentioned attributes and the interpretation of the results will be complete solution rather than partial solution.

IX. CONCLUSION

In this section we have discussed employee--employer relationship which are evolved through IFCRMs method. The above discussed algorithm of the given problem focussed on the node that $X_1$, $X_8$ and $X_{13}$ which play role of fixed point and $X_3$ (only pay to the employee), $X_5$ (pay with allowance (or bonus) to the employee), $X_4$ (best performance), $X_5$ (average performance), $X_7$ (employee works more number of hours), $X_9$ (maximum profit to the industry), $X_{15}$ (good relation between employee and employer), $X_{16}$ (demand of the employee which is not fulfilled) are the major factor of this relationship. Similarly for the FRMs model $D_3$, $D_9$, $D_{13}$ play role of fixed point and $R_4$ (structure work condition), $R_5$ (reward to the employee who are loyal to the organization), $R_8$ (good relationship of manager with other employees), $R_9$ (linked rewards and benefits to fulfilling job requirement), $R_6$ (Provide opportunities for employee to develop technical skill), $R_7$ (achievement of the industry), $R_8$ (reinforce the need to follow organization policies and practice) are the major factors of this relationship. To increase strong employer employee relations in any industry they should follow some remedial measures which are discussed in below:

1) Strong employment relations create a pleasant atmosphere within the work environment; its increase the employee motivation. Companies that have invested into employee relations programs have experienced increase in the productivity and therefore the increased productivity leads to increase in profits for the industry.

2) Creating the productive and pleasant work environment has a drastic effect on an employee's loyalty to the business; it encourages a loyal workforce. Having such workforce improves employee retention.

3) When a work environment is efficient and friendly, the extent of conflict within the workplace is reduced. Less conflict results in the employees being able to concentrate on the tasks at hand and they are therefore more productive.

4) Employer always motivate their employee through encouragement and incentives. It is known throughout all levels of management that happy employee make productive employees.

5) When creating a work environment with an effective communication network there is one key factor i.e. employer's always keep their door open. Maintaining an open channel of communication will solve the problems quickly, which is beneficial for quick resolution.

6) Most employers aren't into equality as they would like to believe they are. But by embracing equality for all employees will create a fair and equal workplace environment for all. If every employee feels equal and important they are more likely to work harder and be more productive.
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Abstract—In this paper, we propose a new model for two purposes: (1) discovering communities of users on social networks via topics with the temporal factor and (2) analyzing the changes in interested topics and users in communities in each period of time. This model, we use Kohonen network (Self-Organizing Map) combining with the topic model. After discovering communities, results are shown on output layers of Kohonen. Based on the output layer of Kohonen, we focus on analyzing the changes in interested topics and users in online communities. Experimenting the proposed model with 194 online users and 20 topics. These topics are detected from a set of Vietnamese texts on social networks in the higher education field.

Keywords—SOM; topic model; interested topics; online users; online community; social networks

I. INTRODUCTION

In the scope of this paper, we would like to mention users’ community on social networks. Online community on the social network is a group of individuals who interact through specific media are able to overcome geographical boundaries and politics to pursue common interests or goals. In [5][10][12][16][20], community is a group of users who live and work in the same environment. One of the most popular virtual community types is social networking community.

![Fig. 1. Community on social networks [5]](image)

Figure 1 shows the structure of a social network through interacting of users in communities [5]. There are 3 communities and the links are among communities by discussed messages. It can be defined the community is a group of users on the social network who have interaction with each other and often pay attention to the discussed topics in the group rather than other groups [15][16][18]. In this paper, the set of online communities is denoted with C and a community is denoted with c, c ∈ C.

The conditional probability of a user community represents levels of participation and interested topics of users in communities [18]. In particular, p(c|u) is the probability of community c that contains the user u [5]. Thus, each user is contained in only the community in each period of time. In our research, we don’t consider overlap community. We consider discrete communities on topics. For example, we have a list of communities: \{C_1, C_2, C_3, C_4,...,C_k\} (1)

Users’ interests in topics often changes. This makes online communities of users also change. The influence leads to changes in online communities with two major reasons: (1) from the formation or change of groups of acquainted friends who make friends online or via the introduction of friends; (2) through hobbies of online users who make friends with each other or users who are interested in topics in message contents that users discuss. Thus, the relationship of online communities is regarded as a network with the combination of users. This relationship is shown on social networks [4][5][7][29]. Because of properties of each user on the social network, message contents exist in form of texts, images, etc. In a period of time, the same online community could be interested in exchanging many topics, and a topic can be discussed by many communities. Our research tasks are how to discover online communities of users on topics of messages discussed by users in communities and how each community is interested in a specific topic.

Another challenge given is that online communities often changes components on social networks over time, such as changes of users in communities, interested topics, etc. Therefore, the components changing in communities are often relevant to one or many topics that communities notice on social networks, the number of users in communities, levels of interests in each topic over time, and more particularly, changes in online community that have a lot of influences on behavior, attention and exchanges of users in communities. This leads to attracting many researchers paying attention to analyzing and facing the spread information to find out the origin of the sender’s information [15][27] or discover the influence of users or important topics to serve development strategies, such as managing users in companies, educational organizations or a country with the purpose of understanding users and performing effective marketing strategies, orientating careers and improving training environment, etc.

In order to discover the community of users on topics in each period of time, in this paper, we approach the topic model to exploit possibilities of content analysis to find each topic in each message content along with a specific set of words according to topics [4][8][9][25][26] and continue to exploit efficiency of our TART model to discover communities on interested topics of users with the temporal factor we propose and introduce in the study [22].

Besides the effective exploitation of TART model [22], we propose models that explore the community of users on the social network by using the training method of Kohonen network [6][21][23] combined with TART model. Subsequently, we focus on analyzing the change of topics and users of the community in each period of time.
The next sections of the paper: section 2 presents the related researches; section 3 presents the proposed model that discovers the community of users on the social network and analyzes the change of interested topics of users of communities in each period of time; section 4 presents experimental results and evaluation; section 5 presents conclusion, development directions and references.

II. RELATED WORKS

A. Group-Topic Model (GT)

In [7], authors aim to use as much of the commonly shared information that is available for the purposes of entity resolution. This information is organized via the latent concept of a group of authors (which characterizes which authors might be co-authors) along with topic information associated with each group (which helps disambiguate authors which could be authors of a number of groups). This leads to a model which authors call the grouped author-topic model.

To describe the model we need to introduce two concepts, that of group and that of topic. The idea of topic is common to other papers on topic model, where a topic is a mixture component defining a distribution of words. An individual abstract will only contain a small number of topics out of the total possible number. This is a result of the model taking a Bayesian non-parametric approach to the problem and allowing broad uninformative priors to be set on the number of entities.

B. Community-User-Topic model (CUT)

In [29], the authors propose two generative Bayesian models for semantic community discovery in social networks, combining probabilistic modeling with community detection in social networks. To simulate the generative models, an Gibbs sampling algorithm is proposed to address the efficiency and performance problems of traditional methods. In which, [29] approach successfully detects the communities of individuals and in addition provides semantic topic descriptions of these communities with two models: CUT1 and CUT2. CUT2 differs from CUT1 in strengthening the relation between community and topic. In CUT2, semantics play a more important role in the discovery of communities. Similar to CUT1, the side-effect of advancing topic z in the generative process might lead to loose ties between com-munity and users.

C. Community-Author-Recipient-Topic model (CART)

In [5], the authors introduce CART model (Community - Author - Recipient - Topic), the model is tested on the Enron email data system. The model shows that the discussion and exchange between users within a community are related to the other users in community. This model is binding on all relevant users and the topics discussed in the emails belonging to a community, while the same users and the various topics can link to other communities. Compared with the above models including CUT, CART model is closer to further emphasize the ways that the topics and their relationships affect the structure of the online community in exploring community on topics.

CART model [5] is one of the first attempts to discover the community by combining research-based content message that users of community to exchange on social network. The model consists of 4 main components in CART are C, A, R and T. In particular, C is a community of users, R is the recipients, A is authors, T is topics [5].

The CART model has the following:

1) To generate email \( e_d \), a community \( c_d \) is chosen uniformly at random.

2) Based the community \( c_d \), the author \( a_d \) and set of recipients \( \rho_d \) are chosen.

3) To generate every word \( w_{d,i} \) in that email, a recipient \( r_{d,i} \) is chosen uniformly at random from the set of recipients \( \rho_d \).

4) Based on the community \( c_d \), author \( a_d \) and recipient \( r_{d,i} \), a topic \( z_{d,i} \) is chosen.

5) The word \( w_{d,i} \) itself is chosen from the topic \( z_{d,i} \).

Gibbs sampling for CART model as:

\[
p(c_d, a_d, \rho_d, r_d, z_d, w_d) = p(c_d) p(a_d|c_d) \prod_{\rho \in \rho_d} p(r_{d,i}|c_d) \prod_{z_{d,i} \in z_d} p(w_{d,i}|z_{d,i})
\]

where, \( \rho_d \) set of recipients R, \( r_{d,i} \) is the sequence of latent recipients (selected from \( \rho_d \)), \( a_d \) is author and \( z_{d,i} \) is the sequence of latent topic corresponding to word sequence \( w_{d,i} \) in document d, and \( N_d \) is the total number of words in the email.

III. MOTIVATION RESEARCH

The above-mentioned studies [3][5][7][29] and other studies such as [3][10][23][24][30] studied the models of discovering communities based on content analysis. However, these studies have not attached special importance to the temporal factor and analyzed the changes in users’ interests in topics in community in each period of time. Because the changes in users’ interests in topics can affect changes in interested topics of communities and may also change the components of the online community, such as the geographical area forming community, the number of users, time and topics in community. We focus on analyzing the distribution of interested topics in the online community and analyzing the changes in interested topics and users in communities.

IV. DISCOVERING COMMUNITY MODEL

A. Kohonen network

Kohonen network was invented by a man named Teuvo Kohonen, a professor of the Academy of Finland. The Self-Organizing Map (SOM), commonly also known as Kohonen network is a computational method for the visualization and analysis of high-dimensional data, especially experimentally acquired information [2][17][19][28].

Determine the suitability through the survey of relevant researches and use of methods and algorithms for clustering to explore communities of users on topics, we choose the method Kohonen network. Kohonen network can cluster data without prior designated clusters (cluster correlation data in this study are interested topics of online community, corpus message...
enormous, multi-dimensional and online community very large should the predetermined number of clusters is extremely difficult) [17][19][23]. In addition, the output layer of Kohonen network is capable of performing visual text blocks, topics through the Kohonen layer in 2D [13][17][19].

The goal of the Kohonen network is mapped to N-dimensional input vector into a map with 1 or 2 dimension [2][3][19][20][28]. The vector space together in input will close on output layer of Kohonen network. A Kohonen network consists of a grid of the output node and the input node N. Vector input is transferred to each output node (see figure 2). Each link between input and output of Kohonen network corresponds to a weight. Total input of each neuron in the Kohonen layer by total weight of the input neurons that.

In initializing input and output layers, according to the figure 2, the input layer is a unique vector X. Each dimensional value of X such as $x_1$, $x_2$ or $x_n$ is represented as a certain input layer neurons in the figure 2. On the other hand, output layers of Kohonen network is a three-dimensional matrix of neurons. The self-organizing map is described as a square matrix since each output layer neurons is a group of one-dimensional matrix or a vector of weights with the number of its element is the number of input layer neurons or the number of dimensions of input vector - n. Therefore, the data we need for initializing input and output layer neurons will be:

- Let n be the number of dimensions of the input vector or the number of interested topics.
- And m be the number of elements for the output layer or the self-organizing map.

We use input vectors as in table 1 and table 2, in this case, n is equal to 3. Because these vectors have 3 dimensions or interested topics and m is depend on how many output neurons. As a result, output neurons are a SOM with m element and each element has 3 weights or we have m vectors in the output neuron layers. The reason for this outcome is in the learning process from each vector of learning set, we need to find the winning output neuron then we updates the value for relevant neurons which depends on the winning neuron and the current input vector (see figure 3).

The winning neuron is determined by finding the shortest distance neurons in the set of results. After winning neuron identified, the next step determines the vicinity of the winner neuron. The algorithm will update the weights of the weight vector of the winning neuron and all the neurons located in the neighborhood of the winner neuron. To determine the vicinity of winning neuron (called winning region), neighborhood function is applied. The function is described as follows:

$$h(r,t) = \exp\left(-\frac{r^2}{2\sigma(t)^2}\right)$$

(3)

where, $r$ is the distance between $w_x$ (a winning neuron vector) and $w_t$ (a current neuron vector)

$$r = \sqrt{(i-i_0)^2 + (j-j_0)^2}$$

(4)

where $i_0$, $j_0$ are ordinate of winning neuron vector and $\sigma(t)$ is the function for identifying the space of the neighborhood. In the beginning of the function, it involves almost the whole space of the grid, but with time, the value of $\sigma$ decreases [1].

$$\sigma(t) = \sigma_0 \frac{t}{\tau_1}$$

(5)

with:

- $\alpha(t)$: the learning rate at the iteration $t$
- $\sigma_0$: the initializing value of learning rate, $\sigma_0 = \sqrt{m}$
- $t$: the current number of iterations
- $\tau_1$: constant

The neighborhood function is represented as:

$$h(r,t) = \left(1 - \frac{2}{\sigma_0(t)^2}\right) e^{\frac{-r^2}{\sigma_0(t)^2}}$$

(6)

Use Mexican hat function to identify the neighborhood of winning neuron for the input vector. To be more understandable and comprehensible, the formula for updating weight showed as follows:

$$w'_{(i,j)k} = w_{(i,j)k} + \alpha(t)h(r,t)(v_k - w_{(i,j)k}) \quad \forall k \in \mathbb{N}, 0 \leq k \leq n$$

(7)

where,

- $k$: the dimension of neuron weights
- $n$: the number of interested topics
- $w'_{(i,j)k}$: the new value (post-update) of $k^{th}$ weight of the neuron at row $i$, column $j$

Fig. 2. The Kohonen neuron network structure for clustering vectors [3]
• \( w(i,j)_k \): the current (pre-update) value of \( k \)th weight of the neuron at row \( i \), column \( j \)
• \( \alpha(t) \): the learning rate at the current number of iterations
• \( h(r, t) \): the result of topological neighborhood function with \( t \) is the current number of iterations, \( r \) is the distance between the current neuron and the winning neuron
• \( v_x \): the value of \( k \)th weight of the current learning vector \( v_x \)

Function \( \alpha(t) \) is the learning rate, this value will decrease as the number of iterations \( t \). If a neuron is a winning neuron or neighborhood of the winner neuron, then the weight of vector is updated, reverse that neuron will not be updated. At each iteration, SOM have chosen the same weight vector to update its vector and weight vector to make them closer to the input vector.

B. Temporal – Author – Recipient – Topic model (TART)

We proposed a Temporal–Author–Recipient–Topic model [23] in the field of social network analysis and information extraction based on the topic model. The key ideas of the model focus on extracting words, discovering and labeling topics, and analyzing topics with authors, recipients and temporal factor.

Fig. 4. TART model [23]

During parameter estimation for TART model, the system will keep track 4 matrices to analyze users’ interests topics, including: \( T (\text{topic}) \times W (\text{word}) \), \( A (\text{author}) \times T (\text{topic}) \), \( R (\text{recipient}) \times T (\text{topic}) \) and \( T (\text{topic}) \times T (\text{temporal}) \). Based on these matrices, topics and temporal distribution \( \Psi_{\epsilon \omega} \), topic and temporal distribution \( \Theta_{\zeta \omega} \), author and topic distribution \( \Phi_{\epsilon \omega} \), recipient and topic distribution \( \Theta_{\zeta \omega} \), the matrices are given by (8), (9), (10) and (11):

\[
\begin{align*}
\theta_{\zeta \omega} &= \frac{m_{\zeta \omega} + \alpha}{\sum_z (m_{\zeta \omega} + \alpha)} \\
\phi_{\epsilon \omega} &= \frac{n_{\epsilon \omega} + \beta}{\sum_w (n_{\epsilon \omega} + \beta)} \\
\psi_{\epsilon \omega} &= \frac{n_{\epsilon \omega} + \mu}{\sum_t (n_{\epsilon \omega} + \mu)} \\
\theta_{\zeta \omega} &= \frac{m_{\zeta \omega} + \alpha}{\sum_z (m_{\zeta \omega} + \alpha)}
\end{align*}
\]  

C. General model

We propose the model for discovering online community and analyzing the changes in interests topics and users in communities on social networks in each period of time approaching the topic model with temporal factor. In this model, through results of the analysis and evaluation of the relevant models in discovering communities, we choose Kohonen network. Kohonen network combines with TART model [23]. The output of TART model is the set of interested topic vectors of users in each period of time. The general model consists of 3 main modules (figure 5):

1) Normalization the set of vectors from the output of TART model in order to suit the input vectors of Kohonen network.

2) Discovering community by using Kohonen network (SOM) to cluster users based on interested topic vectors. In this discovery, each cluster is a community of users on topics, corresponding to a neuron on the output layer of SOM.

3) Analyzing the changes of users and interested topics in communities on social networks based on the output layer of SOM and the relationship among output layers.

Fig. 5. General model of discovering community

The algorithm 1 describes the way to discover community users based-on topic model combined Kohonen network by clustering interested topics vectors of users and analyze the changes in communities of users.

Algorithm 1. Discovering communities and analyzing the changes in communities of users.

Input: the set of interested topic vectors of users (called the set of input vectors) from TART model [22]. The components of vectors include the topics probability and temporal factor which users are interested in.

Output: the set of communities of users on specific topics in each period of time and the changes in interested topics and users in online communities.

Process: Using method of Kohonen network. In this method, we introduce the main process steps, include:

1. Putting the set of input vectors.
2. For each \( i \in [1,...,n] \) /n is row and column on output layer of Kohonen.

For each \( j \in [1,...,n] \) Finding neurons which have weight vectors \( w_{ij} \) nearest with input vector \( v \). Called \( (i_0, j_0) \) is of winning neuron. Hence, euclidian distance between

\[
d(v, w_{0j}) = \min (d(v, w_{ij}))
\]

with \( i \in [1,...,n] \) and \( w_{0j} \) are weight of winning neuron.

3. Finding winning neuron and its neighborhood (figure 3)
4. Discovering online community based on the winning neuron and its neighborhood.
5. Analyzing the changes in interested topics and users in online communities based on online community on the output layer of SOM.
V. IMPLEMENTATION AND DISCUSSION

A. Experimental Data

Experimenting the proposed model (figure 5) for discovery communities with 194 interested topic vectors of 194 users who discuss 9 topics (random survey 9 topics are "facilities and services", "learning and examination", "international cooperation", "quality control", "scientific research", "living and life", "sport", "employment recruitment", "admission", "finance and fees", "friendship and love", "social activities" and "training" from 20 topics in the system of topics built in [11]). We analyze the above topics belonging to the period from December, 2008 to January, 2010 on 48,264 messages from social networks. In each period of time, we have interested topic vectors of different users. For example, the user \( u_1 \) during the period from \( t_1 \) to \( t_2 \) has an interested topic vector of user \( v(u_1, t_1, t_2) \), during the period from \( t_1 \) to \( t_3 \), we have the vector \( v(u_1, t_1, t_3) \). In general, each user has an interested topic vector at the time \( t \) is \( v_i(t) = <v_{i1}^t, v_{i2}^t, v_{i3}^t, ..., v_{in}^t> \) or \( X = (x_1, x_2, ..., x_n) \). Thus, we have interested topic vectors of users as follows:

**TABLE I. THE SET OF INTERESTED TOPIC VECTORS**

<table>
<thead>
<tr>
<th>User</th>
<th>Temporal ( t_i )</th>
<th>Temporal ( t_j )</th>
<th>( v(u_i, t_i, t_j) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_1 )</td>
<td>Dec 01, 2008</td>
<td>Dec 31, 2008</td>
<td>( v(u_1, t_1, t_2) )</td>
</tr>
<tr>
<td>( u_2 )</td>
<td>Feb 01, 2009</td>
<td>Feb 28, 2009</td>
<td>( v(u_2, t_2, t_3) )</td>
</tr>
<tr>
<td>( u_3 )</td>
<td>Apr 01, 2009</td>
<td>Apr 30, 2009</td>
<td>( v(u_3, t_2, t_4) )</td>
</tr>
<tr>
<td>( u_4 )</td>
<td>Feb 01, 2009</td>
<td>Feb 28, 2009</td>
<td>( v(u_4, t_2, t_3) )</td>
</tr>
</tbody>
</table>

**TABLE II. THE SET OF INTERESTED TOPIC VECTORS OF USERS IN OTHER FORM**

<table>
<thead>
<tr>
<th>Users</th>
<th>Topic &quot;international cooperation&quot;</th>
<th>Topic &quot;admission&quot;</th>
<th>Topic &quot;learning and examination&quot;</th>
<th>Temporal ( t_i = t_j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_1 )</td>
<td>0.85246</td>
<td>0.0</td>
<td>0.772527</td>
<td>Dec 01, 2008 - Dec 31, 2008</td>
</tr>
<tr>
<td>( u_2 )</td>
<td>0.85000</td>
<td>0.86956</td>
<td>0.676793</td>
<td>Feb 01, 2009 - Feb 28, 2009</td>
</tr>
<tr>
<td>( u_3 )</td>
<td>0.62417</td>
<td>0.34132</td>
<td>0.893421</td>
<td>Apr 01, 2009 - Apr 30, 2009</td>
</tr>
<tr>
<td>( u_4 )</td>
<td>0.52345</td>
<td>0.52341</td>
<td>0.834212</td>
<td>Feb 01, 2009 - Feb 28, 2009</td>
</tr>
</tbody>
</table>

Table 1 and table 2 are the forms of interested topics of users on social networks. This is the set of input vectors for Kohonen network. The input vectors include 3 users interested in 3 topics in 3 periods of time \( t_1-t_2, t_3-t_4, t_3-t_4 \). The goal of training process is to cluster the set of interested topic vectors. Thus, with \( V(t_i, t_j) \) we have the output layer of Kohonen \( K(t_i, t_j) \) which is a 2-dimensional array (see figure 9).

B. Discovering online community

This section presents the results of test to discover communities of users on the social network in each period of time. This section focuses on modules (1) and (2) of the model in figure 6.

Figure 6 shows the results of the training process to discover communities of users on the output layer, experimenting with 194 topic vectors with 194 users in discussing on 9 topics.

Each neuron (cell) on the output layer (see figure 6) corresponds to a community of users to exchange topics in each period of time. Each neuron has a dark or light color corresponding to the number of users more or less in communities. The darker the color on each neuron is, the more the number of users in the community is. If the neuron is white, users in communities do not exist.

**Fig. 6.** Results of discovery communities is shown on the output layer of SOM

C. Analyzing the changes in interested topics and users in online communities

This section focuses on testing the proposed model of the module (3) in figure 5. Based on the output layer of SOM in each period of time in figure 6, we can examine the relationship between the clusters (neurons) in the output layer based on the components such as users, interested topics, probability and number of clusters in each period of time.

Based on the output layer of SOM in each period of time in figure 6, we can examine the relationship between the clusters (neurons) in the output layer based on the components such as users, interested topics, probability and number of clusters in each period of time.
Figure 7 and figure 8 show the analyzed results of changes in interested topics and users in the communities from Dec-2008 to Jul-2009. Surveying 9 topics, we find that interested topics have frequent levels during months and highly increase in Apr-2009 and May-2009, and occupy most users in communities with 9 topics. Besides, we find that interested topics have frequent levels during months and highly decrease in Jun-2009 and Jul-2009.

Figure 9a, 9b and 9c show the output layer of Kohonen in 3 periods of time (Mar-2009, Apr-2009 and May-2009). We have the output layer with a set of neurons (each neuron in dark color is the one corresponding community of users on specific topics).

According to figure 11, there are 3 communities C\textsubscript{5}, C\textsubscript{6} and C\textsubscript{7} on 9 topics. At that time, community C\textsubscript{5} is interested in the 8 topics in May-09. In each period of time, the participation level of users in communities on topics may also change in other communities. Observing figure 11, we see the elasticity of the number of users in each community in each period of time. In this observation, the community C\textsubscript{2} in the topic "learning and examination" in Dec-2008 with the number of users is 16, but in Jan-2009, the number of users in community C\textsubscript{2} is 4, in Jun-2009 is 2, but in Jul-2009, community in the topic "learning and examination" doesn’t exist anymore. Analyzing the data, we find that during Jul-2009, most users are only interested in the topic "international cooperation" in community C\textsubscript{9}. 

Based on the output layer in figure 6 and figure 9 (9a, 9b, 9c), we continue to analyze changes in interested topics and users in communities in each period of time). Each period of time, there are different from the number of communities among output layers of Kohonen. In figure 9a, there are 6 communities. However, figure 9b has 11 communities in Apr-2009 and figure 9c has 9 communities in May-2009. Figure 10 shows the changing of topics interested in communities on output layers of Kohonen (figure 9).

According to figure 11, there are 3 communities C\textsubscript{5}, C\textsubscript{6} and C\textsubscript{7} on 9 topics. At that time, community C\textsubscript{5} is interested in the 8 topics in May-09. In each period of time, the participation level of users in communities on topics may also change in other communities. Observing figure 11, we see the elasticity of the number of users in each community in each period of time. In this observation, the community C\textsubscript{2} in the topic "learning and examination" in Dec-2008 with the number of users is 16, but in Jan-2009, the number of users in community C\textsubscript{2} is 4, in Jun-2009 is 2, but in Jul-2009, community in the topic "learning and examination" doesn’t exist anymore. Analyzing the data, we find that during Jul-2009, most users are only interested in the topic "international cooperation" in community C\textsubscript{9}. 

Figure 7. Analyzing the changes in interested topics in community of users in each period of time

Figure 8. Analyzing the changes in interested topics in community of users in each period of time

Figure 9. Results of discovery communities show on the output layer of Kohonen
Fig. 10. Communities on 9 topics in 3 periods of time (Mar-2009, Apr-2009 and May-2009) on the output layer of SOM

Fig. 11. The change of users of communities on topic in period from Dec-2008 to Jul-2009

However, in Feb-2009, the number of users reduces to 4. For the community C4 is interested in the topic "international cooperation", in Apr-2009, the number of users in C6 is 30, but in May-2009, the community C7 reduces to 21 users. Analyzing the topic "admission", we see the peak of community C6 in Apr-2009 is 56. In 3 months May-2009, Jun-2009 and Jul-2009, there aren't any communities interested in "learning and examination" and "admission" topics. The community on topic "international cooperation" is relatively stable during the analysis period in figure 11 from Dec-2008 to Jul-2009. Thus, the elasticity of the number of users in communities indicates the phenomenon of joining or leaving the communities of users. That means at the point ti there are more or fewer users in communities than the ti-1 or ti+1.

Fig. 12. The change interested topic of "user 1" and "user 116" of communities on topic in period from Dec-2008 to Jul-2009 by interested probability
Figure 12 shows the communities which “user 1” and “user 116” join in. We survey random with two users “user 1” and “user 116” on 9 topics. With user “user 1” joins in communities are C3, C5, C6 and C0 with each different interested probability on each different topic. And user “user 116” joins in communities are C2, C3 and C5. These users have the changes about interested topic, probability and community in each period of time.

D. Results Evaluate

Application of the Precision (P), Recall (R) and F-measure (F) in [14] to evaluate the clustering results by Kohonen network. We compare the results of clustering vector of topics according to the proposed model and the clustering results by manual [19][23]. Assume that in set of actors we divide these actors into m clusters of actors by manual (by clustering based on the topics of the forum). On the other hand, by using SOM, the set is split to k clusters. Precision measure represents the ratio of the accuracy of a SOM cluster. If the ratio is 1, it means that all the actors in SOM cluster belong to cluster m1, or k1 < m1. Precision measure represents the ratio of the accuracy of a SOM cluster. If the ratio is 1, it means that all the actors in SOM cluster belong to cluster m1, or k1 < m1. According to Brew & Schulte im Walde (2002), F-Measure, which is the combination of Precision and Recall, is used to compute the accuracy of the system. For the clustering system, this is the equation:

$$F = \frac{2PR}{P+R}$$ (12)

The greater value F-Measure has, the more accurate the SOM is. Theo Brew C, [4] proposed evaluation method follows: corresponding to a cluster in the clustering result of the system we calculate the value of the F-measure for all clusters to be created manually. Choosing cluster which has the value of the highest F-measure and remove that cluster and repeating the above step for the remaining term. The total values of F-measure higher clustering system more accurately.

Here are the results of the corresponding F-measure (see table 3) with m = 5 clusters and k = 6 clusters (by Kohonen). We compute the table of Precision, Recall, then manipulate the total F-measure.

<table>
<thead>
<tr>
<th>Kohonen/Manual</th>
<th>C0</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
</tr>
</thead>
<tbody>
<tr>
<td>C0</td>
<td>0.43</td>
<td>0.15</td>
<td>0.84</td>
<td>0.52</td>
<td>0.68</td>
</tr>
<tr>
<td>C1</td>
<td>0.67</td>
<td>0.61</td>
<td>0.00</td>
<td>0.16</td>
<td>0.00</td>
</tr>
<tr>
<td>C2</td>
<td>0.00</td>
<td>0.36</td>
<td>0.51</td>
<td>0.62</td>
<td>0.16</td>
</tr>
<tr>
<td>C3</td>
<td>0.72</td>
<td>0.00</td>
<td>0.55</td>
<td>0.55</td>
<td>0.34</td>
</tr>
<tr>
<td>C4</td>
<td>0.81</td>
<td>0.73</td>
<td>0.25</td>
<td>0.00</td>
<td>0.72</td>
</tr>
<tr>
<td>C5</td>
<td>0.19</td>
<td>0.00</td>
<td>0.15</td>
<td>0.29</td>
<td>0.36</td>
</tr>
<tr>
<td>MAX</td>
<td>0.81</td>
<td>0.73</td>
<td>0.84</td>
<td>0.62</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Total MAX for clustering by Kohonen network is:

$$0.81 + 0.73 + 0.84 + 0.62 + 0.72 = 3.72$$

Total max value of F-measure in table 4 is 3.72 (respectively 74%). This value according to our assessment is high, this proves the proposed method using the clustering method of Kohonen network combined TART model with high accuracy.

VI. CONCLUSIONS AND FUTURE WORKS

A. Conclusions

The contributions to this paper are summarized into two major issues:

1) Proposing a new model to discover online communities based on the topic model:

We focus on exploiting and combining Kohonen network and TART model. The model consists of two main components: (1) standardizing and selecting the result from the output of TART model. This is a set of interested topic vectors of users on social networks and is also a set of input vectors for Kohonen network, (2) proposing the model of using Kohonen network to discover communities of users interested in specific topics which are called communities of users on topics. The model can discover users’ interested topics in each period of time and probability of topics interests, calculating topics apportion according to each online community. The challenge given in this content is to discover online communities through discussed contents because communities frequently change interested topics as well as members who participate in social network communities.

2) Analyzing changes in interested topics and users in communities on social networks in each period of time is based on the output layer of SOM and the relationship among that output layer.

B. Future work

The results of this paper will be the basis for researches in the future such as looking for important people in communities, analyzing the influence spread of topics and searching for the origin of information on social networks.
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Abstract—A new design method for orthonormal FIR filter banks, which can be constructed using the generalized Meyer wavelet by taking into account the effect of time-shift factor, is proposed in this paper. These generalized Meyer wavelets are proved to be of the same basic properties and the time-frequency localization characteristics as the classical Meyer wavelet, furthermore some performances of the Meyer wavelets are improved by change of time-shift factor, which can better satisfy requirements of constructing orthonormal filter banks. The simulation shows that design of orthonormal filter banks based on the generalized Meyer wavelets with maximal symmetrical index is rational and effective.
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I. INTRODUCTION

The Wavelets transform serves as an effective tool for Multi-resolution signal analysis that have found applications in data compression, image processing and information extraction. The time-frequency character of wavelet transform can be widely utilized to perform fine temporal and spectral analysis in high-frequency and low-frequency respectively. As is well known, the discrete wavelet transform is obtained by repeated sampling and filtering with low and high-pass finite impulse response (FIR) so that if the wavelet is orthonormal, the inverse problem, e.g. signal de-noising and perfect reconstruction, can be realized easily. In fact, from a traditional signal processing point of view, a wavelet is a band-pass filter, and therefore the wavelet transform can be interpreted as a constant-Q filtering with a set of filter banks. In terms of the investigation by Daubechies, as in [1][2], when the wavelet bases are orthonormal, the scaling function \( \phi(t) \) and wavelet \( \psi(t) \) obey two-scale difference equations as:

\[
\begin{align*}
\phi(x+1), \phi(x+1) &= \delta_x \\
\phi(x+1), \psi(x+1) &= \delta_x
\end{align*}
\]

(1)

which means the wavelet \( \psi(t) \) bases are a group of perfect reconstruction FIR filter banks. Thus, these orthogonal FIR filter banks with orthogonal impulse responses can be designed by means of compactly supported wavelet bases. The Meyer wavelet is one of the earlier classical orthonormal wavelets bases, as in [3][4], which has good properties, such as fast convergence on frequency domain, regularity, localization in time domain as well as infinitely differentiable, so the Meyer wavelet can be introduced to design such orthonormal perfect reconstruction FIR filter banks, as in [5][6][7]. In this paper, start with scaling functions \( \phi(t) \) of the (classical) Meyer wavelet, the (classical) Meyer wavelets base is extended to the generalized Meyer wavelet bases to design the orthonormal filter banks, then analyze characteristics of the generalized Meyer wavelet including periodicity, symmetry and compact support conditions, finally, the simulation results show that these new wavelet bases are not only provide new approach for design of orthonormal filter banks and the construction of complex wavelets, but also develop and enrich the (classical) Meyer wavelet and others applications.

II. THEORETICAL BACKGROUND

A. The Meyer wavelet

The Meyer wavelet function \( \psi_M(t) \) and scaling function \( \phi_M(t) \) have better localization characteristics, which are defined in the frequency domain, as in [2]. Usually, the wavelet function can be obtained by scaling function as follows:

\[
\hat{\phi}_M(\omega) = \begin{cases} 
1, & |\omega| \leq 2\pi/3 \\
\cos \left[\frac{\pi}{2} \sqrt{\frac{3}{2\pi}} |\omega|\right], & 2\pi/3 \leq |\omega| \leq 4\pi/3 \\
0, & \text{others}
\end{cases}
\]

(2)

where \( \nu \) function satisfy \( \nu(x) + \nu(1-x) = 1 \).

In light of theory of multi-resolution, since the \( \hat{\phi}_M(\omega) \) defined by (2) is compact support, its support interval is \([{-4\pi/3, 4\pi/3}] \subset (-2\pi, 2\pi)\) and
\[ \hat{\phi}_M(\omega) = 1, \omega \in [-2\pi/3, 2\pi/3], \]

Meyer scaling coefficients \( \hat{h}_M \) expression in frequency-domain are given as in [3][4]:

\[
\hat{h}_M(\omega) = \sqrt{2} \frac{\hat{\phi}_M(2\omega)}{\phi_M(\omega)} = \sqrt{2} \phi_M(2\omega) = \sqrt{2} \cos \left[ \frac{\pi}{2} - \frac{3}{2\pi} |\omega| - 1 \right]
\] (2)

Clearly, \( \hat{h}_M(\omega) \) is real and odd function, at the same time, its support interval is \([-2\pi/3, 2\pi/3]\), so the scaling coefficients function can be found as follows:

\[
h_M(t) = \frac{\sqrt{2}}{2\pi} \int_{-2\pi/3}^{2\pi/3} \cos \left[ \frac{\pi}{2} v_m \left( \frac{3}{\pi} |\omega| - 1 \right) \right] \cos(\omega t) d\omega
\] (3)

\[
\phi_{M,\tau}(t)
\]

\( \tau - 1 \)

\( \tau = 0 \)

\( \tau = 0.25 \)

\( \tau = 0.75 \)

Fig. 1. The generalized Meyer scaling function \( \phi_{M,\tau}(t) \)

B. The Generalized Meyer Wavelet

In equation (3), the sampling sequence of the \( h_M(t) \) at the integral point \( t = k, k \in Z \) is just the scaling coefficient filter \( h_M \) of the classical Meyer scaling function. However, according to the Nyquist sampling theorem, one can also get a new kind of time sequence which depends on the sampling values at the non-integral points \( (t \neq k, k \in Z) \) of \( h_M(t) \) with the same sampling step \( \Delta = 1 \), as in [3][4], that is

\[
h_{M,\tau}: h_k = h_M(\Delta(k - \tau)) \quad \tau \in R, k \in Z
\] (4a)

using these sampling values, \( h_{M,\tau}(t) \) also can be reconstructed completely. In (4) \( \tau \) be called a time-shift factor. In contrast to the classical Meyer scaling function coefficients \( h_M \), these new sequences \( h_{M,\tau} \), originating from different time-shift factor \( \tau \) have the same magnitude spectrum: \( |H_{M,\tau}(\omega)| = |H_M(\omega)| \), which independent on the time-shift factor \( \tau \), such that they may reserve many similar basic characteristics (when \( \tau = 0 \),

\( h_M = h_{M,0} \) ). Similarly, the corresponding wavelets coefficients sequence can also be calculated as follows:

\[
g_{M,\tau}: g_k = (-1)^k h_{M,\tau}(1-k) \quad \tau \in R, k \in Z
\] (4b)

Therefore, the \( h_{M,\tau}, g_{M,\tau}, \tau \in R \) be called as generalized Meyer scaling coefficients sequences and wavelets coefficients sequence respectively. The corresponding scaling function \( \psi_{M,\tau}(t) \) and wavelet \( \phi_{M,\tau}(t) \) are named for the generalized Meyer scaling function and the generalized Meyer wavelet respectively in this paper. All of them constitute the generalized Meyer bases. The waveform of generalized Meyer \( \psi_{M,\tau}(t) \) and \( \phi_{M,\tau}(t) \) are shown in Fig.1 and Fig.2 when \( \tau = 0, 0.25, 0.5, 0.75, 1 \).

It can be seen from Fig.1: (1) Though new sequence \( h_{M,\tau} \) have not compact support interval, it decay fast. So the corresponding scaling function \( \phi_{M,\tau}(t) \) also decay fast. (2). The generalized Meyer scaling function \( \phi_{M,\tau}(t) \) about the parameter variable \( \tau \) is periodic, the period is 1. Moreover, one finds that the waveform variation tendency of the generalized wavelets function \( \psi_{M,\tau}(t) \) is also periodic, equal to 1, as can be seen from Fig.2.
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Fig. 2. The generalized Meyer wavelets function \( \psi_{M,\tau}(t) \)

It is easy to verify that new wavelets bases \( \psi_{M,\tau}(t) \) which be determined by \( h_{M,\tau}, \tau \in R \) have the same localization characteristics (which include in time domain, frequency domain and time-frequency domain), regularity and orthonormality as the classical wavelets bases \( \psi(t) \) as in[3].
III. SIMULATION AND DISCUSSION

The generalized Meyer bases symmetry, including function scaling $\phi_{M,\tau}(t)$ and wavelets function $\psi_{M,\tau}(t)$, depends on the generalized Meyer scaling function $h_M(t)$ and time-shifting factor $\tau$, in other words, be decided completely by symmetry of sequence $h_{M,\tau}$. In order to study the symmetrical degree of the generalized Meyer bases, the symmetrical index $\mu$ can be considered into sequence $h: \{h_k, k \in Z\}$, as following:

$$\mu = \max \left\{ \sum_{k \in Z} |h_k||h_{-k}| \right\} / \|h\|^2, \quad (5)$$

The symmetrical index $\mu$ ($0 < \mu \leq 1$) can effectively evaluate symmetrical degree of sequence $h$ and have nothing to do with position of central point. Here, In terms of maximal symmetrical index, the coefficients $h_{M,\tau}$ at $\tau = 0.5$ and $\tau = 1$ will be selected prior to other sequence $h_{M,\tau}$ for designing the orthonormal FIR filter banks, as in [4], which have linear phase or approximate linear phase. According to relation of $\psi(t) \leftrightarrow g \leftrightarrow h$, one can easily obtain a fast algorithm for decomposing real signal $s(t) \in L^2(\mathbb{R})$ and complex signal by a group of filters constructed by the generalized Meyer bases, as in [7][8]. Naturally, the initialized sequence can be given by

$$c^0: x_k^0 = \sum_n x(n)\phi(n-k), \quad \tau = 0.5$$

$$c^0: x_k^0 = \sum_n x(n)\phi_\tau(n-k), \quad \tau = 1$$

(6)

Assuming the polluted signal is modeled as $s(t) = \sin(20t) + n(t)$, where $n(t)$ denotes gauss white noise. It can be seen from Fig.3 that the distortions happened at peak value of the primitive signal $\sin(20t)$, and thereby the signal $s(t)$ is composed of multiple frequency components. According to the above Generalizing method, the wavelet decomposition coefficients $h_{M0.5}$ can be easily obtained as:

$$h_{M0.5} = \{-0.1403, 0.1686, 0.6668, 0.6668, 0.1686 - 0.1403 - 0.0404, 0.0664\}$$

IV. CONCLUSION

In this paper, the time shift $\tau$ can be considered into the scale function of the Meyer wavelet so as to produce a group of new wavelet bases, called the generalized Meyer wavelets. Because all generalized Meyer bases inherit many good properties of the original Meyer bases, a set of perfect reconstruction FIR filter banks designed by the generalized Meyer wavelet are regular and orthonormal accordingly. In addition, FIR filter banks with linear phase also might be constructed on the basis of symmetrical index, and has better smoothness for extracting signal envelope and construction of signal. As the time shift only affects the phase of filter function, it is also convenient to construct the complex analytical signal with desired phase for digital signal processing. In the subsequent work, the fast algorithm of these generalized Meyer wavelet coefficients will be discussed more in-depth and the analytical relation between the time shift and the phase change of will be derived for applications.
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Abstract—Recently Low power consumption and Custom Memory design is major issue for embedded designer. Micro wind and Xilinx simulator implements SRAM design architecture and performs efficient simulation. These simulators implements high performances and low power consumption of SRAM design. SRAM efficiency analyzed with 6-T architecture design and row/column based architectural design. We have analyzed clock implemented memory design and simulated with specific application. We have implemented clock based SRAM architecture that improves the internal clock efficiency of SRAM. Architectural Clock implemented memory design reduces the propagation delay and access time. Internal semiconductor material designed technique also improves the SRAM data transitions scheme. Semiconductor material and clock implemented design improve simulation performance of SRAM and these design implements for recently developed Application Specific Memory Design Architecture and mobile devices.
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I. INTRODUCTION

Custom architecture design analyzes the behavior of memory implements for high performance and low power consumption. Various simulators implements high performance and they simulate cache design in various structures. We have used some simulators such as micro wind, Xilinx. By the help of these simulators we implements memory structure in various formats. Micro wind simulator used to design architectural memory cell and simulates an integrated circuit. It’s contains a library of common logic and analog ICs to view and simulate logic circuits. Electric extraction of this circuit is automatically performs analog simulation curve immediately. A sense amplifier is used to read the contents of SRAM cells and performs the amplification, delay reduction and power reduction. Sense amplifier plays dominant role in SRAM cell architecture and used to sense the stored data. Xilinx simulator used to verify the functionality and timing of integrated circuit designs. Xilinx simulation process is allowed as to creating and verifying complex circuit’s functions. Recently transistor technology increases the SRAM capability usually 6-12 transistors used for high performance but cell size is gradually increases is the major issue. The no. of transistors can be reduces and implements clock and materials design techniques that reduces data losses of SRAM.

A cell design architecture implementation method improves the SRAM performance and consumes low power. Cache implementation technique also implements high speed data transfer scheme. Kuldar at el. [1] proposed a technique to synthesize the local memory architecture of a clustered accelerator using a phase-ordered approach. Merolla at el. [2] designed fabricated key building block of neurosynaptic core, with 256 digital integrated neurons and 1024x256 bit SRAM crossbar memory design architecture. Panda at el. [3] proposed scratch-pad memory architecture design for application specific processor and used optimization technique to customize embedded system. Park and Diniz [4] designed Static RAM and synchronous Dynamic RAM with efficient latency and access modes. The synthesis methods implement the advanced memory structure, such as “smart buffer”, that require recovery of additional high-level information about loops and array [5]. Sense amplifier designs improve sensing delay and it’s performs excellent tolerance to process variations [7]. Three novel cache models [9] using Multiple-Valued Logic (MVL) to reduces the cache data storage area and cache energy consumption for embedded systems. Spin-transfer torque RAM (STT-RAM) [10] is an emerging nonvolatile Memory technology that used low-power and high-density advantages over the SRAM.

Calhaun and Chandrakasan [11] proposed low-voltage operation technique for traditional transistor (6 t) SRAM. Dhanumjaya at el. [12] presented the dynamic column based power supply of 8T SRAM cell design and these architecture design is implements with conventional SRAM 6T in various aspects. Chen at el. [13] compared of 6T and 8T bit cell design in various domains with specific condition. Shukla at el. [14] presented a novel structure of the SRAM Bit-Cell, called as P4-SRAM Bit-Cell structure. These proposed bit-cells utilizes the Gated-VDD technique for transistor stacking in the PP-SRAM along with the full-supply body biasing to reduce the active, standby, and dynamic power in the memory. Dadoria at el. [15] analyzed the comparison of different type of SRAM topology, at 180nm CMOS technology that improves stability, power dissipation and performance.
II. ARCHITECTURAL SRAM DESIGN

Static SRAM cell implements with access transistors and these access transistor implements memory operations. 6-T Static SRAM design architecture implemented with PN diffusion, data unit, and bit line by the help of Micro wind [Fig. 1 & Fig. 2]. Micro wind [8] simulator used to design and simulate SRAM architecture. SRAM Simulation speed depends upon the semiconductor material design and metal-contact mechanism [Fig. 3]. Internal architecture of Static SRAM [Fig. 4] material design contains Silicide material and this Silicide also implemented with Salicide (oxide implemented silicide) material. This Semiconductor material design improves the SRAM capability and reduces the gap of p-n substrates. We have analyzed 4 sets of 6-T SRAM design with Salicide (oxide implemented silicide) material and these materials implement data transition speed and access time [Fig. 5] in efficient manner. SRAM contains Sense amplifier unit that used to sense stored the data. SRAM capability also implements with clock design mechanism. By the help of Micro wind we have analyzed internal architecture of SRAM and analyzed the clock based SRAM architecture [Fig. 6]. SRAM cell design implemented with row and column based 64-T architecture and Sense amplifier unit.

Fig. 1. CMOS 6-T SRAM Circuit structure

Fig. 2. Basic internal architecture of CMOS SRAM
A. Sense Amplifier

Sense amplifier used to generate the low power signals from a bit line that stored in the Memory cell and amplifies with small voltage swing to recognizable Logic levels data are easily interpreted. The sense-amplifier circuits is usually consist of 4 to 6 Transistors and single sense amplifier unit associate with each column of memory cells, there are usually thousands or millions of identical sense amplifiers used as performance improvements. We have improved sense amplifier circuit with silicide to Salicide material design. These materials improve SRAM capability and increased internal data transitions speed. Sense amplifier unit designs with data unit, sense unit and pre-charge unit etc. [Fig 7]. SRAM design architecture such as 4-T to 12-T depends upon sense amplification mechanism.
B. SRAM cell analysis for low power

The 64-T Static SRAM design implements with access transistors. 64-T Static SRAM circuits design implements with sense amplifier unit that provides low power signals from a bit line is represents a data bit stored in a SRAM cell. We implements 64-T SRAM with Data IN unit, Data OUT unit, chip selection unit and sense amplifier circuits by the help of micro wind [Fig. 8]. When we have enabled the chip and sense amplifier it performs memory operation and produces the analogues result. We have implemented Salicide material quantity then it is gradually reduce the power consumption and performs efficient simulation. Salicide material improves simulation performance of SRAM with low power consumption and reduces the gap between P N substrate. We have implemented SRAM design with clocks [Fig. 6] and its internal cell design analysis with micro wind. We have also used Verilog code for RAM cell design analysis and implements clock by the help of Micro wind. SRAM design implements with row and column based 64-T cells and internal architecture decide efficient memory access pattern. SRAM Memory architecture implements with efficient clock mechanism by the help of Xilinx simulator [Fig. 9].
III. CLOCK BASED MEMORY ARCHITECTURE DESIGN

Xilinx [6] simulator provides the interpretation of VHDL or VERILOG code into circuits functionally and performs the logic results of the HDL to determine circuit operations. During the HDL synthesis mechanism, XST analyzes the HDL code and attempts to imply the specific design building blocks. SRAM design implemented with clock, Clock controlling the write and read operation [Fig. 8]. When writes enabled activated write address implements input data transfer and clock activated for write operations. When clock read is activated then it produces the output data and performs read operations. Clock implemented SRAM designs have synthesized with LUTs, mux, and buffer etc. [Fig. 9 and Fig. 10] by the help of Xilinx simulator.
A. Dual Clock SRAM design

Dual clock implemented cache design that implemented with separate read clocks and separate write clock when signal activated and performs memory operations. When write enabled then activated the write address for input data transfer and these separate write clock performs write operations. Another read clock signal is activated then it activates for read address and produces the output data and performs read operations. The Dual clock architectural of SRAM design implemented with ffd, buffer designs etc. [Fig.11 and Fig.12] and these dual clock design implements the data transition scheme. These dual clocks SRAM design implements access time and reduces the propagation delay.
Fig. 11. Dual Clock SRAM Design

Fig. 12. Dual clock SRAM RTL Design section
B. Clock implemented SRAM Design

Clocks have implemented with subdivision mechanism and used counters are associated with a stream of ticks that represent time periods. Clock manage read and write operations with help of clock subdivision mechanism. Architectural clock based SRAM design implemented with counters, buffer etc. [Fig. 13 & Fig. 14]. Clock based counter used to manage all memory operation with schedule process and these architecture implements multiple data transitions scheme [Fig. 15].

Scheduled write/read operation reduces the data losses and implements memory access time and propagation delay time. We have analyzed that Single clock SRAM memory performs access time as 1ns and dual clock SRAM design implements simulation access time as 0.8ns because both operation implements data transitions with proper active state. Clock behavior implemented with clock subdivision mechanism and implements memory design that reduces the propagation delay time as 0.2ns or ten times reduces its depends upon clock edges pattern [Fig. 16 and Fig 17].

![Fig. 13. Clock Implementation RTL design section of SRAM](image-url)
Fig. 14. Clock dividend section implements for SRAM cell

Fig. 15. Clock implemented SRAM Design
Propagation delay provides the maximum delay between a change in the input and the correct value appearing in the output state. Setup and hold time is the minimize duration that the data input to a flip-flops has to be at the desired value appear in before and after the relevant clock edge. A propagation delay time of clock implemented SRAM cell performs efficient simulation accessing between inputs to output states [Fig. 16]. If we implement data transitions according to the positive and negative edges of clocks then we get efficient results. We have analyzed the access time with various memories architecture [Fig. 17].
IV. APPLICATION SPECIFIC MEMORY SIMULATION

Clock implemented memory design have used according to our specific application. We have used standard Dhrystone application on target hardware environment and analyzed the ISA simulation behaviour with integrated Clock implemented memory design [Fig. 18]. Application specific ISA designs analyzed with XUP-5 FPGA hardware environments. These ISA designs implement processing behavior of our application. Clock implemented memory design analyzed for various ASIP simulation and low power consumption design architecture. Clock implemented memory architecture implements multiple data transitions scheme and implements simulation performance in efficient manner.

![Clock Implemented Application Specific Architectural Memory Design Simulation](image)

Fig. 18. Clock Implemented Application Specific Architectural Memory Design Simulation

V. CONCLUSION

Custom Cache architecture behaviour and it’s efficiency analyzed with various simulators. Our main focus in this paper is to analyze the simulation efficiency of SRAM and analyzed internal clock architecture behaviour. In this paper we have analyzed Semiconductor material implemented memory design that improves internal efficiency of SRAM and reduces access time and propagation delay. Clock implemented architectural memory design implemented with clock subdivision mechanism and clock implemented memory designs implement multiple data transitions scheme that reduces meta-stability and data losses of SRAM. We have analyzed that memory performance depends upon row/column based architecture design and application specific access pattern. Clock implemented architectural memory design implements for ASIP design analysis.
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Abstract—GIS software has different useful tools that can be used for sites, demographic and competitive analysis. These tools enable retail and market researchers to find solutions related to many retail planning issues. The aim of this paper is to use Geographical Information Systems (GIS) for retail location assessment of two retail centers called Al-Dawly and Al-Mahmal centers located at Jeddah city, Saudi Arabia. The first part of the paper presents a review about retail centers classification and about GIS applications in retail planning field. The second part of the paper discuss the outputs of the created application which include a- defining retail catchment area, b- building retail demand profile, and c- analyzing retail catchment area. The results of this application can be used by retail planners for evaluating retail centers location and for identifying the extent of retail market.
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I. INTRODUCTION

One of the main noticeable features of Jeddah city is related to the rapid growth and expansion in retail facilities. Every city district has different types of retail centers. Some of these centers are small and specialized in certain goods or products e.g. mobile phone centers, and others are large retail centers e.g. Hera or Althahla centers which have various types of retail facilities. All of these centers are faced today with many important issues related to their existing or potential demand. These issues include location of customers, income level of people or clients living within retail center catchment area, location of competitors and their related demand and the level of retail center attractiveness. In addition to these issues, retail developers face different strategic and operating decisions, ranging from initial site selection to mall configuration and tenant mix to managing lease receivables. These decisions can be facilitated by relevant timely accessible information. This indicates that there is a great need to use information technologies for handling this information.

One of the most useful technologies that can handle and manipulate data is known as Geographical Information Systems (GIS) that are defined as computerized based systems that provides different tools for handling and manipulating spatial data. The use of GIS and spatial modeling in applied retail location analysis is a relatively new phenomenon [1]. While GIS technology dates to the 1960s, most early applications were associated with natural resources, municipal/ public service and military applications [2]. Birkin et al., 1996 [1], have identified five main retail analytical techniques that can be covered with GIS. These are called: trial and error, analogue techniques, regression techniques, catchment area analysis and mathematical models that include spatial interaction models, location allocation and optimization models. Some of these techniques are explored by GIS based studies [1,2,3,4, and 5]. This paper is concentrated on applying GIS at one of these retail analytical techniques which is called the catchment area analysis. This technique is defined as a broad set of procedures aimed to measure more objectively the size of existing centers (and hence their potential) and to understand the break down of their catchment areas in terms of population structure [5]. At first, the paper will review the size and the extent of existing retail centers catchment area and then will focus on applying GIS for defining and analysis catchment area of two retail centers called Al-Dawly and Al-Mahmal center at Jeddah city, Saudi Arabia. Two main types of retail catchment areas are produced which are called the primary catchment area, and the drive time catchment area. The former is created based on customers’ location, and the latter is produced based on the expected drive time to the selected center. Each one of these catchment areas is created to support retail developers and planners in understanding the spatial extent of their center’s catchment area, and also to help them in deciding upon the performance of their retail center too.

II. BACKGROUND

A. Types of Retail Centres

There are two basic methods of classifying retail centres, and they are based on either the types of goods and shops included or based on the trade area [6]. In the forms method, retail centres are divided into two groups, those selling convenience goods such as food items and toiletries, and those selling durables, such as clothing, furniture and household appliances. The latter method of retail centers classification produces the following types of centres:

1) Neighbourhood Centre: The function of neighborhood centre is to provide a range of convenience goods and personal services, for the day to day needs. The assumed catchment population is 2500 to 40,000 people within a six minute drive times and it is generally assumed that consumers visit their nearest centre [7]. The location of neighbourhood centre should be embedded in residential areas. However, commercial developers prepare sites at intersections on major roads, which are on the edge of residential blocks. The average area for this type of centres is 40,000 to 50,000 square feet [8].

2) Community Centre: This type of retail centres offers shoppers greater depth and range of merchandise-assortments
in clothing sizes, styles, colors, and prices than does a neighbourhood centre. The community center serves from 40,000 to 150,000 people, and has a site area of 4-12 ha [7]. Community centres have convenience goods more than neighborhood centres, but at the same time they have durable goods less than regional centres.

3) Regional Centre: The third type of retail centres provides all forms of general merchandise, apparel and furniture, and almost all those retail facilities available in the town centre. The size of regional centres varies dramatically from 10 acres for a multilevel centre to over 100 acres for a large single level centre (ibid). These centres comprised a great number and variety of shops selling convenience goods and competing with one another by low prices and range of assortment [9].

The above retail centre hierarchy represents a general frame for classifying retail centres. However, there are other retail centre types which can be added to those three classes e.g. Ancillary centres, and specialty centres.

B. Existing Retail Catchment

The aim of this part of the paper is to present several existing retail centers and identifies their catchment areas. This is considered as a literature background that at the end will conclude with a realistic definition of retail centers catchment area. This review covers some retail centers that are located at different European countries. In general, retail centers can be classified into three groups based on their physical sizes. These are called large, medium and small retail centers.

1) Large retail centers

The first type of retail center classification is known as large retail centers. These are characterized with larger catchment population (800,000 person) and with the availability of large mixed-use schemes. Tres Aguas center at Madrid, Spain, is an example of retail centers that falls within this group. It provides a total of 46,000 sqm GLA (Gross Leasable Area) for its 800,000 person total catchment area and provides 3200 car parking spaces for its visitors [10]. Carre senart at France is another example of large retail centers. It is one of the largest shopping centers of its kind in France located 35 km south west of Paris. It enjoys a total catchment population of 800,000 and has 130 shops with 65,000 sqm GLA and provides 4700 car parking spaces for its customers that are summed by 4.3 million shoppers on its first 4 trading months [11]. Bonaire retail center at Valencia - Spain is a third example of this group. It serves a total catchment area of 1.1 million inhabitants within 20-minute drive and it is considered as the biggest (135,000 sqm GLA) retail development of Southern Europe [12]. Looking at those three large centers, it can be said that every large retail center should serve a minimum catchment population of 800,000 people and should provide at least 4000-car parking spaces.

2) Medium-sized retail center

The second type of retail centers is called medium-sized centers. These centers are very important in any city because they can be distributed at different areas of the city and create remarkable impacts on land uses and transportation network too. For example, Spandan Arcaden is a medium sized retail center at Berlin, Germany, located to revitalize the center of Spandau by bringing modern retail space and recreational facilities within easy reach of the historic town center and residents of West Berlin. This center has a catchment population of 230,000 within 15 minutes drive time and provides 125 shops for its customers [13]. The second similar example is Altmarkt Galerie, which is located in the heart of Dresden, the historical capital city of Saxon in the south east of Germany. It has a primary catchment population of some 180,000 person, 26,000 sqm GLA, 107 shops and 500 car parking spaces [14]. This center is another example showing how medium sized retail centers can be integrated into historical city center life without loosing customer comfort or retailing efficiency. Fiumara center in Italy is a third example of this type of retail centers situated in the historical docklands area just west of Genoa city with a catchment area of approximately, 180,000 inhabitants living within 30 minutes drive. It consists of approximately 25,000-sqm retail GLA with over 100 shop units and has 2,200 car parking spaces [15]. This center is another good example of a development that has successfully integrates both the old and the new future of Genoa city.

In comparing between the above examples of medium sized retail centers, it can be said that these centers can be located at old or declined areas to increase the growth of such areas, and they serve an average catchment of 200,000 person living within 20 minutes drive and has at least 100 shops.

3) Small retail centers

Small retail centers are another interested retail types that are located at or close to residential districts. For example, Les passages center is located southwest of Paris and provides retail services for a total catchment area of 150,000 inhabitants. It has 21,700 sqm GLA (56 shop units) and allows access to car parking with about 600 spaces [16]. One of the other features of this type of retail centers is that they can be integrated easily with ribbon retail streets that are mainly fond at city center or along main road. The second example of this type of retail centers is found at Espace Jaures center at Brest town in France. This center has 30 shops with a total 14,000 sqm GLA, located on a shopping street with a 400 car parking spaces [17].

Accordingly, it can be concluded from this review that small retail centers are characterized with about 50 shops and catchment population of 150,000 people and provide about 15,000 sqm GLA for retail activities.

C. GIS and its development in retail planning

The objective of retail planning can be summarized as the provision of the right amount of land for retailing in the right place. To achieve this objective, retail planners use catchment area and market penetration techniques as analytical methods for retail assessment purposes. The catchment area can be used as a descriptive method to observe the degree of centre coverage, to identify areas of under-representation as obvious gaps in the map, and thus to spit potential new sites [18]. A market penetration approach, on the other hand, is more relevant to a single operating retail outlet that which to increase its sales, either by extending its trade area in space or
by attracting a greater proportion of households within the existing trade area [8]. These two techniques can be well-performed using GIS analytical functions. One of the main questions that retail planners ask is about where customers live. The answer for this question can be used for promotional purposes. GIS has the capability of transforming retail attribute data that contain addressing into a point feature map that can be used for defining the spatial distribution of such customers. Another question that can be asked by customers is about the location of the nearest retail centre. GIS can give answers to those customers through the Internet and the result will be a map showing the required facilities. A more sophisticated type of spatial query involving defining an area of interest rather than simplest location of a facility. For example, finding customers that are at a defined distance from retail centre. The GIS spatial query function can be used to define the required area. Retailers typically keep a customer database made up of POS (point of sale) data from private label credit cards or ZIP code information. The sales transactions are then tied to the store number where the purchase was made. GIS software geocodes this information and maps where those customers are. A retailer can see its total sales by ZIP code or sales territory, which creates spatial patterns. It can link customer data to additional data like lifestyle clusters and determine the buying behavior of a specific demographic based on those patterns [19]. The user can query the database to learn more information about customers, such as the last time they shopped, what they bought, and with what frequency.

There are also another GIS functions that are useful in retail planning studies and they include Near, Buffer and Thiessen functions. The Near command can calculate the shortest distance between a point and a line [20]. Such function can be used to obtain the basic measurements, such as the size of built-up areas and the travel to retail distances that may be required for further spatial and statistical analysis [21]. The Buffer function can be used to define the retail centre catchment area based on a defined distance from retail centre. Meanwhile Thiessen function can be applied on a point data such as location of customers to have polygon feature data where the area inside the polygon is closer to the point than to any other point. These various GIS functions were used at several retail planning applications. The followings are examples of such applications:

1) Products Delivery

One of the important tasks in retail planning is related to the delivery of commercial products to the relevant customers. This task is a challenging one because several factors determine how fast the product can be delivered. These include road traffic, mode of transportation and quality of products. In addition to these factors, the company’s delivery system can play major role in the success of delivery products within the agreed period of time. In order to work with these different issues and factors, retail officers benefit from using GIS technology in their product delivers routes. For example, Minute Man Company, uses GIS for products delivery at the USA. It uses GIS and Global Position Systems (GPS) to point out the location of delivery customers, select the most appropriate vehicle type located closest to the collection point and provides a displayed map to driver showing the most efficient path to delivery of pick up point [22]. There are several GIS softwares that can handle the product delivery issue for retail companies. For example the Maps Guide is used in Germany to calculate optimum routes on defined rules. The Autoroute is another software used in the UK for defining routes between many specific locations [23]. Retail planners can use these GIS modules to make sure that their service is delivered at the minimum periods of time.

2) Location of retail stores:

Most if not all of retail companies work hard to decide on where to open a new branch or a new store. This decision is difficult to achieve based on the analogue technique which that uses paper maps and squatter information. The best solution for this kind of scenario is to use GIS as a decision support system for finding the best new retail location. An example of this approach is founding Miracle supermarket in Ontario, Canada. In this retail application, GIS is used for assessment of new sites, and the processing of customer survey for existing stores (ibid) in this example, trade areas were defined based on distances from existing stores. Another GIS application is found at the IKEA GIS project in Canada which is made to select new retail sites based on a) a minimum population base of more than one million living within a one hour drive time, b) in expressive land, and c) proximity of a major road [24]. In addition to deciding on where to open new store, the IKEA GIS is used to study customers’ characteristics based on the collected survey data.

In addition to the previous applications, there have been considerable activities among many worldwide retailers in the last few years in terms of their adoption of GIS. Marks & Spencer, Tesco, Boots, Asda, BHs, and Gateway are examples of major UK retailers that have applied GIS for their stores development and planning [25]. For those applications, Geodemographics and life style data are considered as the main data input sources. Geodemographics is defined by Sleight 1995, as the analysis of demographic data, which may be derived from census of population data or from large-scale survey, by units of geography. Geodemographic systems are useful for those retailers who have customers concentrated in certain geodemographic segments and are keen to find locations of the right type for their product [19]. Retailers can use this type of data to monitor the patterns of demand variation between different geodemographic groups. However, the main problem lies in the linkage process, whereby individual respondents are ascribed a geodemographic characteristics on the basis of the area they live rather than of the type of person that they are (ibid). The second main source of data for retail applications is known as lifestyle data which is a rich source of detailed information that go beyond the traditional census data such as occupation or age, to ask about behaviors, hobbies and performances [26]. For example, the largest UK’s life style database has information on over 10 million households and contains a detailed profile of the British at work and play including consumption and shopping habits, leisure activities, media usage, personal finance and many other life style indicators (ibid). Geodemographics and lifestyle data have been used in GIS applications in two main ways. The first one is to use the data for identifying areas
having a high proportion of inhabitants who are seen as desirable from the points of view of a retail product or service. While the second method of using these data with GIS is found where users identify demand profile and then derive a measure of potential within specific areas.

D. GIS tools for retail studies

GIS softwares have different useful tools that can be used for sites, demographic and competitive analysis. These tools enable retail and market researchers to find solutions related to retail issues such as:

- Performing customer or store prospecting
- Defining customer-based or store trade areas
- Finding best retail location
- Conducting market penetration analysis
- Creating gravity models and
- Performing drive-time analysis

All of the above retail analysis issues can be handled in GIS using various types of tools and functions. Some of these tools and functions are going to be discussed at this section.

1) Data query and display

The simplest GIS tool that can be used at every retail GIS application is related to displaying and querying spatial and attribute data. For example, ArcGIS software has several functions that can be used for data query and display. This software can display attributes in relation to points, lines or polygons which is known as thematic mapping [22]. Retailers can use thematic mapping technique to present any collection of tabular data such as the numbers people within a 30-minute drive time from a selected retail center. Data query tools in GIS can be applied on a single attribute field such as number of retail customers, or on a multiple attribute data field such as retail demand, and retail supply. Retailers can perform their needed spatial query and see the results of that query on the study area map. For example, they could use the mouse or other pointing device at the place of interest on a map and then GIS will search the database and show the data about the selected location. If a multiple query searching is required at any retail data set, spatial features can be selected through logical operations that deal directly with the database and allow the user to identify and select features by a specific set of Criteria. For example, finding all parcels that are having greater than 10,000 customers of certain retail center. Retail database can be displayed in GIS in different ways depending on the attribute types of that data. For example, the unique value technique can be used to display string attribute data, meanwhile the data classification procedure can be applied on numerical data. The unique value function lets the user to assign a unique symbol to each unique value of the attribute. With this type of GIS functions, retailers can identify how different types of features are located with respect to each other and their relative frequency and distribution [27].

The second useful GIS function related to data display is related to drawing quantities of features by graduated color or graduated symbols. This function is considered, as another effective was to visualize numerical attributes of continuous data such population size, temperature or elevation. Most of GIS softwares (e.g. ArcGIS software) have separate modules for displaying and visualization geographical data (such as retail demand distribution) in 3D views. These modules are useful for viewing retail data from multiple viewpoint using different viewers [28].

2) Data analysis and manipulation

One of the most important features of any GIS software is related to its ability to analyze spatial data in different ways and with various functions. These functions are mad for different users. The most common function is called the proximity analysis function that could be used for finding answers for questions such as “what geographical features are near other features?” Such questions can be answered using a buffer to define the area of proximity, for example 0.5 kilometer, and then overlaying a second map layer containing the map features required [22]. To create a buffer, retailers should specify the source feature e.g. retail center and the buffer distance (e.g. 2 km) and then GIS will draw a circle of a radius equal to the distance specified.

Proximity analysis can be applied at GIS based on straight-line distance, distance cost over a network, or cost over surface. Each one of these types of GIS analysis can be applied in retail studies and can find answers to several questions including finding out how many customers are within a 20-minute drive of existing or new store site [29]. One way of defining and measuring how close a store to customers is by measuring the distance to that store. However, this distance can be measured using cost such as time rather than length. Mapping travel costs in GIS gives retail planners a more precise measure of what’s nearby than mapping distance, but it required more data preparation and processing (ibid). This technique is going to be discussed in more detail at the GIS application section.

III. METHODS

Based on the above discussion, it can be said that GIS has different tools which can be used by retail developers and planners for the purpose of identifying and analyzing retail catchment area. This part of the study will concentrate on explaining how to use these tools for two exciting retail centers called Al-Dawly and Al-Mahmal center located in Jeddah city, Saudi Arabia. Based on the retail classifications that are presented at this study, these centers fall with the medium sized retail centers group. In order to define the catchment area of this selected centers, a GIS application is created which covers three main retail issues which are : a- defining retail catchment area, b- building retail demand profile, and c- analysing retail catchment area.

In order to build this GIS application, several data sets were collected and then entered into the ArcGIS software. These data fall into the three major vector data model types which are as following:

A. Line data

This type of data is stored in GIS as a series of ordered X, Y coordinates and the segments of a line can be straight, circular, elliptical or splined [27]. Road network of Jeddah...
city is an example of line data model that is created for the present study. This coverage has several attributes including road length, type and speed.

B. Point Data
GIS softwares store point data as single X, Y coordinate with several attributes. This type of data model is used in this study to represent location of retail center and retail customers. Several attributes are made with these data including center size, parking size, no. of shops and amount of GLA. For retail customer coverage the attributes are including district name and purpose of visits.

C. Polygon data
This type of features is modeled at GIS as a series of segments that enclose an area and form a set of closed area [27]. City districts coverage is an example of this type of GIS data that is created for the present study. This coverage includes attributes such as district name and area, and size of population and households for each district.

All of the above data were originally in a non-digital format. Therefore, manual digitizing and keyboard entry methods are used to convert all of these data into GIS digital formats (shape files and coverages). The next section will discuss the results of this GIS application that can be used by retail developers and planners of the selected centers.

IV. Results

A. Defining Retail Catchment Area
There are several GIS methods that can be used for defining the primary catchment area of retail centers. The most common one is related to customers spotting. Several studies have used this type of GIS function for defining retail catchment and for demographic analysis [30, 31, 32, and 4]. For example, Jones et al, 1995 [4], have defined primary catchment areas for retail centers based on the nearest 60% of retail center consumers. In order to define the primary catchment area of Al-Dawly center, a survey is made on a sample of customers visiting this center. According to the records of this center the average amount of customers visiting the center is about 4500 customers per month. Unfortunately, there are no spatial records for each one of those customers. Therefore, a survey on 5% of the total customers is made to show the spatial distribution of the center demand. This data is used for the main objective of this part of the study that is defining the primary retail catchment area. The survey is made using a questioner that shows the address of customer, reason for visiting this center and the social economical background of each customer. All of the collected survey questionnaire are captured into the GIS using the address geo-coding function. This function use address information in the attribute table of a reference data (e.g. street network) to figure out where to locate address points [33]. The more detailed the reference data, the more accurately addresses can be located. The output of this function is either a shape file or a geodatabase having feature class of points with all the attributes of the address table, some of the attribute of the reference data and optionally some new attributes, such as the X, Y coordinates of each point (ibid).

Once the location of retail customers is defined (Fig. 1), the following task was to select the nearest 60% of Al-Dawly customers. This was achieved using the following steps.

1) Query builder is applied on customer location shape file to select the nearest 60% of Al-Dawly customers.
2) The ‘select by them’ function of ArcGIS is used to define areas and districts that fall within the results found at step 1. In this case, ArcGIS selects city districts that intersect with the selected features of Al-Dawly customer shape file.

![Customer Distribution of Al-Dawly Center](image1)

Fig. 1. Customer Distribution of Al-Dawly Center

![Primary Trade area of Al-Dawly Center](image2)

Fig. 2. Primary Trade area of Al-Dawly Center
The results of this step are saved into a new GIS shape file that show the city districts that form the primary catchment area of Al-Dawly center.

3) The results of step 2 are further manipulated using the ‘Dissolve’ function which is one of the Geoprocessing tool available in ArcGIS that can be used to remove the boundaries between adjacent polygons that have the same value for a specified attribute. This function is useful for example to create a GIS coverage showing sales regions by sales person where each sales person is responsible for several countries [27]. Fig. 2 shows the output of this step which describes the primary catchment area of Al-Dawly center (the total catchment is 826678 person) after removing districts shared boundaries. This catchment includes districts such as AlKhaldeyah at the west, Alsafa and Alrehab at the east, Al salamah and AlRabiyah at the north and Alandalus at the south of Al-Dawly center. One of the main uses of this catchment area is that it shows the city districts that are producing the major demand to this center and it also shows the parts of the city that are less attracted to this center e.g. Albalad district or Aljameah district. One of the main questions which retailers always ask is where customers are located? This question is important because by finding an answer to it, retailers can define their real catchment population and in the same time can have a clear view about the less attracted area for a certain centre. Accordingly, one of the first questions of the present study’s survey is concerning the location of the customer’s home. This data is converted into point coverage and plotted around each commercial centre. Knowing where customers are located is useful, but also how far they travel to the commercial centre is also another important issue, which has been included in this application. Accessibility zones have been buffered around each commercial centre and then overlaid with the customer location coverages to show the travel distance between centres and customers locations (Fig. 3).

The analysis of Al Mahmal centre show that there is quite large number of customers how live in the 10-15 km and who are interested in visiting this centre. In addition to customers spotting technique, GIS software provide many useful tools which can be used by retail planners for defining retail catchment area. For example, ArcGIS software can define the following type of catchment/trade areas:

a) simple ring - created around store using a specified radius.

b) data-driven ring - created around store using a radius proportional to a store characteristic such as total sales, square footage, and GLA.

c) equal competition - creates trade area boundaries halfway between each store and its neighboring stores (Thiessen polygons).

d) drive time - defines areas accessible a long the street network based on a specified maximum travel time or distance.

e) gravity model - predicts the sales potential of an area based on distance competition attractiveness factors, and consumer spending.

f) threshold ring - creates rings containing a specified population or household count [34].

The drive time catchment area defines catchment area of any facility on a street network data based on the expected travel time to such facility. It is considered as useful technique for defining catchment area of emergency services where time to reach a location is very critical. One of the potential applications of this technique is related to retail centers which is considered by the presented paper.

In order to create a drive time model for Al-Dawly center, network analysis module of ArcGIS is used which facilitates the modeling of spatial networks and which can be used for determining efficient paths and travel sequences. The network data model of ArcGIS consists of network links, network nodes, stops centers and turns. The network links are modeled as arcs. Each arc in the network coverage can have what is called link impedance which is referred to the cost associated with traversing an entire network link [35]. Distance, time, money or combinations of all are examples of costs that can be used as linked impedance. The present study has calculated travel time along every network link of Jeddah city and save it at the impedance attributes file. This calculation takes into account different road speeds which varies according to road type e.g. major road has 80 km speed average and local road has 30 km speed average. The calculated time cost also takes into consideration the network traffic over major road which gives them higher cost than other road of Jeddah city.

Once time to travel is calculated for every arc and saved as an impedance item, the following step was to decide about the desired travel time to Al-Dawly center. Based on the retail catchment area review, this center falls with the 20 minutes drive time retail types. Accordingly, a 20 minutes drive time catchment area is created and presented at Fig. 4. This output
defines the total catchment area of Al-Dawly center and the same technique can be applied for all other retail centers located at Jeddah city including Al-Mahmal center.

Fig. 4. A 20-minutes Drive time Trade area

B. Building retail demand profile

Retail customers profile is useful for retailers because it gives them the opportunity of knowing who are their customers? By doing so, retailers can approach certain customers for a specific retailing purposes. Jonsek and Simmons, 1991 [36], have mentioned that once the centre catchment area is drawn then analyst tries to identify the customers profile for such areas. The present study has created customers profile for al Mahmal shopping centre, which includes data regarding income, age – sex status, age, home ownership, car ownership, purposes for visit as well frequencies of visiting such shopping centre. This large profile is very useful for retailers because it shows the actual demand characteristics. The collected survey data can be divided into two categories, which are the demographic profile and the demand profile. The former includes information about income, age-sex, household size, education level, and housing ownership. The latter has information about the purpose of visit (i.e. to pay certain goods or for general shopping) reasons for selecting the shopping centre (i.e. close to home, low prices, free parking etc), and frequent of visits. The present study has selected two demographic data (household size and home ownership) and one demand-status data (visits to centres). The spatial distribution of household size and home ownership for al Mahmal centre is shown in Figures 5 and 6. The results of these figures show the existing demand status of the shopping centre. They are very useful in identify a clear image about the types of customers in each shopping centre. In addition, such profile is of great value to retail developers.

Fig. 5. Household size of Mahaml customers

Fig. 6. Home ownership for Mahaml customers

One of the possible GIS applications in retail studies is related to identifying the location of potential target markets. For example, GIS can be used to define the spatial distribution of one customer sequent such as middle-income customers, large size families or families with large children numbers. This type of GIS-based retail analysis can be used for:

a) evaluating the potential of new tenants serving a particular market niche,
b) providing marketing advice to existing retail tenants that do not have the skills or technology to undertake detailed geo-demographic analysis, and
c) identifying market/lifestyle segments that the shopping center is under-serving [2].

The collected data about Al-Dawly center customers cover several social and economical information about those customers that can use for the purpose of target market identification. One example of this type of analysis is to identify location of households that own houses. This type of customers can be seen as middle-to-high income customers that can be reached for promoting certain goods or services available at Al-Dawly center (e.g. electronic products). Fig. 7 presents the spatial distribution of house owners’ customers as well as tenants customers. One of the main findings of this output is that house owner customers of this retail center are concentrated at the western city districts; meanwhile tenant customers are located mainly at the eastern city districts.

The present study has used Intersect function (which is on of GIS overlay analysis functions) with the drive time model to identify the potential demand of Al-Dawly center. It was found that there is 208,163 households live within the retail center drive time catchment area. Fig. 8 defines classification of total households that are living within the resulted drive time trade area. It also identifies the spatial distribution of all households that are considered as potential customers for Al-Dawly center.
C. Analyzing retail catchment areas

Market penetration is referred to the analysis of retail center demand in relation to the total demand of retailing at any location. It is a term that was developed to permit businesses to know what percentage of all possible sales were represented by their actual sales. In common practice, one measures market penetration by measuring all real sales of a given good for a given period and then comparing that total with the total of all sales of that specific good. Based on this definition, the real sales are referred to the measured size of customers at every city district, and the total sales are referred to the total potential retail customers at every district.

The present study has applied this technique to identify the market penetration of Jeddah shopping centers. The calculation of market penetration is reached using the following formula:

\[ \text{MPa} = \frac{\text{SCa}}{\text{SCn}} \]

Where:

- \( \text{MPa} \) = Market penetration for centre a
- \( \text{SCa} \) = Shopping customers for centre a
- \( \text{SCn} \) = Total shopping customers for centres n

The output of this step is used to define the market penetration of Al-Dawly shopping centers. The same technique was applied for all centers. The results show that there are areas of good and poor performance (Fig. 10). For example, Al-Mahmal is performing well at the north and at the city center, however, it has a scattered low performance at different city districts. The results of these models can be used by shopping developers to get more customers from areas with low performance. Such areas should have the priority in the shopping marketing policy in order to increase the centers demand.

V. CONCLUSION

This paper has classified retail centers into three main types based on their sizes and their actual catchment area. Large centers have about 800,000 person catchment, medium centers have about 200,000 person and small centers serve about 150,000 person. Two retail centers called Al-Dawly and Al-Mahmal were selected as a case study, and GIS is used to model the catchment area of these centers. Two main types of catchment area are produced. The first one is created based on the actual distribution of retail customers. The output of this step is used to define the market penetration of the selected center. It is founded that there are some city areas that fall within the center catchment area but producing low demand. There areas should be reached first by retail developers to find out the reasons for not producing high demand to this center. The second type of catchment area model is created based on drive time technique. This model is useful for defining the expected total population that would visit retail centers.
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Abstract—Among the most significant values of a business system that contribute to its competitiveness in comparison with others, the leading point and the highest value, second to the human factor, is the information at the company’s disposal, unified in the company’s know how. Unfortunately, the sole awareness of the importance and significance of information is mostly not enough. It is for this reason that this resource is unfairly neglected and is insufficiently used. What results from this situation is that information is mostly unavailable and insufficiently protected. This paper will show one of the possible models of systems for managing information based on principles of adaptability and personalization which aims towards adequate, fast, efficient and secure access to protected information in the company.

The subject of this manuscript is to explore the possibilities of modern information and communication technology application in developing information management system based on principles of adaptability and personalization. The main part of this system is the portal for intelligent document management. The solution proposed in the dissertation is based on integration and implementation of services for adaptation in modern document management systems.
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I. INTRODUCTION

The transformation of technologies has led to a transformation of the role and the focus of the people in charge in IT firms. The traditional interest in information infrastructure and the functionality of hardware and software components have been directed primarily towards big data, cloud, social networks by current IT experts, … Nowadays the function of the CIO (chief information officer) takes a higher and a more significant position at the very top of large business systems placing the function holders in the same rank with the strategy decision makers.

This high authority goes with high responsibility. The main items to take care of in big business systems refer to the collaboration of employees, to managing information, to digital transformation and to raising the employees’ awareness in relation with significance of information, while being aware of safety and protection of information.

The latest trends in the areas of administration and administrative jobs in large business systems that are engaged in different kinds of business and belong to different industry segments lead to the following general conclusions:

- Most of the companies do not have standards for information exchange. Information is exchanged in different ways: e-mail, LinkedIn, Viber, File servers…;
- Data are stored in different formats, in different mediums and on different locations: as attachments in e-mail clients, as files in folders or in a private cloud…;
- Most employees believe that the current way of information management is not efficient. This is a clear sign that a problem exists (when the employees are aware of it);
- The security and protection of information are not on the satisfactorily high level;
- The steps in the direction of digital transformation have not been started yet;
- Information management training and raising awareness about the importance of information as intellectual capital of company can improve the company’s productivity in many ways.

II. SYSTEMS FOR MANAGEMENT OF INFORMATION

No matter what activity a large business system is engaged in, is cannot by any means function efficiently without high quality management of information which is itself a result of good and developed information system.

The system for management of information is a comprehensive system, compatible with a variety of software platforms that can be applicable in any business environment. The system for information management does not provide an “in house” solution, but rather starts with an analysis of an organization’s needs. In this way, the organization is more flexible regarding technology choice, ways of systematization and standardization of the elements of the system and ways of a solution application [1].

Information management means a daily processing of large amount of electronic and paper documents connecting them with business processes. Information management has its use value in different segments. Besides information processing,
indexing, metadata adding and storage, it is very important to know what to do with it and to what purpose we can use them. Maximum benefit should be provided for business processes owners in their everyday work.

Also, it is very important how and in which way information is placed depending on the intended outcome. With information filtering, there is a possibility for information selection for employees (according to hierarchy level), business partners or end users. Besides information filtering, it is very important to use new technologies and trends we have at our disposal. In this respect, social networks and different models of cloud computing are increasingly being used. In relation with this topic SaaS emerges, because it offers document management as web, i.e., cloud service.

Current users demand that information should be available from any location (office, vehicle, restaurant...) and from any device (desktop, laptop, PDA, tablet, smart phone...). Modern systems must fulfill these user demands. Such functionality enables comfort and user mobility, but, on the other hand, is potentially a security risk. The danger lies in the fact that unregistered devices from the Internet access intranet information [2].

The implementation of information management system provides optimization at different levels. Figure 1.

III. TECHNOLOGIES FOR THE DEVELOPMENT OF THE SYSTEM FOR INFORMATION MANAGEMENT

Basic technologies used for the development of an information management system model in an adaptive and personalized environment are:

- Web portals;
- Digital identity management;
- Adaptive system for information management;
- Business intelligence;
- Key Performance Indicators;

A. WEB Portals

A large body of research has shown that in modern e-business systems, web portals are the best solutions for information management; particularly when there is a need for managing big quantities of heterogenic information.

A portal can be described as a tool that provides unique interface toward information located in various parts of an information system. It includes a big number of services that enable access and information retrieval, development of communities, collaboration, commerce and other advantages [3].

Portals connect users not only with things that are needed, but with other users too. Further, they provide tools that are used for collaborative work. It means that services, such as e-mail, workflow and desktop applications, even critical business applications, should be provided via portal [4].

Key advantages of a portal are reflected in: simpler retrieval, analysis and organization of business information, according to business needs and aims. Integrated user interface is used both for information presentation and for interaction with the user.

B. Digital identity management

Requirements and limitations of a distributed information system lead to a solution that is based on digital identity management through integrated, efficient and centralized infrastructure. This concept of network services and technologies enables [5, 6, 7]:

- secure access to all resources;
- more efficient control of access to resources;
- prompt change of the relations between identities and resources;
- protection of confidential information from unauthorized access.

The goal of the system for digital identity management is to implement a relationship between identifiers of various services, so as to integrate information about the user with the identifier. Accordingly, digital identity management system integrates business processes, security policies and technologies that help digital identities management, as well as the control of access to resources [8].

C. Adaptive system for information management

According to Oxford Advanced Learner’s dictionary, the term adaptive is defined as a “possibility for changing when it is needed in order to adapt to different situations” [9].

Work environment is adaptive if it is able to:

- Track users’ activities;
- Interpret them in the basic sectors of specific models;
- Conclude on the user's needs and preferences apart from the interpreted activities, appropriately representing the above-mentioned model;
- Act on the available knowledge on its users and dynamically manage the business process.

In the context of e-document management, adaptive systems are more specialized and focused on content adaptation and presentation. They take the following issues into account: users’ activities, users’ adaptation of the system, cognitive structures and context of documents and available materials [9, 10, 11]. Figure 2 shows the structure of an adaptive system.
A system goes through three phases during the process of adaptation. It controls the process of user data acquisition, the creation of user model and the process of adaptation. Particular information about the user is required in order to implement the system behavior in accordance with the user’s needs.

D. Business intelligence

Business intelligence is one of the most used terms for information support in decision making. It is a component of the organizational information system, developed in order to enable KPI management. Organization performance management requires comprehensive and timely information about KPIs [12, 13].

Steve Mutfitt defines business intelligence as follows:” Business intelligence is a way of delivering the right information in the right format to the right people at the right time. A good business intelligence system collects information from all parts of the organization, analyzes them, prepares the necessary reports and sends them to people who need them. In this way, each individual receives information tailored to their needs.” [14]

Figure 3 presents the main elements of the business intelligence system.

IV. PROBLEMS WE ARE TRYING TO SOLVE WITH INFORMATION MANAGEMENT SYSTEM

A large number of analyses and statistics show the following indicators which significantly impact the productivity and efficiency of business systems:

- The employee spends up to 25 minutes of their working time every day in searching for needed information. In that way we come to a calculation that one company with 1000 employees wastes 25000 minutes, i.e., 416.6 hours every day. If we multiply these hours with the price of a working hour, we come to an amount of money which is a daily financial loss of company. Calculations on an annual level show a drastic financial loss.
- Near the half of employees store confidential business information on mobile phones. This is a great security risk. Not much knowledge is needed to access this information. Also, security risk is storage of business information on tablets, laptops, private clouds, external hard discs and other mobile devices.
- Communications between employees is bad and non-standardized. Often many different tools are used (Skype, Viber, WhatsApp,...) which leads to decreasing collaboration and service quality. The quality of service suffers because it is hard to find information.
A significant number of employees do not realize dependencies between information and company profit. Employees are often in situations to fill in some reports without understanding their importance and purpose. In that case we come to a logical question of how to submit a report with good and high-quality information if someone does not believe in its importance. The lack of the education for concrete job can be a reason for this.

A lack of investments for permanent education of employees deprecates the value of investments in new technology. Disorganized education for using new application packages affects the efficiency of using programs for office operations or complex CRM or ERP systems. The lack of employees’ education is one of the major reasons for an inefficient implementation of program packages. Expensive program packages implemented in information system with a goal to improve efficiency and productivity are not used to the extent that they should, because employees lack appropriate knowledge. A large percentage of employees do not use all functionalities of program packages. Many of them do not know what is available for usage.

Good collaboration increases the company efficiency. Because of lack of information exchange and collaboration, several employees do the same thing at the same time. This way of work increases the number of needed employees and costs, at the same time reducing information security.

One big problem in business system is the lack of a defined way for information storage, especially for unstructured data. Also, a widespread problem is the fact that there is no standard for naming files and documents.

V. DEVELOPMENT OF INFORMATION MANAGEMENT SYSTEM MODEL BASED ON PRINCIPLES OF ADAPTIVITY AND PERSONALIZATION

One of possible efficient solutions for the above problems is the implementation of the Information Management System (IMS) based on principles of adaptability and personalization.

A. Model of the web portal for the information management

Examples of available information management systems realized by creating and integrating additional adaptive functionality to existing document management systems are Microsoft SharePoint and Alfresco. The disadvantages of these solutions are the following:

- These systems have the task of providing adaptive functionality, which often do not fit the individual processes.
- Systems are not interoperable because they are each developed as an isolated application that cannot share resources or user information.
- Basic services of the system for management of e-documents are more complex in adaptive systems, hence, prior knowledge about the system is required.
- There are no basic services related to communication and social interaction between users in the electronic exchange of documents.

Figure 4 presents a model of the web portal for the information management with its elements.

**Fig. 4.** Model of information management system based on principles of adaptability and personalization

**B. Authentication - adaptation - personalization**

The process that starts with the authentication of users, and continues with the process of adaptation according to defined criteria ends with the review of personalized content and available web services of the portal (Figure 5) [15].
Adaptability is enabled not only for the portal user, but also for the devices for access. In case of smart phones and similar devices, the portal automatically adjusts the content and view format.

C. Cooperation of the portal users by using web services

Figure 6 shows users of different organizational units and their interaction during the exchange of e-documents and information using local shareable web folders and the portal for intelligent management of e-documents for exchange of e-mails via mail server [15].
VI. IMPLEMENTATION AND APPLICATION OF DEVELOPED MODEL OF INTELLIGENT MANAGEMENT OF E-DOCUMENTS

By applying a model which consists of: collecting data, data exploration, classifying users, content and service adaptation, portal usage and defining goals, the model of portal for intelligent management of e-documents is implemented (Figure 7) [16].

Collecting and researching users’ data in the portal for intelligent management of e-documents can be managed from:
- questionnaires;
- different databases;
- different log files;
- interview.

Information about the documents, user groups, business processes, projects and applications are stored in:
- Groups on AD and SP: structure and group names; authorization at the group level.
- Project database: specification of projects in the phase of realization.
- Application database: specification of internally developed applications; specification of external application.
- Log files of the operating system: the number of access locations, the number of documents per location; commonly accessed sites; most users accessing the portal and other.

One of the main functionalities of the portal for intelligent management of e-documents is a possibility of an adaptable and personalized view of information and reports intended for different levels of the hierarchical management.

Figure 8 shows a pyramid with a chronological view of processes of assigning, realization and reporting related to assignments. Hierarchical levels of management are shown with different shades of grey colour. According to hierarchy, the general director and a deputy general manager are coloured in the darkest grey, while the executive officers, directors of directorates, directors of sectors, heads of departments and the perpetrators are coloured in the lighter colours of grey.

Information is marked with ellipses. Grey ellipses present a view of personalized information intended for employers of certain hierarchical levels and by job type, while white ellipses present information related to some reports, news, assignments and are used to inform other employees [15].
Figure 8 shows a personalized report for the director of the sector (fourth hierarchical level) on web portal for intelligent management of e-documents. The report page consists of textual, tabular and graphic reports and KPI reports for all offices in the scope of the sector. This inspected view of report enables quick response and decision making.

Fig. 9. Personalized business intelligence report for the director of the fourth hierarchical level on the portal for intelligent management of e-documents

Adaptation mechanisms for the information management system can be improved by using ontologies and semantic web concepts. Communication between system components should be carried out completely by using web services. Also, stereotype models used for content adaptation in business processes should be improved.

The paper opens possibilities for further research, which relate to the use of business intelligence in adaptive...
information management systems. In business intelligence area, new techniques and tools should be explored, which can contribute to obtaining additional information and knowledge about user model characteristics.

The end goal of further research is a complete adaptive and personalized information management system, which enables automation of business process workflows realization.

VII. CONCLUSION

Information and document management may not yet be recognized yet as a priority one in large business systems, but it has a large potential and impact on business process transformation. Business process analyses can help conclude whether they are paper based and whether it is possible to digitalize them.

In order to provide timely and correct information to employees, business process owners and managers who make decisions upon them, there must be implemented an adequate information management system based on adaptability and personalization. That kind of system leads necessarily to business process transformation and makes connection between people, technology, systems and business practice.

Market is a very dynamic category which continually changes. If a company wants to have a leader position on the market, it is necessary that it should improve its business through the following activities:

- Realization of planned productivity;
- Ensuring security;
- Development and implementing of collaboration;
- Development of a planning company approach to customers.

Who is important for the realization and success of the above activities? In the first place, it is people on managerial positions. IT leaders are faced with unique challenges while fulfilling core business demands, and this assumes a constant growth of business. Implementation of new technology which changes rapidly can be seen as aggravating or mitigating circumstances, depending on manager capabilities.

The company can overcome the challenges of information management and ensure success working on the following principles:

- Promoting awareness about importance of available information with the help of permanent education in order to apply operative efficiency into the company DNA.
- Standardizing processes and policies for data storage using technical solutions, which leads to establishing a stable Information Management.
- Strengthening collaboration and information and document exchange by opening communication between employees from different organizational and functional levels. Exchange of clear information improves internal efficiency and provides a positive impact on the customer, who recognizes a faster, better and more concrete service provided from the company that is focused on communication improvement.

- Providing secure future by investing in Information Management System which is adaptive and personalized for every customer. This is necessary to keep pace with information and challenges growth.

- Permanent development in the area of information security.

Today, the company whose top management has relevant information wins in the market game. This is because of the possibility to make timely decisions or the possibility to spend more time in analyzing information relevant for making decisions.

The main hypothesis developed and proved in the paper is that an implementation of information management system based on principles of adaptability and personalization leverages electronic content management, users’ interactivity and collaboration. This leads to an efficient exchange of information at all hierarchical levels, as well as reporting and measuring mechanisms, such as business intelligence elements and key performance indicators. The basic role of the information management system based on principles of adaptability and personalization in this research is reflected in the integration of heterogeneous e-document management system components and services for adaptation. Integration includes human resources, information, processes and application components.

In the experimental part, research was carried out in order to validate the proposed model for designing and implementation of an information management system based on principles of adaptability and personalization. The results showed that information management system’s services, implemented adaptive mechanisms and their integration with the system for document management contributed to better outcomes, improved level of collaboration and document standardization, fostered and transformed business processes, led to cost reduction eliminating the need for document printing, improved system security and efficient document exchange.

A developed information management system allows for the integration of different components and services of e-business, such as: adaptation services, services for management of e-documents, services for communication and cooperation of systems’ users, reporting services, mobile services etc.

Implementation of an information management system in cloud computing environment enabled scalability, reliability and dislocation of the system, which improved the implementation of business processes within the company.

The results showed that the application of services of information management system, implemented adaptive mechanism and its integration with the system for management of e-documents achieve better results and greater satisfaction of users, and increase the efficiency and effectiveness of all users of the portal.
The results of this paper open the door for further research in the area of information management system development, through an integration of a larger number of services that ensure different functionalities and additionally provide adaptability. Improvements of the described model can be considered as contributing to the development of sophisticated adaptation mechanisms and advanced services for key business processes support.

Adaptation mechanisms for information management system can be improved by using ontologies and semantic web concepts. Communication between system components should be carried out completely by using web services. Also, stereotype models used for content adaptation in business processes should be improved.

The paper opens possibilities for further research in relation to the use of business intelligence in adaptive information management systems. In the business intelligence area, new techniques and tools should be explored, which can contribute to obtaining additional information and knowledge about user model characteristics.

The end goal of further research is an integrated adaptive and personalized information management system, which enables automation of business process workflows realization.
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Abstract—The Internet and Web have significantly transformed the world’s communication system. The capability of the Internet to instantly access information at anytime from anywhere has brought benefit for a wide variety of areas including business, government, education, institutions, medical, and entertainment services. However, the Internet has also opened up the possibilities for hackers to exploit flaws and limitations in the target networks to attack and break in without gaining physical access to the target systems. The OSI layer protocol-based attacks are among them. In this work we investigate feasibility as well as severity of the attacks against three common layering protocols including TCP, UDP, and ICMP on Ethernet-based networks in the real world through a testbed. Then a simulation environment is designed to implement the exact same attacks under similar conditions using NS2 network simulator. The testbed results and simulation results are compared with each other to explore the accuracy of the findings and measure the damages the attacks caused to the network.
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I. INTRODUCTION

Online services have given users the opportunity to access data in a fast and convenient way. While the Internet has greatly amplified benefits for individuals and organizations, its critical importance has also attracted the attention of the hackers and attackers to conduct their malicious intentions.

Today, attacks against the networks are increasing in frequency, severity and sophistication. The flaws or bugs in operating systems or vulnerabilities and limitations in the TCP/IP protocols implementation are exploited to conduct the attacks which cause serious problems for normal networks operations. The OSI protocol-based attacks are among the common threats in today's cyber security landscape. The attacks are characterized by explicit attempts of the attackers to block the intended users from accessing the network services and rendering them unreachable, causing massive political or financial damages for the target networks. Losing money and time, physical harm, and invasion of privacy for individuals and organizations can be other objectives of the attacks [1].

Despite development of many mechanisms to defend against today’s cybercrimes, protocol-based attacks are still regarded as an elevated threat which turns them into high concern of the organizations. Due to increasing the rate of these attacks on government and corporate sites, their protection has become an ever-growing challenge that demands knowing the attacks methods in depth which in turn leads to finding solutions to effectively stay out of harm.

A. Contributions

This work investigates the feasibility and damage severity of different protocol-based attacks against the 802.3 Ethernet networks. The contributions of this paper are summarized in three-folds. First, a simulation environment is designed using NS2 to implement the attacks. Under different attack scenarios, we quantify the damage severity of the attacks. Second, a testbed is designed to measure the amount of damage imposed by the attacks against real target Ethernet networks. The testbed is designed with the same characteristics as the simulation environment to provide fair conditions for the comparison process. Third, the simulation results and the testbed results are compared to investigate the feasibility and severity of the attacks and also the accuracy of the findings.

The rest of this paper is organized as follows. Section II describes the protocol-based attacks which we aim to investigate in this paper and the related works regarding to these attacks. In Section III we propose an attack model to implement the attacks against Ethernet networks by designing different experiments in both the testbed and the simulation environment. We present and analyze the simulation results and the testbed results in Section IV. We conclude this paper in Section V.

II. RELATED WORKS

With various motives in mind, protocol-based attacks are carried out in a variety of forms and methods [1]. Some of the common attacks include TCP attacks (SYN attacks), smurf attack, port scan attack, UDP attacks, DNS-based attack, ICMP attack, Ping flood attack, IP fragmentation, and CGI attacks [4,8,9,11]. This paper studies the attacks against 802.3 Ethernet networks based on design flaws in three protocols as TCP, UDP, and ICMP. Below we summarize the attacks considered in this paper.

UDP-based attack: User Datagram Protocol (UDP) is a connectionless protocol used for a variety of applications such as VOIP, DNS, SNMP, video streaming, and DHCP. Since the UDP does not have a congestion control mechanism, the attackers are able to send a very large number of packets [1].
UDP-based attack occurs when the attackers send a large number of UDP packets to random ports to saturate the target. The attackers can also spoof the IP of the attack packets for two purposes: first to ensure that the excessive reply packets do not reach them; second to keep their network location anonymous. When the victim receives the UDP packets with spoofed source address, it checks for the application listening at that port. Since there is no application listens at that port, it replies with an ICMP destination unreachable which amplifies the attack [11]. These attacks are potentially severe and can dramatically bring down the business of companies [5].

TCP-based attack: Transmission Control Protocol (TCP) is used for reliable data transmission by establishing a connection between parties through a three-way handshake process. The protocol specifies no method for validating the authenticity of the packet’s source. This implies that an attacker can forge the source address to his desired. The TCP-based attack relies on sending a huge number of special TCP packets to the victim in order to exhaust its resources [2,3,7]. A typical type of TCP attack is SYN attack which exploits the TCP three-way handshake process. It sends TCP SYN packets with forged source addresses to a vulnerable victim machine. The victim system allocates the necessary resources, and then replies to the source address with SYN + ACK packet and waits for ACK packets to return back to the source side. Since the source address is forged, the source side will never return ACK packets. Therefore, the victim host continues to send SYN + ACK packets which eventually overflow the buffer and exhaust the resources of the target system [6].

ICMP-based attack: Internet Control Message Protocol (ICMP) is used to monitor the state of the networks, notify the hosts of a better route to reach the destinations, and report problems of the packets path. While ICMP is normally used to report network failures, it is also used by attackers to conduct attacks because the message is easy to counterfeit and attackers can send the protocol or port unreachable ICMP packet to the target with a false address [8]. This causes the victim’s machine to slow down or to crash the TCP/IP buffer and stop responding to requests made by the legitimate users [9].

There are few studies that investigated the above attacks. In [3] the authors carried out a simulation to examine the impact of TCP SYN attack on a network with different attack rates. Also authors in [11,14], only simulated TCP SYN attacks while no testbed ensures the accuracy of the results. In [16], the ICMP flooding attacks is simulated under three distinct scenarios. In [6], SYN attack is described as a typical attack but they do not implement the attack to investigate the possible effects. Also authors in [8,10,15] introduce some mechanisms of the attacks in detail but they do not implement the attacks.

In [9] a scheme was suggested to implement three types of attacks including TCP SYN, ICMP flooding, and smurf attacks. However, their work differs from ours in different aspects such as type of the attacks, experimental setup, metrics, network topology, and the features of the attacks.

Through a testbed, authors in [12] measure the impact of three types of attacks as TCP SYN, UDP flood, and ICMP attacks. They employ the flood option to consume the bandwidth as much as possible. However, due to this limitation, the implementation of the attacks does not consider different aspects of the attack packets such as size and rate.

The authors in [13] made an attempt to investigate the role of network queuing model on success rate of UDP flood attack. They implement UDP attack to compare several queuing systems and to determine whether the queuing methods in the target router can provide a better share of bandwidth to the legitimate users during the attack.

As it was described, the above studies differ from ours in different aspects as some merely describe the attacks with no implementation, some implement a specific attack while not considering the other attacks, and some simulate the attack with no testbed. We set up a testbed to implement the three common attacks using different experiments to measure the performance of the target network infected by the attacks. Then we design a simulation scheme using NS2 to implement the same attacks with the exact same attributes as our testbed. The testbed results and the simulation results are compared with each other to ensure the accuracy of the findings.

III. NETWORK TOPOLOGY

This section presents the simulation environment, description of the testbed setup, and the experiments to implement the attacks.

A. Simulation environment

We use NS2 for the required assessments and to simulate an Ethernet-based network environment which is referred to as the target of the attacks.

1) Simulation environment under no attack: In order to see how the attacks affect the network performance, we need to measure the normal performance of the network to be compared with the performance under the attacks. Therefore, first we simulate the target network without any attacks on going. The simplified form of the target network consists of one sender (node0), one receiver (node2), and one Ethernet router (node1) is shown in Fig. 1.

![Simulation environment of the network with no attacks](image)

Fig. 1. Simulation environment of the network with no attacks

Simulation environment under the attacks: In order to launch the attacks, an attacker as node3 is included to the simulation environment. The simulation environment of the target network with presence of the attacker is shown in Fig. 2.
Fig. 2. Simulation environment of the network under attacks.

b) Network parameters: The simulation time is considered 20s divided into two 10 seconds. In the first 10 seconds (0-9s) the network operates under normal conditions. The next 10 seconds (10-20s) is when the attacker initiates the attacks to disrupt the normal operation of the target network. During the entire simulation time, including before and during the attacks, a constant UDP traffic with the characteristics shown in Table I are transmitted in the network.

We define ten distinct types of attacks, categorized into three types of attacks. These attacks are summarized in Table II, Table III, and Table IV.

c) Attack parameters and experiments: Based on the three types of attacks described in the previous section, we design ten distinct experiments. The comparison between the attacks in the experiments is done in terms of the attack rates, type of the attack traffics, size of the attack packets, type of the attack target, and impact of the attacks:

- **Attack rates (intensity):** we take two attack rates into account, categorized as: low rate attacks and high rate attacks.

- **Attack traffics:** the types of traffics used to launch the attacks examined in this study are: UDP, ICMP, and TCP packets.

- **Attack packet size:** different sizes are selected for the attack packets to examine the impact of the small, medium, and large packets on severity of the attacks.

- **Attack target:** the attacks will target both the client machines (either Windows or Linux) and routers separately to compare vulnerability of the targets.

- **Attack impact:** severity of the attacks is quantified in terms of our metrics as transmission delay, throughput, and packet lost rate.

Based on the above variable attack parameters, the ten distinct experiments are designed to implement three types of attacks. These attacks are summarized in Table II, Table III, and Table IV.

**TABLE I. CONSTANT NETWORK PARAMETER**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic type</td>
<td>UDP/CBR</td>
</tr>
<tr>
<td>Packet size</td>
<td>1500B</td>
</tr>
<tr>
<td>Transmission rate</td>
<td>1Mbps</td>
</tr>
<tr>
<td>Simulation time</td>
<td>20s</td>
</tr>
</tbody>
</table>

**TABLE II. EXPERIMENTS TO IMPLEMENT UDP-BASED ATTACKS**

<table>
<thead>
<tr>
<th>Experiment number</th>
<th>Description</th>
<th>Attack packets size</th>
<th>Attack packets rate/interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Initial rate and size</td>
<td>200B</td>
<td>4 Mbps/0.0004s</td>
</tr>
<tr>
<td>2</td>
<td>Changing packets size</td>
<td>10000B</td>
<td>4 Mbps/0.0001s</td>
</tr>
<tr>
<td>3</td>
<td>Changing packets rate</td>
<td>10000B</td>
<td>2 Mbps/0.0001s</td>
</tr>
<tr>
<td>4</td>
<td>Same parameters as the</td>
<td>1500B</td>
<td>1 Mbps/0.0001s</td>
</tr>
</tbody>
</table>

**TABLE III. EXPERIMENTS TO IMPLEMENT TCP-BASED ATTACKS**

<table>
<thead>
<tr>
<th>Experiment number</th>
<th>Description</th>
<th>Attack packets size</th>
<th>Attack packets interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Initial rate and size</td>
<td>1500B</td>
<td>0.0001s</td>
</tr>
<tr>
<td>6</td>
<td>Changing packet size</td>
<td>200B</td>
<td>0.0001s</td>
</tr>
<tr>
<td>7</td>
<td>Changing packet size</td>
<td>100B</td>
<td>0.0001s</td>
</tr>
</tbody>
</table>

**TABLE IV. EXPERIMENTS TO IMPLEMENT ICMP-BASED ATTACKS**

<table>
<thead>
<tr>
<th>Experiment number</th>
<th>Description</th>
<th>Attack packets size</th>
<th>Attack packets interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>Initial rate and size</td>
<td>5000B</td>
<td>0.00001s</td>
</tr>
<tr>
<td>9</td>
<td>Changing packet size</td>
<td>500B</td>
<td>0.00001s</td>
</tr>
<tr>
<td>10</td>
<td>Changing packets interval</td>
<td>200B</td>
<td>0.001s</td>
</tr>
</tbody>
</table>

B. Testbed environment

We setup a testbed to measure the results of the attacks which are compared against the simulation results to verify the accuracy of the findings. Therefore, to fulfill our purpose, the hardware components and software configurations applied in our testbed are described as follows.

a) Hardware details

- **Router:** wire router (brand remains unmentioned) with IDS enabled is used through all the experiments in the testbed to protect the target network as it is done in the real world. The router by default is configured to discard ping to WAN interface and the firewall features are enabled with default settings.

- **Clients Processor:** Intel® core i7 2.70GHz

- **Clients RAM:** 4.00 GB

b) Software details

- **Penetration tool:** we use Kali security distribution Linux with pre-installed metasploit in it to conduct the attacks.
• **Traffic analyzer:** Wireshark is used to capture the traffics and analyze the target network behavior.

• **Operating system:** heterogeneous operating systems are selected for the source and destination clients as Windows7 and Linux Ubuntu11 respectively. The aim is to measure the overall resilience and behavior of different operating systems against the protocol-based attacks. Antivirus (brand remains unmentioned) with built-in firewall is protecting the source client with Windows7 on it. Furthermore, the windows firewall also is protecting the system. This is done because in the real world the computers and routers are also protected by antivirus or firewalls.

The testbed view to implement the attacks is presented in Fig. 3.

![Testbed setup to implement the attacks](image)

**Fig. 3.** Testbed setup to implement the attacks

The ten experiments mentioned in Table II, Table III, and Table IV are implemented in the testbed with the exact same conditions as the simulation except the duration time. Since the traffic transmission in the real networks has a random pattern, sometimes slow and sometimes fast, to observe the accurate behavior of the network, we double the observation time from 20s in the simulation to 40s in the testbed. The duration time in the simulation and the testbed before and during the attacks, are provided in Table V.

<table>
<thead>
<tr>
<th>Network state</th>
<th>Simulation time duration</th>
<th>Testbed time duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before the attacks</td>
<td>0-9s</td>
<td>0-19s</td>
</tr>
<tr>
<td>During the attacks</td>
<td>10-20s</td>
<td>20-40s</td>
</tr>
</tbody>
</table>

**Table V. Simulation and Testbed Durations**

IV. RESULTS AND DISCUSSION

In this section, the simulation results and the testbed results of the ten experiments designed in our previous section are presented.

A. Experiment 1

In this experiment, the 1500B CBR traffics with 1Mbps rate are transmitted between the legal users while the attacker with spoofed UDP packets tries to attack the target network. The key motivation is to examine the impact of the UDP-based attack, with the characteristics listed in Table I, on normal operation of the target network. The simulation results of this experiment are presented in Fig. 4 and Table VI as follows.

![Throughput and Packet lost before and during the attack](image)

**Fig. 4.** Throughput and Packet lost before and during the attack

**Table VI. Delay before and during the attack**

<table>
<thead>
<tr>
<th>Delay before attack (0-9s)</th>
<th>Delay during attack (10-20s)</th>
<th>Lost data</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.112</td>
<td>0.131632</td>
<td>5280Kb</td>
</tr>
</tbody>
</table>

As the results show, the attack is not able to completely saturate the target network. Before the attack, 0-9th second, the target network operates normally with no packet lost. However, as the attack starts at the 10th second, due to increasing the number of forgery UDP packets, losing the packets starts as well which continues until the attack ceases.

The zigzag shape of the curve in the throughput graph during the attack is caused by the fluctuation of the number of packets sent by the victim. Since the number of the attack packets overloads the router’s buffer, the attack packets are dropped which results in decreasing the congestion and providing the higher throughput.

In order to validate the accuracy of the above results, we conduct this attack in the testbed. We measure the performance of the target network before and during the attack with the same specifications as the simulation. The testbed results of this experiment are presented in Fig. 5 as follows.
Fig. 5. Throughput before and during the attack

In the graphs obtained by Wireshark analyzer, the x-axis is time and y-axis shows packets per second. Based on the graphs, we can see that the testbed results confirm the simulation results as the attack does not completely saturate the target network. During the attack duration we did not observe a remarkable degradation of the performance in term of throughput. The target network was still able to send packets during the time of this analysis under the attack.

During the attack we spoof the IP address of the attack packets for two reasons: first to ensure that the excessive reply packets do not reach the attacker device, second to keep the attacker’s location anonymous. Since the source address of the forgery packets are spoofed, the victim replies with ICMP destination unreachable. These legitimate unnecessary replies help the attacker unknowingly by consuming more bandwidth as shown in Fig. 6.

B. Experiment 2

As the second experiment, we increase the size of the attack packets while keeping the attack rate at the same level as the previous experiment. We intend to measure the impact of the UDP-based attack, with the characteristics listed in Table I, on normal operation of the target network. The simulation results of this experiment are presented in Fig. 7 and Table VII as follows.

Based on the results, as the attack starts at the 10th second, the attack packets quickly overwhelm the network so that after passing less than 2 seconds from the attack, they impose tremendous pressure over the network and shut it down. Unlike the previous throughput graph there is no zigzag because the overflow does not happen. As we can see, the bigger interval between the attack packets decreases the congestion and avoids dropping the attack packets.

In order to see if the attack in the real world has the same effect like the simulation, we run the above attack in the testbed. The testbed results of this experiment are presented in Fig. 8.
As we can see, the results of the attack in the testbed also confirm the simulation results in term of overwhelming the network and dropping the throughput down to zero. After starting the attack at the 20th second, the target network comes to a halt instantly and remains unavailable during the entire attack time. As the two peaks show, the very large size of the attack packets also consumes the attacker’s bandwidth. Consequently, after passing about 5 seconds, no new attack packet is transmitted while the target network is still suffering from the previous transmitted attack packets. We observed that, after about 10 seconds, the newer attack packets are again headed toward the victim.

In the above experiment our victim in the target network was the router. So we were curious about what would happen if the target is selected as a client with Windows 7 or as a client with Ubuntu Linux. Therefore, to know whether having Windows or Linux can make a difference or provide possible resistance to the attack, we repeated the above experiment. We observe a Blue Screen of Death (BSOD) for the Windows 7 client almost immediately after starting the attack. In contrast, the Linux Ubuntu client hanged and stopped working after about 3 seconds passing the attack while the CPU usage reached 100% and we had to restart it.

C. Experiment 3

In this experiment the size of the attack packets is kept the same as the previous experiment but the attack rate decreases to 1Mbps as described in Table I. We plan to examine the impact of the deduction in the attack intensity on the network operation. The simulation results of this experiment are presented in Fig. 9 and Table VIII as follows.

![Fig. 9. Throughput and Packet lost before and during the attack](image)

### TABLE VIII. DELAY BEFORE AND DURING THE ATTACK

<table>
<thead>
<tr>
<th>Delay before attack (0-9s)</th>
<th>Delay during attack (10-20s)</th>
<th>Lost data</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.112</td>
<td>0.156526</td>
<td>7428Kb</td>
</tr>
</tbody>
</table>

As the graph shows, due to reducing the attack rate compared to the previous experiment, the throughput degrades but does not get down to zero. The fewer packets lost also shows that the attack was not able to completely overwhelm the target network. In order to observe the network behavior in the real world under this attack, we run it on the testbed. The testbed results are presented in Fig. 10.

![Fig. 10. Throughput before and during the attack](image)

In the above results, the packets transmitted during the attack time provide evidence for survivability of the target network during the attack. The above results confirm that although the attack is able to change the normal operation, it is not able to completely saturate the network.

D. Experiment 4

Comparing the first and second experiments shows that under the same attack rate, the larger attack packets are more destructive than the smaller, in term of shutting down the target network. Also comparing the second and third experiments shows that for the same size of the attack packets, a higher attack rate is more destructive than the smaller rate. So it may bring up the assumption that higher attack packets size and rate provide higher success rate for the attackers. To examine the certainty of this assumption, we conduct the experiment 4. The aim in this experiment is to figure out the smallest attack packet size and rate which are capable of dropping the throughput down to zero. To accomplish this, 1500B UDP spoofed packets with 1Mbps rate as listed in Table I, are headed towards the target network. The simulation results of this experiment are presented in Fig. 11 and Table IX.
**Fig. 11.** Throughput and Packet lost before and during the attack

<table>
<thead>
<tr>
<th>Delay before attack (0-9s)</th>
<th>Delay during attack (10-20s)</th>
<th>Lost data</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.112</td>
<td>0.118345</td>
<td>9420Kb</td>
</tr>
</tbody>
</table>

The above results show that although both the attack packets size and rate are smaller than before, the attack can instantly cause the network running out of the resources. Soon after starting the attack, throughput degrades to zero and remains zero until the end of the attack. This eliminates the assumption mentioned before. The reason is that, when the number of attack packets grows to a very high number, the link between the attacker and target will be overloaded, resulting in the dropping of the attack packets which ultimately decreases the effectiveness of the attack. The same happens when the attack intensity exceeds a threshold. On the other hand, by considering the fact that attackers typically intend to remain anonymous without leaving any trace behind, the attackers need to provide a balance between these two parameters: they must be high enough to effectively shut down the target network and be low enough to avoid dropping of the attack packets and also detecting the attackers.

To see whether the attack is also successful in the real world with these small attack packets and rate, we run the attack against the target network in our testbed. The testbed results are presented in Fig. 12.

**Fig. 12.** Throughput before and during the attack

The above results also confirm the simulation results as 100% success rate for the attacker to shut down the target network. The normal transmission before the attack and zero transmission during the attack prove that the attack renders the network incapable of providing normal services even with small attack packets and low rate.

**E. Experiment 5**

The previous experiments exploit the UDP protocol vulnerability to conduct the attacks against the networks. In contrast, this experiment leverages TCP protocol weaknesses. The objective is to examine the impact of the TCP-based attacks, with attributes listed in Table II, on the normal operation of the target network. The results of this experiment are presented in Fig. 13 and Table X.
Fig. 13. Throughput and Packet lost before and during the attack

TABLE X. DELAY BEFORE AND DURING THE ATTACK

<table>
<thead>
<tr>
<th>Delay before attack (0-9s)</th>
<th>Delay during attack (10-20s)</th>
<th>Lost data</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.112</td>
<td>0.118345</td>
<td>9420Kb</td>
</tr>
</tbody>
</table>

As the above results show, the network capacity is quickly exhausted and the attack disables the network after only about 2 seconds. There is a gap less than 2 seconds since starting the attack until the throughput reaches zero. This gap is the time taken until the buffer of the router becomes full by the attack packets and overloads. The attack also results in significant losing the packets. The packet lost graph confirms that before overloading the router buffer, the packet lost is zero for about 2 seconds after starting the attack. Furthermore, the high number of packets lost during the attack causes less legal packets in the network which is the reason of a small difference between the delay of the packets before and during the attack.

In an attempt to observe the performance of the real target network under this attack, we implement the above attack against the testbed. The results are presented in Fig. 14.

Fig. 14. Throughput before and during the attack

To our surprise, the testbed results and simulation results show a complete different behavior. While the simulation results confirm a 100% success rate for the attacker to shutdown the network, the attack is completely unsuccessful in the real world. The transmission of the legal packets still continues during the attack. We believe the reason aside from the protection offered by the firewall and antivirus, is the nature of the TCP protocol which demands going through a 3-way handshake before accepting any data which is done in NS2 by default unlike the real world.

F. Experiment 6

The concept in this experiment is that by keeping the attack intensity as the previous experiment, the size of the attack packets becomes larger to see the possible effects on the severity of the attack. The simulation results of are presented in Fig. 15 and Table XI.

Fig. 15. Throughput and Packet lost before and during the attack

TABLE XI. DELAY BEFORE AND DURING THE ATTACK

<table>
<thead>
<tr>
<th>Delay before attack (0-9s)</th>
<th>Delay during attack (10-20s)</th>
<th>Lost data</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.112</td>
<td>0.113897</td>
<td>9612Kb</td>
</tr>
</tbody>
</table>

According to the above results, the attack is successful to saturate the target network by dropping the throughput to zero. The reason for increasing the throughput between 19-20th second is that, due to small attack packet intervals and also limited queue capacity, the router buffer overflows and it drops the attack packets. This results in an empty queue and less congestion therefore the legal packets can be delivered to the destination which increases the throughput.

The difference between the normal delay and the delay during the attack is not considerable. The reason is that, the delay shown during the attack is related to the received packets while NS2 overlooks the time spent on the processing of the packets which have been lost due to the attack. Since during the attack, only a small number of packets reach the destination, they experience small delay.

As we saw in UDP attack experiments, larger attack packets or attack intensity do not necessarily signify more destructive attack. The reason is that, larger attack packets can
quickly overload the destination’s buffer resulting in dropping the attack packets which in turn reduces the impact of the attack. Also increasing the attack rate consumes more CPU and RAM of the attacker causing less effectiveness of the attack. To address the certitude of this, we repeat the above experiment with larger attack packets as 4500B and the same attack rate. The simulation results and testbed results are presented in Fig. 16 and Fig. 17 respectively.

The above outcomes also confirm that due to the massive grow in the number of forgery packets, they are dropped by the target network which consequently decreases the impact of the attack.

**G. Experiment 7**

As we know, smaller attack packets and intensity can help the attackers to remain anonymous and not be detected. In this experiment, while we keep the same amount of packet interval as the previous experiment, we decrease the size of the attack packets to 100B as mentioned in Table II to see the success rate of the attack despite the smaller attack packets. The simulation results are presented in Fig. 18 and Table XII.

As the graphs show the attack does not reach 100% success rate. Although the attack is not able to degrade the throughput down to zero, it can severely destabilize the network.

In order to determine the impact of this attack on the Ethernet networks in the real world, we implement this attack against the testbed. The testbed results are presented in Fig. 19.
Based on the above results, as we can see the attack in the real world also is not effective.

Since with the attributes specified for all the TCP-based attack experiments we did not lead to much success in the real world, we decided to change the attack parameters to see whether we can have any success with TCP packets in the testbed. Therefore, we configured the attacker’s device to run the attack on the testbed as fast as the network card is capable to and we repeated the experiment. The results are presented in Fig. 20.

The null throughput during the attack provides evidence that the TCP-based attack successfully crashes the target system in the real world. The Fig. 21 captures the forgery TCP packets overwhelm the target network.

We also repeated the above experiment with a specific type of TCP packet, SYN, to open incomplete connections with the target network. The testbed results of the SYN attack is presented in Fig. 22.

As the above results show, by providing the null throughput, the attack severely disrupts the target system’s operation and renders the services entirely unavailable for the intended users. The SYN packets received by the victim router are presented in Fig. 23.

H. Experiment 8

In this experiment, the ICMP-based attack is conducted over the target network. The legal UDP traffics are transmitted between the users while the spoofed ICMP packets with the attributes listed in Table III are headed towards the target network. The simulation results are presented in Fig. 24 and Table XIII.
Fig. 24. Throughput and Packet lost before and during the attack

<table>
<thead>
<tr>
<th>Delay before</th>
<th>Delay during</th>
<th>Lost data</th>
</tr>
</thead>
<tbody>
<tr>
<td>attack (0-9s)</td>
<td>(10-20s)</td>
<td></td>
</tr>
<tr>
<td>0.112</td>
<td>0.265483</td>
<td>2568Kb</td>
</tr>
</tbody>
</table>

 TABLE XIII. DELAY BEFORE AND DURING THE ATTACK

As the throughput results indicate the influence of the attack is not remarkable. The zigzag patterns, as we mentioned before, are related to overloading the buffer of the router. The difference between the delay before and during the attack is high due to the small number of lost packets. Since only a few packets are lost, the number of legal packets is high in the network. Therefore, congestion occurs in the system and consequently the packets experience higher delay during the delivery process to the destination.

In order to see if the above effects are also valid in the real world, we implement the attack over target system on the testbed. The testbed results are presented in Fig. 25.

The testbed results are similar to the simulation results in term of slowing down the network. However, the simulation results show higher throughput than the testbed outcomes.

We observed that in the testbed, the attack did not disable the target network but it dramatically slows it down so that even a simple network task such as opening a website took a relatively long time.

I. Experiment 9

In this experiment, the size of ICMP attack packets is decreased to 500B. The attack packets with the characteristics listed in Table III, are transmitted to the target network to examine the possible effects on the normal performance of the network. The simulation results are presented in Fig. 26 and Table XIV.
Comparing the above results with the outcomes of the previous experiments shows that under the same attack rate, the ICMP-based attack with the smaller packets is more efficient than the larger packets in terms of making the network unreachable. The reason, as already explained, is related to the extreme growth in the number of the attack packets which results in dropping them and reducing the efficiency of the attack. However, since in this experiment the attack packets are much smaller than the previous experiment, the attack packets are not dropped and efficiently make a break in the network performance.

Like before, the two peaks in the throughput graph at 17th and 19th seconds show the overloading of the router buffer. Due to the huge number of attack packets, they are dropped which makes the media free and available for the normal users for a very short time.

To evaluate the impact of the above attack on Ethernet networks in the real world, we run the same attack on the testbed. The results are presented in Fig.

The above testbed results confirm the simulation results. The attack successfully brings the target network to a complete halt and makes it inaccessible for its legal users. Based on the above results, soon after launching the attack, the victim is saturated and the forgery packets render the network shut down.

J. Experiment 10

In this experiment we decrease both the attack packets size and the attack intensity to see whether the lower rate ICMP-based attack with features listed in Table III can still infect the normal operation of the target network. The simulation results are presented in Fig. 28 and Table XV.

![Fig. 26. Throughput and Packet lost before and during the attack](image)

**TABLE XIV. DELAY BEFORE AND DURING THE ATTACK**

<table>
<thead>
<tr>
<th>Delay before attack (0-9s)</th>
<th>Delay during attack (10-20s)</th>
<th>Lost data</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.112</td>
<td>0.265483</td>
<td>9084Kb</td>
</tr>
</tbody>
</table>

![Fig. 27. Throughput before and during the attack](image)

![Fig. 28. Throughput and Packet lost before and during the attack](image)
The above results confirm our previous results so that larger attack packets or attack rate do not necessarily cause the attack to be more destructive. To conclude and confirm it, we repeated the above experiment by increasing the attack size from 200B to 550B. The results are presented in Fig. 29.

Table XV. Delay before and during the attack

<table>
<thead>
<tr>
<th>Delay before attack (0-9s)</th>
<th>Delay during attack (10-20s)</th>
<th>Lost data</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.112</td>
<td>0.113103</td>
<td>9720Kb</td>
</tr>
</tbody>
</table>

As we expected, these new results show that largely increasing the size of the attacks packets can degrade the impact of the attacks because of dropping of huge number of the attacks packets due to the overloading of the buffer.

The above experiment with 200B attack packets performed over the testbed to observe the attack effectiveness in the real world. The testbed results are presented in Fig. 30.

The above results confirm the simulation results being that the attack severely limits access to the network. The null throughput during the attack indicates that the attack is completely successful to render the network shutdown.

V. Conclusion

In this work we conducted several protocol-based attacks against Ethernet networks through both simulation and testbed. By comparing the results of the experiments we conclude that the size of the attack packets and attack rate are the two key factors which directly affect the success rate of the attackers. However, there are no specific values for these parameters to shut down the target network. It relies on different items including the target networks topology, traffic transmission aspects, and bandwidth of the target network. Based on the results increasing both the attack packets size and attack rate can self-congest at some bottleneck and not reach the intended destination which consequently decreases the effectiveness of the attack. By considering the fact that larger attack packets or higher attack intensity can reveal the attackers location, providing a balance between these parameters must be taken into account by the attackers.
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Abstract—Emergency preparedness is a discipline that harnesses technology, citizens, and government agencies to handle and potentially avoid natural disasters and emergencies. In this paper, a survey of the use of information technology, including social media, in emergency preparedness is presented. In addition, the current direction of research is identified, and future trends are forecasted that will lead to more effective and efficient methods of preparing for and responding to disasters.
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I. INTRODUCTION

Emergency preparedness is a discipline that harnesses technology, citizens, and government agencies to handle and potentially avoid natural disasters and emergencies. Research in this field seeks ways to avert, guard against, and efficiently recover from emergency situations, especially those that pose a threat to the stability of society. In this paper a survey of the use of information technology in emergency preparedness is presented. The work also examines how social media can be leveraged to warn the public of emergencies and analyze how people respond to emergency situations. In addition, it analyzes systems used to increase awareness to the public and government agencies on the importance of supporting the technology to reduce the impact of disasters. Finally, the current direction of research is identified, and future trends that will lead to more effective and efficient methods of preparing for and responding to disasters are forecasted.

The remainder of this paper is organized as follows. Section II discusses current research in emergency preparedness. Section III presents taxonomy of the current research and identifies future trends. Finally, Section IV concludes.

II. CURRENT TRENDS IN EMERGENCY PREPAREDNESS RESEARCH

A review of the current literature on emergency preparedness identified several major trends in the research.

A. Social Networking and the Citizen’s Role in Emergency Management

The use of the Internet as a resource during emergency situations has continued to augment over the years. The web has served as a vessel filled with vital information, and therefore, has introduced a novel and unique aspect to emergency preparedness research. Information from social networks can be used to monitor events in real time, as well as gather information after emergencies.
pertinent disaster information available on Flickr, but it is voluntarily generated and organized [17]. Disaster-related photographs, for events that have occurred since Flickr’s launch in 2004, have their own page on the site. Not only did people post photographs of the aftermath, but they also utilized Flickr as a place to look for lost people and property damages. This large collection of data can aid in disaster preparation, response, and recovery.

Global Disaster Alert and Coordination System’s (GDACS) research showed that, in many cases, social media was a more effective approach for information dissemination. This is because the information is able to reach more people in less time than traditional methods, such as television broadcasts, radio announcements, etc. Moreover, they discovered that social media users can report on events, sometimes with more accuracy than mass media outlets [5]. The GDACS plans to relay news gathered collectively from physical disaster parameters and social networks through a mobile application. The application will also allow users to upload photos with geolocation information, which can be analyzed and distributed according to regions.

The Social Emergency Management Information Systems (SocialEMIS) was developed in an effort to update emergency management plans. SocialEMIS focuses on collaboration during the contingency planning phase. Current emergency management systems focus mainly on collaboration during the response phase. Due to globalization, disasters can indirectly affect areas that are unconnected to the initial incident. Therefore, contingency planning must include all possible stakeholders. SocialEMIS uses collaborative preparedness and aims to involve all parties in the planning process, so that majority of the faults can be addressed before the response phase [2]. In future iterations, SocialEMIS will allow citizens to submit contingency plans associated with small-scale emergencies and use social networks to add information to databases.

B. Human Response to Disaster

During emergency events, people usually come together to help those in need. While these events can significantly affect victims, they also tend to be taxing on the first responders and public servants. A study observed the reaction of the New Orleans Police Department (NOPD) officers after their response to Hurricane Katrina [6]. Information was gathered on how first responders coped with disasters by which they were personally affected. Although many officers lost their homes or were in need of rescuing, their duty still called them to assist others. The study revealed that all officers experienced some form of emotional stress. However, not all handled the stress in the same way. Most officers relied on communication with other officers and family members, detachment, spirituality and religious beliefs, vices (e.g. cigarettes and alcohol), physical activity, and recollection of military training [6]. Communication between officers and their family proved best at helping officers cope. This suggested that the development of communication systems that allow first responders to communicate with their loved ones be developed and implemented. The study also recommended that military survival training be included in the training of first responders.

Sometimes, even after training, the stress endured during a disaster can have strong mental effects on responder. In [7] the mental health of 207 subjects exposed to an airplane crash was monitored in stages. This study also included a control group of unexposed responder. The study found that the exposed responders were at an amplified risk (four times that of the control group) of developing acute stress disorder, post-traumatic stress disorder (PTSD), and depression. It suggested that they seek psychiatric care for emotional issues. The study showed that responders have a greater chance of developing acute stress disorder at least one week after the disaster, depression seven months after the disaster, and PTSD thirteen months after the disaster. The study also suggests that previous disaster experience puts responders at an even higher risk for developing PTSD. However, previous disaster experience is an intricate variable requiring more research [7]. The study implies that the results should be used to implement training on stress relief, as well as programs to help responders deal with stress following a disaster.

C. Use of Information Technology During Emergencies

The Committee on Research Priorities in Emergency Preparedness and Response for Public Health Systems found that current emergency response training systems must be expanded to address a wide variety of threats [1]. The committee identified the need for more interdisciplinary collaboration and inclusion of all levels of public health agencies, to create more effective emergency response plans and increase emergency preparedness.

Following the same trend, the Homeland Defense Center Network (HDCN) seeks to increase the presence of 3D simulation, modeling, and visualization in emergency planning, training, and decision support [3]. Many tools utilize modeling and simulation, but do not incorporate scalable virtual reality and simulation. Moreover, the ability to distribute data and findings throughout different simulation tools is missing. The HDCN is researching inexpensive and reusable simulation, modeling, and visualization and following emerging industry standards and guidelines. The HDCN has also created its own basic requirements for inexpensive, expandable, and sustainable 3D simulation, modeling, and visualization tools, with the intentions of making these advanced tools readily available to local, state, and federal emergency response teams [3]. When these tools were made available in other industries, training material retention increased by more than 25% and the viewing of training material increased by nearly 50%. The HDCN is highly confident that these tools will allow emergency response teams to plan and train more effectively, while also providing responders with important information needed to safely and efficiently carry out their mission.

With the expansion of technology and its increase in affordability, more citizens now have access to powerful tools that can be used during disasters. It is noted that in disasters where traditional communication systems are unavailable, technology’s role is reduced. However, the public remains an important source of information. Current federal programs do
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not utilize volunteered information and only allow volunteer participation in disaster response, leaving a huge void that the public usually fills [13].

Information technology can also be used in the disaster management phase. A National Research Council workshop sought to increase and optimize its use in disaster management [16]. The research focused on human characteristics that obstruct the application of information technology systems. The study found that improved wireless networking connectivity, the ability to fuse data from different sources, detection of change and balancing the role of humans and computers are all necessary to successfully use information technology during emergency events.

D. Emergency Alert Systems

Emergency alert systems, like amber alerts and weather alerts, serve an important role in emergency management. Unfortunately, these systems do not take advantage of the new media for information dissemination. Many alert systems still operate on television and radio networks and have not expanded to the Internet.

The Emergency Alert System (EAS) used in the United States does not have a strong presence on the Internet. Prompt notification of emergencies and guidance are essential elements to keeping the public safe. However, the current system leaves a significant population without information. A recent study asserted the characteristics of effective systems [4]. The characteristics found to be most operative are location-awareness, automated operation, non-intrusiveness, spontaneity, ubiquity, and support for second languages [4]. In order to be feasible, an Internet-based EAS requires the cooperation of the government, Internet service providers, and website operators to achieve the qualities that a viable EAS demands.

The GDACS also provided recommendations on an Internet based alert system [5]. It determined that, in many cases, social media, especially Twitter, was a more effective approach for circulating information and news. This was because the Internet reaches a broad audience in small time periods.

E. Mobile Devices

While the Internet previously only allowed widespread consumption of information distributed by a few groups, Web 2.0 allows information to flow freely to and from all users of the Internet [10]. Many web programs allow information to be collected by users, such as Wikipedia, Open Street Map, and Google Earth. However, there is a lack of methods that ensure quality and detect and remove errors. Mobile devices equipped with GPS hardware (included in a large portion of devices sold) can collect this information. With the rise of Web 2.0 and Global Positioning System (GPS) receivers, citizens can obtain information that is relevant to their location and surroundings. Without the conveniences that these systems offer, important information on events such as natural disasters or terrorist attacks would be lost to many people.

A study performed in part by the Institute for Environment and Sustainability examined how Volunteered Geographic Information (VGI) helps detect crisis events quickly and efficiently [8]. The study also explored how VGI can provide crisis management groups more accurate understanding of situations through photographs and social media updates. The group tested the validity of this claim by conducting two trials based on prior events. The first trial was conducted using a flood example and utilized only one social networking source. The second trial was conducted using a forest fire example and utilized two social networking sources. Once the information was stored and validated, the alerts were created and sent out to the organizations relevant to the emergency situation. The results of the trials showed that the system could provide high-level, useful information to emergency management organizations at affordable prices [8]. VGI can also be used to fill the shortage of geographical information worldwide [10].

Although cellular networks perform successfully most times, during emergencies, they are usually crippled and fail to function at full capacity. In an effort to remedy this weakness, a team of developers created the mobile ad hoc network MyMANET. MyMANET does not use typical communication technologies, but rather a lighter-weight infrastructure that is suitable for developing nations. MyMANET is a great contender for developing mobile ad hoc networks, because it is easy to use, efficient, and flexible. However, it is extremely vulnerable to security breaches. [14]

As mentioned above, mobile devices enable citizens to easily share their locations and experiences. During disasters, this collective information can prove indispensable as a method to aid primary responders and concerned people.

III. Future Trends

A review of the literature revealed a number of key and future research trends in emergency preparedness. Table 1 presents taxonomy of the current research in the area, including literature reviewed. This taxonomy was used to identify open areas of research and future trends.

Social media is still an open area of research in emergency preparedness. The majority of research is expected to move in the direction of incorporating social media into disaster response. The large increase of information on social media makes it a great resource for emergency management. People are sharing large parts of their lives on social media, and this typically increases during emergencies. Moreover, the information could be used during all phases of emergency management. Social media is also more accessible, as they provide platforms (APIs) that researchers or developers can use to extract and exploit the information. Researchers use social media data to track the roles of citizens during emergency events and map it to what is going on around them.
TABLE I. TAXONOMY

<table>
<thead>
<tr>
<th>Paper</th>
<th>Social Networking</th>
<th>Human Response</th>
<th>Information Technology</th>
<th>Alert Systems</th>
<th>Mobile Devices</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

The observations are then used to determine whether social media can be used to detect emergency events.

Review of the literature also determined that online emergency alert systems have not been researched in depth. Traditional systems use radio and television to alert citizens of emergencies, but the users of those mediums are declining. More people are using Internet services that rival traditional radio and television broadcasts. The Internet is a popular platform and needs a sustainable and reliable alert system that can reach people and notify them of emergency situations. Twitter introduced an emergency alert system for organizations to leverage. However, it is strictly opt-in, so the scope of the system is limited. This is a step forward. However, it still falls short of replicating the success of television and radio alert systems.

IV. CONCLUSION

In this study, the current literature in emergency response was reviewed to identify current and future trends. Research currently emphasizes the incorporation of social media into disaster response and the collaboration of governments and citizens. These two topics are very similar, because social media is the outlet that citizens use to aid in emergency management. However, it is an unofficial role. Dedicated mediums should be created for citizens to volunteer their time and information. Many of the studies examined in the survey show that there are users of social media who want to aid in the emergency management process. It is essential to offer support for information technology advances and utilize citizens during emergency management.
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Abstract—This research proposes a process that integrates service design method and eye tracking insight for designing a Smart TV user interface. The Service Design method, which is utilized for leading the combination of the quality function deployment (QFD) and the analytic hierarchy process (AHP), is used to analyze the features of three Smart TV user interface design mockups. Scientific evidences, which include the effectiveness and efficiency testing data obtained from eye tracking experiments with six participants, are provided the information for analysing the affordance of these design mockups. The results of this research demonstrate a comprehensive methodology that can be used iteratively for redesigning, redefining and evaluating of Smart TV user interfaces. It can also help to make the design of Smart TV user interfaces relate to users’ behaviors and needs. So that to improve the affordance of design. Future studies may analyse the data that are derived from eye tracking experiments to improve our understanding of the spatial relationship between designed elements in a Smart TV user interface.

Keywords—Smart TV; User Interface Design; Eye Tracking; Design Affordance; Service Design

I. INTRODUCTION

Smart TV devices provide both broadcast and broadband content on a TV[1, 2]. They facilitate the curation of content by combining Internet-based information with content from TV providers[3]. These devices have the potential to combine the strengths of TV broadcasting and broadband network services. Accordingly, Smart TV depends innovative human-computer interaction(HCIs) to provide suitable services and to meet user requirements[4, 5]. Unlike those of a conventional TV with a remote control, new Smart TV features, such as web search, social networking, multi-user operation, personalized services and application development, require innovative “natural” HCIs[6]. Not only are the interactions and functions of a Smart TV user interface(UI) important, but also is its adaptability to individual users. To develop a Smart TV UI with service, researchers with technical and design backgrounds must work together in an interdisciplinary fashion with a comprehensive roadmap that specifies relevant requirements [3, 4, 7]. Although a Smart TV serves audiences by the delivery of innovative services, a number of questions about the mechanism of that delivery to various users via a single platform remain. Smart TV HCIs and UIs are important to all users, content providers and Smart TV manufacturers because innovative HCIs and UIs are required to provide enhanced services and meet user requirements[4, 8]. Numerous works have established the importance of different criteria in designing HCIs and UIs[9-13]. Some researchers have proposed various processes for designing Smart TV HCIs and UIs [3, 5, 13, 14]. However, evaluation of the effectiveness, efficiency, and usability or, more generally, the affordance, of Smart TV HCI and UI designs results requires further investigation. Therefore, this work develops a comprehensive methodology for evaluating the design affordance of Smart TV UIs. Affordance evaluation is a technique that is widely used to identify the quality of various aspects of web site design[15, 16], product design[17], interaction design[18], and engineering design[19]. The purpose of an affordance evaluation is to ensure that users of the Smart TV UIs can use design mockups efficiently and effectively. The two classes of affordance evaluation are empirical methods and inspections. Empirical methods are based on observing, capturing, and analyzing data about usage by real end-users, while inspections are conducted by expert evaluators or designers, and involve reviewing the usability-related aspects of the design(such as mock-ups, conceptual models, user interfaces), commonly associated with UIs, with regard to their conformance with a set of guidelines. This research mostly concerns inspections. Firstly, in an interdisciplinary service design workshop, Quality Function Deployment (QFD) and the Analytic Hierarchy Process (AHP) were integrated to derive qualitative and quantitative information about user-related scenarios and user requirements for developing three Smart TV UI mockup designs. Then, eye tracking evaluations are performed with six participants to gather gazing data, eye paths, and heat maps for further analysis. The results of the eye tracking analysis are then compared with the results obtained from a service design workshop to evaluate the design affordance of the Smart TV UIs.

The remainder of this paper is organized as follows. Section II reviews related work. Section III discusses the relevant design mechanisms and proposed methodology for Smart TV UIs design. Section IV discusses results of the implementation of QFD and AHP for a Smart TV UI design mockup. Section V presents the eye tracking results and analyzes the Smart TV UI design affordance. Section V draws conclusions and offers ideas for future works.

II. RELATED WORKS

A. Services design method for developing smart tv uis

Service interfaces are designed for intangible products that are, from the customer’s point of view, useful, profitable and
desirable, while they are effective, efficient and different for the provider. The method for making this process integral and holistic is to incorporate the particular visions of all stakeholders, including users, designers, investors, researchers, technicians, policy makers, consultants and competitors. Bill Moggridge offered the following definition; “service design is the design of intangible experiences that reach people through many different touch-points”[11]. That is, service design is a process of continual updates based on the responses of users who are observed and monitored. Service design is a means of transferring traditional product design and interface design to commercial services. Also, service design can help to elucidate user requirements and find solutions to the design of services, products, and other related elements to users. The principles of service design have been implemented in scenario planning[11, 22].

By integrating the internet into television sets, Smart TVs allow consumers to use on-demand streaming media services, listen to radio, access interactive media, use social networks, and download applications[20]. Nowadays, Smart TVs not only offer access to the internet and legacy web services, but also provide content services that are immediately coupled to broadcast content that is rendered on the terminal device[2]. To provide more and better services, a Smart TV must have a menu system and UI that can be navigated to complete a task. As several researched have noted, an intuitive and easily navigated HCI and UI are critical to a good user experience of a Smart TV[1, 9, 13, 18, 21]. Hence, a comprehensive process that includes design and evaluation of Smart TV UIs is very important for making Smart TV services more desirable and useful. Unlike the features of a conventional TV with a remote control, new Smart TV features, such as web search, social networking, multi-user support, personalized services and application development, depend on innovative “natural” HCIs[4]. To improve the HCIs with a Smart TV, our earlier work brought together technicians and designers in an inter-disciplinary context to generate a comprehensive roadmap for the development of Smart TVs and identify future requirements thereof[3, 5]. Any application of service design to the multimodal interaction development of Smart TV must consider aspects of both product design and interface design. Moreover, this work follows some features and characteristics of service design that were summarized as follows.

1) Assessing services from a holistic and detailed point of view.
2) Considering both artifacts and experiences.
3) Making services tangible and visible via visualizations.

B. QFD-AHP Integration for Smart TV UIs Design

In addition to the service design approach, the quality function deployment(QFD) matrix and analytical hierarchy process(AHP) method are also utilized simultaneously to systematically identify the criteria derived from service design scenario planning, and to weight and prioritize criteria.

The (QFD) method is a qualitative approach that is used to systematically assess the correlation between user requirements and technical features. The QFD matrix is a systematic design approach based on an in-depth awareness of customer desires, coupled with integrated corporate functional groups. The QFD matrix translates customer desires into design characteristics for each stage of product development. The ultimate goal of is to translate often subjective criteria into objective criteria that can be quantified and measured and which can then be used to design and manufacture the product. However, it has two weaknesses: firstly, it does not prioritize customer requirements; secondly, the weights are subjectively evaluated and depend on consensus among a panel of experts.

The AHP method is a structured technique that converge the opinions from domain experts for dealing with complex decisions[23, 24]. The AHP enables groups of people to interact and focus on a certain problem, modify their judgments and, as a result, combine group judgments in accordance with the main criteria. Applying the AHP to weight CRs in a QFD matrix provides a rational framework for structuring a decision problem. The combined AHP-QFD approach can quantify CRs and elements, relate those elements to overall CR goals and evaluate alternative solutions. The combined AHP-QFD approach has been used successfully to assess customer needs based on a multiple-choice decision analysis. Gupta et al. reviewed uses of the QFD-AHP to evaluate and select methodology for an innovative product design concept. The methodology combining QFD-AHP was mainly used as a multi-criteria decision method for evaluating user requirements. By considering the requirements of designing Smart TVs and characteristics of service design, this work uses this methodology to evaluate the design and development of Smart TV UIs.

C. Evaluation of Design Affordance and Eye-Tracking

The perceptual psychologist J. J. Gibson coined the word “affordance” to refer to the actionable properties between the world and an actor[26]. Don Norman argues that, to Gibson, affordances are relationships. They exist naturally: they do not have to be visible, known, or desirable[27]: he would make a global change, replacing all instances of the word “affordance” with the expression “perceived affordance.” Don Norman also points out that affordances, both real and perceived, play very different roles in physical products, from their roles in screen-based products, such as UIs design. In product design, which deals with real, physical objects, both real and perceived affordances are involved, and the two sets may differ. With respect to graphical, screen-based interfaces, a designer primarily can control only perceived affordances[27]. Obrenovic and Starcevic claimed that HCIs are moving the balance of interactions closer to the human and support expressive, transparent, efficient, and robust interaction[10]. Therefore, the design of Smart TV UIs should focus on usability, which refers to “the extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use.”[9] However, usability issues commonly arise concerning HCI and UI navigation that has been poorly designed, typically because of the organization, placement, visual design, or terminology involved. Current methods for measuring the effectiveness of navigation are limited to observable behaviors and verbal feedback from participants.

Eye tracking is becoming an increasingly common tool in UX testing, enabling new ways to optimize navigational elements in UI design to be discovered [9]. Research into
results for evaluating eye tracking indicates that the relationship between interface and human reading habits can be recorded and analyzed systematically and scientifically to provide references for UI design[28, 29]. A book entitled “Measuring the User Experience: Collecting, Analyzing, and Presenting”, states that Eye Tracking (Gaze Tracker) is a good example of evaluating user experience and does not measuring not only where an eye is looking but also its motion, which makes measurement more easier and accurate[30]. A group of researchers used Gaze Tracker to determine whether object placement based on user expectation results in faster and better recall of the object’s location[31]. Aesthetic usability effect is influenced by the user’s affective response to the interaction, so Smart TV UI design should be evaluated to determine whether users recognize something that they appreciate and find to be aesthetically pleasing . Another issue proposed by Soussan Djamasbi found that Gaze Tracker can be utilized to measure the preferences of members of Generation Y (age 18-31) among various interfaces[29]. This research addresses how eye tracking can be used to understand the effectiveness of the design of mockups of Smart TV UIs, based on information derived from the QFD-AHP model. Three interface mockups were displays on a screen and Gaze Tracker was used to collect the gaze data of participants for 20 minutes. The evaluation of the eye tracking function was then used in the roadmap for designing Smart TV UIs to review the results.

III. METHODOLOGY

A. Define the Features of Smart TV UIs

The concept of design thinking is integrated here with technology development to develop a Smart TV UI. The four major phases of the interdisciplinary integration of the design thinking concept with technology development are as follows. The first phase is to outline the vision for the Smart TV HCI design, based on a review of trends of the development of, and visions for, Smart TVs. The second phase is to propose a plan for the interdisciplinary integration of technology and experts in the domain of interaction design by holding service design workshops to foster interdisciplinary brainstorming. The third phase, which provides the kernel of the integration, is to define user scenarios and technology benchmarks based on insights into user-centered design. In the last phase, the combined QFD-AHP approach is implemented to analyze the features and classes of Smart TV UIs mockup designs. Finally, an eye-tracking evaluation is conducted to the pupil is tracked and its movement is recorded for further analysis. The results are used to evaluate the design affordance of the developed Smart TV UIs.

B. QFD-AHP Model

The QFD matrix specifies the importance of each feature based on a correlation analysis of user requirements and technical features. It also shows user recognition by describing their experiences to competitors by giving a value to their importance. The importance range is 1–5 and their thinking is limited to strong, moderate, or poor. This method reveals how strongly the features (product characteristics) are related to user requirements and reflects the strengths of existing products. This work uses the QFD matrix to systematically list the features of the multimodal HCI design. This work uses the QFD matrix to list systematically the features of Smart TV UI design. An inter-disciplinary team of faculty members, researchers and graduate students with interaction design, computer science, and electronic engineering backgrounds participated in a service design workshop. This workshop helped the team gain a clear understanding of the features of Smart TV UIs design. The many ideas of the Smart TV UIs design that were generated in the workshop were narrowed down from global thoughts to specific and applicable features that meet user requirements and could be developed technically . All of the features that were obtained from service design workshop are represented in a QFD matrix. The importance of each feature is obtained by performing a correlation analysis of user requirements and the technical features that users demand.

After the QFD analysis, the AHP method is used to evaluate the results. The three basic steps in the AHP research areas follows.

1) Describe a complex decision-making problem as a hierarchy.

2) Perform pair wise comparison to estimate the priorities of various elements on each level of the hierarchy.

3) Integrate these priorities to obtain an overall evaluation of decision alternatives.

The AHP calculation template that was provided by Goepel[32] is used here for the primitive analysis of AHP results. The result workbook consists of 20 input worksheets for pair wise comparisons, a sheet consolidating all assessments, a summary sheet of systematic results, a sheet of reference tables (a random index, limits for the geometric consistency index (GCI), and judgment scales) and a sheet for solving the eigenvalue problem using the eigenvector method (EVM).

C. Eye Tracking Evaluation

A gaze tracking device, EyeLink 1000 Plus, which was made available by the National Taipei University of Technology, was used to trace participants’ eye movements. The device was set 2.75 m away from optical receiver. Since the device comes an infrared lamp, the room was made dim to eliminate any inaccuracy during the experiment. The evaluation involved six participants, who were asked to sync their eye’s gaze to the sensor before beginning the task. Participants were required to describe the contents of a selected Smart TV UI design, while the Gaze Tracker recorded their eye position. The obtained were presented as eye movement points and timed trajectories. GazeTrail, LookZone, and HeatMap methods are used to verify the design affordability of the designed mockups of the Smart TV UIs. The GazeTrail shows the subject’s ocular scan path by drawing a connected path of the recorded gaze position data on the Smart TV UI mockup design. LookZone calculates the area of interest in certain a Smart TV UI . HeatMap shows the intensity calculated from the GazePoint results. Data that collected on fixations and saccades from an eye-tracker will be visualized in an eye tracking software as gaze plot and heat map. The information that was collected from eye tracking evaluation is then provided for the design affordance analysis.
IV. ANALYSIS OF USER INTERFACE FEATURES AND DESIGN MOCKUP

A. Results of QFD-AHP Model Analysis

Figure 1 shows the QFD matrix results. Based on QFD matrix analysis, the smart interactive user interface and privacy settings are two of the most important features of Smart TVs, followed by gesture and voice control, customization of personal settings, and layout adaptation. These visualized results show that the UI design is very important to Smart TVs.

In comparison with technical features, gesture recognition and facial recognition are highly prized by respondents. Privacy via encryption and decryption, and traditional/single sign-in on account management are also required by customers. Respondents agreed that Apple TVs and Smart TVs have user-friendly interfaces. The privacy feature has already been developed by Apple TV, general Smart TV, and Google TV. The QFD matrix results comprehensively show a significant role to help the development. These results are also evaluated and calculated via the AHP. Each criterion is compared to another, such that the importance weight is derived.

![Quality Function Deployment Matrix Results](image1.png)

Fig. 1. Quality Function Deployment Matrix Results

Features in the QFD matrix are further processed as criteria in a questionnaire. To collect pair wise comparison results, 30 questionnaires were dispatched to inter-disciplinary experts, including faculty, researchers, and professionals in the fields of computer science, electronic engineering, and interaction design.

The final results of QFD-AHP model are presented in Table 1. There is a correlation exists between the QFD matrix weight scale and the weights and ranking from the AHP. The most demanded feature of a Smart TV HCI is the user interface (31%), which is followed by a visual design (27%). Demand for the personal settings (22%) differs little from that for layout design (20%). However, the top five design priorities for Smart TV HCI and UI are layout adaptation (46%), a smart interactive user interface (39%), personal customization (39%), natural visual design (36%) and intuitive operation of the user interface (35%). The top three features derived from the AHP are similar to those specified by the QFD weights? However, the design features with the fourth and fifth priorities are very different from those obtained using the QFD. Gesture and voice control has a high priority in the QFD matrix, but a low weight by the AHP method, probably because this customer requirement. Additional efforts must be made to provide gesture and voice control when designing multimodal interaction for Smart TVs. The results provide some guidelines for industry in the design of Smart TV HClS and UIs.

<table>
<thead>
<tr>
<th>TABLE I. THE QFD AND AHP RESULTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
</tr>
<tr>
<td>User Interface (31%)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Visual Design (27%)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Personal Settings (22%)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Layout Deployment (20%)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

B. Mockups Smart TV User Interface Designs

Figures 2 to 4 below present mockup designs of Smart TV UIs. The basic requirement of the design of these new interfaces is that users can quickly gain an understanding of which elements on the screen can be used to navigate. Users often spend only a few seconds to familiarize themselves with all of the elements of the interface. They should be able to establish a mental floor plan of the interface. Elements that are the most visually prominent will receive the most attention and will help to shape the user’s perception of the interface. Accordingly, visual affordance will provide a cue to users that a certain element is clickable. These mockups will be used in the eye tracking evaluation.
C. Design of Eye-Tracking Evaluation

Before the experiment was begun, five look zones (LZ) were established on the interface in different colors to help to track each participant’s eye movement. These five LZs correspond to Search, Notification, Launcher, User Account, and Movie (Categories). The pictures below show the locations of the LZs on the screen. The time and position of viewing are recorded to determine gaze time and the sequence of eye path.

V. EVALUATION AND DISCUSSION

A. Analysis of Efficiency of Mockup of Design of Smart TV UI

Eye tracking experiment was carried out using the Gaze Tracker EyeLink 1000 Plus. Six participants took the test. Participant were asked to sync their eye’s gaze to the sensor before beginning the task. Participants were required to identify the contents of a selected Smart TV UI design, while the Gaze Tracker recorded their eye position and searching time. The obtained were presented as eye movement points and timed trajectories.

The following tables presents the time taken by each participant while searching and identifying the contents of each Smart TV UIs mockup design.

<table>
<thead>
<tr>
<th>TABLE II. GAZE TIME RECORD OF PARTICIPANT 01</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contents</td>
</tr>
<tr>
<td>Categories</td>
</tr>
<tr>
<td>Search (sec)</td>
</tr>
<tr>
<td>User Account (sec)</td>
</tr>
<tr>
<td>Movie Selection (sec)</td>
</tr>
<tr>
<td>App Launcher (sec)</td>
</tr>
<tr>
<td>Notification (sec)</td>
</tr>
<tr>
<td>Average Time (sec)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE III. TIME RECORD OF PARTICIPANT 02</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contents</td>
</tr>
<tr>
<td>Categories</td>
</tr>
<tr>
<td>Search (sec)</td>
</tr>
<tr>
<td>Users (sec)</td>
</tr>
<tr>
<td>Movie Selection (sec)</td>
</tr>
<tr>
<td>App Launcher (sec)</td>
</tr>
<tr>
<td>Notification (sec)</td>
</tr>
<tr>
<td>Average Time (sec)</td>
</tr>
</tbody>
</table>
TABLE IV. TIME RECORD OF PARTICIPANT 03

<table>
<thead>
<tr>
<th>Contents</th>
<th>UI #1</th>
<th>UI #2</th>
<th>UI #3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Categories (sec)</td>
<td>2.11</td>
<td>4.66</td>
<td>1.33</td>
</tr>
<tr>
<td>Search (sec)</td>
<td>1.93</td>
<td>2.33</td>
<td>8.5</td>
</tr>
<tr>
<td>Users Account (sec)</td>
<td>2.6</td>
<td>4.88</td>
<td>4.2</td>
</tr>
<tr>
<td>Movie Selection (sec)</td>
<td>3.18</td>
<td>4.46</td>
<td>2.55</td>
</tr>
<tr>
<td>App Launcher (sec)</td>
<td>5.65</td>
<td>2.75</td>
<td>1.78</td>
</tr>
<tr>
<td>Notification (sec)</td>
<td>4.05</td>
<td>3.63</td>
<td>5.23</td>
</tr>
<tr>
<td>Average Time (sec)</td>
<td>3.3</td>
<td>3.8</td>
<td>3.9</td>
</tr>
</tbody>
</table>

TABLE V. TIME RECORD OF PARTICIPANT 04

<table>
<thead>
<tr>
<th>Contents</th>
<th>UI #1</th>
<th>UI #2</th>
<th>UI #3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Categories (sec)</td>
<td>2.56</td>
<td>3.11</td>
<td>2.66</td>
</tr>
<tr>
<td>Search (sec)</td>
<td>1.76</td>
<td>2.96</td>
<td>2.35</td>
</tr>
<tr>
<td>Users Account (sec)</td>
<td>2.33</td>
<td>2.16</td>
<td>1.55</td>
</tr>
<tr>
<td>Movie Selection (sec)</td>
<td>11.58</td>
<td>3.33</td>
<td>1.55</td>
</tr>
<tr>
<td>App Launcher (sec)</td>
<td>6.41</td>
<td>1.95</td>
<td>16.7</td>
</tr>
<tr>
<td>Notification (sec)</td>
<td>1.23</td>
<td>2.53</td>
<td>2.1</td>
</tr>
<tr>
<td>Average Time (sec)</td>
<td>4.3</td>
<td>2.7</td>
<td>4.5</td>
</tr>
</tbody>
</table>

TABLE VI. TIME RECORD OF PARTICIPANT 05

<table>
<thead>
<tr>
<th>Contents</th>
<th>UI #1</th>
<th>UI #2</th>
<th>UI #3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Categories (sec)</td>
<td>8.68</td>
<td>2.36</td>
<td>6.11</td>
</tr>
<tr>
<td>Search (sec)</td>
<td>2.91</td>
<td>1.26</td>
<td>1.81</td>
</tr>
<tr>
<td>Users Account (sec)</td>
<td>1.13</td>
<td>1.38</td>
<td>1.98</td>
</tr>
<tr>
<td>Movie Selection (sec)</td>
<td>13.33</td>
<td>2.76</td>
<td>5.2</td>
</tr>
<tr>
<td>App Launcher (sec)</td>
<td>2.58</td>
<td>1.28</td>
<td>6.6</td>
</tr>
<tr>
<td>Notification (sec)</td>
<td>4.43</td>
<td>3.16</td>
<td>7.85</td>
</tr>
<tr>
<td>Average Time (sec)</td>
<td>5.5</td>
<td>2</td>
<td>4.6</td>
</tr>
</tbody>
</table>

TABLE VII. TIME RECORD OF PARTICIPANT 06

<table>
<thead>
<tr>
<th>Contents</th>
<th>UI #1</th>
<th>UI #2</th>
<th>UI #3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Categories (sec)</td>
<td>3.08</td>
<td>5</td>
<td>14.06</td>
</tr>
<tr>
<td>Search (sec)</td>
<td>2.03</td>
<td>2.76</td>
<td>2.56</td>
</tr>
<tr>
<td>Users Account (sec)</td>
<td>2.21</td>
<td>2.4</td>
<td>2</td>
</tr>
<tr>
<td>Movie Selection (sec)</td>
<td>4.51</td>
<td>3.96</td>
<td>3.93</td>
</tr>
<tr>
<td>App Launcher (sec)</td>
<td>1.68</td>
<td>2.98</td>
<td>6.3</td>
</tr>
<tr>
<td>Notification (sec)</td>
<td>5.46</td>
<td>3.3</td>
<td>2.58</td>
</tr>
<tr>
<td>Average Time (sec)</td>
<td>3.1</td>
<td>3.4</td>
<td>5.2</td>
</tr>
</tbody>
</table>

Table 8 presents the average of the times taken to complete identify the contents of each Smart TV UIs design mockup.

TABLE VIII. GRAND AVERAGE TIME FOR PARTICIPANT TO COMPLETE IDENTIFY THE CONTENTS OF EACH SMART TV UI DESIGN

<table>
<thead>
<tr>
<th></th>
<th>UI #1</th>
<th>UI #2</th>
<th>UI #3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participate 01</td>
<td>3</td>
<td>3.7</td>
<td>2.6</td>
</tr>
<tr>
<td>Participate 02</td>
<td>3.1</td>
<td>2.1</td>
<td>2.7</td>
</tr>
<tr>
<td>Participate 03</td>
<td>3.2</td>
<td>3.8</td>
<td>3.9</td>
</tr>
<tr>
<td>Participate 04</td>
<td>4.3</td>
<td>2.7</td>
<td>4.5</td>
</tr>
<tr>
<td>Participate 05</td>
<td>5.5</td>
<td>2</td>
<td>4.6</td>
</tr>
<tr>
<td>Participate 06</td>
<td>3.1</td>
<td>3.4</td>
<td>5.2</td>
</tr>
<tr>
<td>Average Time</td>
<td>3.7</td>
<td>3.0</td>
<td>3.9</td>
</tr>
</tbody>
</table>

This table demonstrates that the users can perceive the proposed Smart TV UI mockup design less than 5s, revealing the efficiency of the design. Efficiency can be described as the speed and accuracy with which users can complete tasks for which they use the UIs. The results also reveal that the design can create a favorable user experience of the Smart TV UIs as it guides the participants effortlessly through the UIs to reach their goal.

All of the participants in this research had little trouble in identifying the contents in the test, indicating that the mockups of the Smart TV UI designs that are presented in this research are sufficiently effective. Effectiveness is the completeness and accuracy with which users achieve specified goals; it is determined by determined whether the user’s goals are met successfully and whether all work is correct. Effectiveness is the driving force behind successful task completion and helps users to complete their goals. The effectiveness of these Smart TV UIs is determined by whether users can locate and use the navigation option to take them to the expected location. UI#2 performs best, followed by UI#1. Therefore, in the next part, UI #2 and UI#1 are used as the wireframes for the evaluation of eye tracking.

B. Eye Tracking: Evaluation and Discussion

Five look zones (LZ) were established to determine the eye movement of each participant. These five LZ are set for Search, Notification, Launcher, and Movie (Categories). The following figures show the locations of the set-up LZs on the screen. In Fig. 6, the pink rectangle represents the User LZ; the yellow rectangle represents the Search LZ; the blue rectangle represents the Notification LZ; the green rectangle represents the Launcher LZ, and the purple rectangle represents the Movie LZ. Each table following a figure presents detailed information about eye movement on a slide of the mockup design of the Smart TV UIs and the five look zones. UI#2 and UI#1 are installed on the eye-tracking device and six participants are involved in the evaluation. The system recorded tracking data from only three participants owing to some problems with the system. Therefore, only three datasets are analyzed.

The eye tracking results demonstrate that LookZone-Movie Selection receives more gazing time than others (total time in zone: 84.37 s for three participants), and LookZone-User is also perceived as important (gaze point count: 3157 times for three participants). The grid system design helps these three participants to distinguish parts of interface, and all participants described the process of movie selection systematically. LookZone-User Account and LookZone-Launcher are located in the same column, so the three participants all found moving between these two sections convenient.
As presented in Table 10, in UI#1, look zones “categories” is not one of the specified LZs categories and launcher attract more gazes than the other zones, but many fewer than all look zones in UI#2. “Gaze Point Count” is the number of times an eye hits a defined look zone. UI#1 receives more gazes than UI#2. “LookZone-User Account” receives the fewest gazes on UI#1. However, on UI#2, “LookZone-Search” and “LookZone-Notification” receive fewest gazes, while “LookZone-User Account” receives many gazes. In Figs. 7 and 8, the heat map shows the gazes time and number of gazes by all participant. A comparison of the eye-tracking results obtained using QFD and AHP reveals that layout adaptation and Smart interactive user interface features can make the interface more effective and enjoyable to use.

As revealed by the results, the grid system as designed by the creation of digital mockups, helped participants to see separations among the contents of a UI. This method also helps participants to appreciate what a UI provides and where important contents are located on the screen. A wireframe mockup is affordable and easy to create and provides a way to see how users actually interact with the Smart TV UI designs that were proposed in this research. Since the workshop herein was based on “design thinking”, the processes of observing, and approaching people through visual work helped to yield the desired results. Since this research is a response to a previous workshop with multidisciplinary master students, the QFD matrix and AHP results can be used as references for the design process. Time of completion is crucial in this research; the speed with which a person identify the UI contents is related to the ease with which they perceived the corresponding visual aid, and therefore to affordance.

![Image](image_url)

**Fig. 7.** LookZones for UI#1

**Fig. 8.** Heat map for Smart TV UI#2

**Fig. 9.** Gaze point(s): check) for Smart TV UI#2

---

**TABLE IX. GAZE TRACKER RESULTS FOR UI#2**

<table>
<thead>
<tr>
<th>UI #2</th>
<th>P07</th>
<th>P08</th>
<th>P09</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slide Metrics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total time shown (seconds)</td>
<td>93</td>
<td>79</td>
<td>74</td>
</tr>
<tr>
<td>Total time tracked (seconds)</td>
<td>21</td>
<td>77</td>
<td>63</td>
</tr>
<tr>
<td>LookZone - Search</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of times zone observed</td>
<td>0</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>Gazepoint count</td>
<td>0</td>
<td>5</td>
<td>427</td>
</tr>
<tr>
<td>Gazepoint count / Total time in zone</td>
<td>0</td>
<td>625</td>
<td>430</td>
</tr>
<tr>
<td>LookZone - Launcher</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of times zone observed</td>
<td>81</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>Gazepoint count</td>
<td>2056</td>
<td>431</td>
<td>414</td>
</tr>
<tr>
<td>Gazepoint count / Total time in zone</td>
<td>420</td>
<td>508</td>
<td>487</td>
</tr>
<tr>
<td>LookZone - Notification</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of times zone observed</td>
<td>1</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>Gazepoint count</td>
<td>1</td>
<td>11</td>
<td>1297</td>
</tr>
<tr>
<td>Gazepoint count / Total time in zone</td>
<td>0</td>
<td>611</td>
<td>405</td>
</tr>
<tr>
<td>LookZone - User</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of times zone observed</td>
<td>6</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Gazepoint count</td>
<td>20</td>
<td>2079</td>
<td>1058</td>
</tr>
<tr>
<td>Gazepoint count / Total time in zone</td>
<td>741</td>
<td>490</td>
<td>391</td>
</tr>
<tr>
<td>LookZone - Movie Selection</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of times zone observed</td>
<td>313</td>
<td>58</td>
<td>77</td>
</tr>
<tr>
<td>Gazepoint count</td>
<td>1814</td>
<td>24286</td>
<td>12303</td>
</tr>
<tr>
<td>Gazepoint count / Total time in zone</td>
<td>529</td>
<td>483</td>
<td>402</td>
</tr>
</tbody>
</table>

---

**TABLE X. GAZE TRACKER RESULTS FOR UI#1**

<table>
<thead>
<tr>
<th>UI #1</th>
<th>P07</th>
<th>P08</th>
<th>P09</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slide Metrics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total time shown (seconds)</td>
<td>78</td>
<td>48</td>
<td>80</td>
</tr>
<tr>
<td>Total time tracked (seconds)</td>
<td>33</td>
<td>47</td>
<td>55</td>
</tr>
<tr>
<td>LookZone - Search</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of times zone observed</td>
<td>4</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>Gazepoint count</td>
<td>4</td>
<td>8</td>
<td>317</td>
</tr>
<tr>
<td>Gazepoint count / Total time in zone</td>
<td>0</td>
<td>1143</td>
<td>418</td>
</tr>
<tr>
<td>LookZone - Launcher</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of times zone observed</td>
<td>16</td>
<td>13</td>
<td>52</td>
</tr>
<tr>
<td>Gazepoint count</td>
<td>798</td>
<td>2525</td>
<td>2432</td>
</tr>
<tr>
<td>Gazepoint count / Total time in zone</td>
<td>407</td>
<td>401</td>
<td>407</td>
</tr>
<tr>
<td>LookZone - Notification</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of times zone observed</td>
<td>47</td>
<td>15</td>
<td>40</td>
</tr>
<tr>
<td>Gazepoint count</td>
<td>676</td>
<td>2678</td>
<td>450</td>
</tr>
<tr>
<td>Gazepoint count / Total time in zone</td>
<td>425</td>
<td>397</td>
<td>174</td>
</tr>
<tr>
<td>LookZone - Users</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of times zone observed</td>
<td>2</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>Gazepoint count</td>
<td>117</td>
<td>8</td>
<td>173</td>
</tr>
</tbody>
</table>
Research has established that users of any new interface need to quickly gain an understanding of which elements on the screen can be used. Users frequently take only a few seconds to familiarize themselves with all of the elements on the page and then establish a mental plan of the interface in a very short time. Therefore, design blocks or elements that are the most visually prominent attract the most attention and will help to shape a user’s perception of the interface. The information in Tables 9 and 10 indicates the visual affordance of the Smart TV UI mockup designs that are proposed in this research. The overall results provide clues to users that certain elements are operable. Further analysis based on the method with Gestalt principles, which are time-tested methods that shape the visual hierarchy that a user will see, will be conducted in the future to revise the original mockup Smart TV UIs.

VI. CONCLUSIONS AND FUTURE WORKS

Creating a usable user interface for a Smart TV is critical to a positive user experience. Designing interactive content would have been difficult without a pertinent method. Indeed, in the field of design, people are encouraged to create their own solutions to problems, but appropriate methods are highly recommended to be considered before any design is conducted, to facilitate the effective solution to particular problems. This research aims to proposed a comprehensive process for designing and evaluation Smart TV UIs with high affordance. A design process is implemented, based on the output of design thinking, and the results are evaluated and analyzed Also, interdisciplinary collaboration among people from various fields and backgrounds were engaged to ensure that the proper design approaches were taken. QFD and AHP supported the initial process of creating a new prototype specification that accounted users’ desired features and correlating to the possibilities of engineering technologies. This scheme comprehends incorporates users’ experiences and allows problems with this system to be identified and the system to be assessed. Eye tracking verifies the effectiveness and efficiency of the Smart TV UIs mockup design by recording of the gaze of users. This technology provides clear traces and calculates the numbers, percentages, and time of a user’s eye movements.

In conclusion, the iterative process of redesigning Smart TV UIs that is proposed in this research may help to improve its effectiveness and efficiency, and enable changes in users’ behaviors and needs to be responded to. Visual affordance provides clues to users that some elements are operable. Further analysis based on the methods with Gestalt principles, which are time-tested methods that shape the visual hierarchy that a user will see, will be performed in future research to revise the original Smart TV UI mockup designs. Moreover, in future work, many possible interactive designs will be developed. Voice and gesture-based interactions or other affordable inputs may elevate the user’s experience of communicating through the interface, possibly opening up another basis for a universal design that would enable a disabled person to interact with the user interface. Even though many possible types of input connectivity may exist, a user’s behavior should be given a high priority in the design process.
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Abstract—Mobile Ad-hoc Network (MANET) is the collection of mobile nodes without requiring of any infrastructure. Mobile nodes in MANET are operating as a router and MANET network topology can change quickly. Due to nodes in the network are mobile and thus can move randomly and organize arbitrarily regardless of the directions that generate great complexity in routing traffic from source to destination. To communicate with other nodes MANET nodes contain multiple applications and it needs the different level of data traffic. While data communicate different routing protocols require whereas every node must act as a router. Nowadays, different routing protocols have available for MANET. MANET protocols designed and implemented at the network layer have vital roles that affect the application running at the application layer. In this paper, the performance of On Demand Distance Vector (AODV), Dynamic Source Routing (DSR) and Geographic Routing Protocol (GRP) will be evaluated. The main purpose of this research is to analyze the performance of MANET routing protocols to identify “Which routing protocol has ability to provide the best performance to transfer FTP Application in high mobility case under low, medium and high density scenario?”. The performance analyze with respect to Average End-to-End Delay, Media Access Delay, Network Load, Retransmission Attempt and Throughput. All simulations have been done using OPNET. On the basis of results show that the GRP gives better performance in End-to-End Delay, Media Access Delay, and Retransmission Attempt when varying network size and provide the best Throughput in small and medium network size. Simulation results verify that AODV gives better Throughput in a large network and lower Network Load in small and medium network size compared to GRP. DSR produces low Average Network load as compared to other protocols. The overall study of the FTP application shows that the performance of these routing protocols differences by varying number of nodes and node speed. This paper results will produce enough information to identify the best routing protocol for MANET to transfer FTP application.

Keywords—MANET; AODV; DSR; GRP; FTP Application

I. INTRODUCTION

In recent years, a network structure is changing rapidly. In the area of the wireless network, Mobile Ad-hoc Network (MANET) is the most demanding field. MANET is a dynamic distributed system and which has no fixed infrastructure and it has mobile devices or users that generally known as nodes each one of which equip with radio transmitter and receiver. In this network each mobile nodes can establish a communication with each other directly within transmission range. Otherwise the nodes between them forward the packets for them from source to destination. Every node acts as a router to forward the packets to other nodes whenever required [1].

Routing protocols has an important role to find route packets from source to destination among randomly distributed nodes. There are many protocols have proposed for MANET.

The routes change very fast and frequent with the dynamic nature of network topology, and so the routing protocols play significant roles in handling it [2]. They need be capable to ensure the delivery of packets safely to their destinations. MANETs has ability to handle topology changes malfunctions in nodes through network reconfigurations due to wireless mobile ad-hoc network for several types of applications are very flexible and suitable as allowing the establishment of temporary communication without any preinstalled infrastructure. To find a route between the end-points is a main problem in multi-hop ad-hoc dynamic. The problem is further aggravated because of the nodes mobility. [5].

Nowadays, to handle this problem many different approaches are proposed. However, it is very difficult to decide which one is best routing protocol. Other aspects of MANET are also dynamic changing network topology of nodes.

The purpose of this paper is to evaluate the performance of proactive and reactive routing protocols in MANET. Nowadays, different routing protocols have available to transfer data over MANET. However, these protocols have different behaviors with respect to wireless routing perspective. The main problem is to choose the correct routing protocol is reliable and efficient for MANET.

The main questions arise for the evaluation of these problems such as which routing protocols has the ability to provide a better performance in MANET? And what factors can be affected the performance of these routing protocols. To answer all these questions, we will deploy the different scenarios with varying network size and speed under different metrics.

In this study, the performance evaluation of these routing protocols such as AODV, DSR, and GRP will be carried out to determine which routing protocols has the ability to provide
the best performance to transfer FTP application over MANET. Our evaluation metrics is End-to-End Delay, Media Access Delay, Network Load, Retransmission Attempts and Throughput. Different scenarios will be simulated based on the above mentioned metrics and from the results we can decide which routing protocols has ability to provide the best suitable for transferring FTP application over MANET.

This paper is organized as follows: related works discuss in Section 2. In Section 3 we describe routing protocols design issues in MANET. Next section presents a brief overview of MANET routing protocols that we evaluate. The Simulation environment discuss in Section 5. Section 6 describes matrices used in this paper. Results and analysis presents in Section 7. Finally, we provide a conclusion and future work in Section 8.

II. RELATED WORK

In [8], Shah et al. compared the performance of AODV, DSR and DSDV routing protocols under different routing metrics such as network size, network load and mobility. They used NS-2. According to the results that they have obtained that both DSR and AODV perform better than DSDV under mobility. In [6], Kaushik et al. do a performance comparison of AODV, DSDV and DSR. The concluded that AODV performs predictably with low mobility virtually to deliver data at nodes and it has problem when node mobility increases. However, in this situation DSR has ability to provide the good performance when that node has mobility and DSDV performs almost as well as DSR but it requires many routing overhead packets. Furthermore, dropped packets and packet delay ratio are concerned and with the large of nodes the AODV and DSR better than DSDV. In addition, DSDV performance is better for less mobility and less number of nodes.

In [3], Abdullah et al. evaluate the performance of AODV and DSR protocols to transfer multimedia data over MANET. Performance of these routing protocols is evaluated under different metrics such as network load, throughput and end-to-end delay. During the simulation they have changed network size. They concluded that AODV perform better than DSR under high mobility and varying network size.

In [4] Al-Maashr et al. evaluate the performance of AODV, DSR and OLSR in the presence of the burst self-similar traffic under four different metrics such as routing overhead, delivery ratio, end-to-end delay and throughput. They concluded that DSR protocol performs well with burst traffic models compared to AODV and OLSR in terms of delivery ratio, end-to-end delay and throughput. On the other hand, OLSR performed poorly in the presence of self-similar traffic at high mobility especially in terms of packet delivery ratio, routing overhead and end-to-end delay. As for AODV routing protocol, the results show an average performance yet remarkably low and stable end-to-end delay.

Gupta et al. [7] the performance of AODV, DSR and TORA analyzed. The simulator used was Network Simulator Version 2 (NS-2). The simulation was carried out in a field of 500m x 500m and the number of nodes in the network was 50 nodes. CBR traffic was used as the traffic source and the simulation time was 200 seconds. The performance metrics used were average end-to-end delay and Packet Delivery Fraction. The results showed that the AODV protocol has the best overall performance and the DSR protocol is suitable for networks with moderate mobility rate and since it has a low overhead that makes it suitable for low power network and low bandwidth. The results also demonstrated that TORA protocol is suitable for operation in large mobile networks having a dense population of nodes.

Naumov and Gross [8] analyzed the impact of the network size up to 550 nodes, nodes density, nodes mobility and suggested data traffic on DSR and AODV performance.

The authors performed the experimented in the areas of 2121m x 425m, 3000m x 600m, 3675m x 735m, 4250m x 850m and 5000m x 1000m. The traffic used was CBR. The performance metrics used were average end-to-end delay, Packet Delivery Fraction and routing overhead. The results illustrated that the AODV and DSR protocols demonstrated good scalability with respected to the number of nodes and density of nodes in stationary scenarios with a low number of traffic source. However, as the mobility rate increases, the routing overhead of DSR prevent this protocol from delivering data packets effectively.

III. ROUTING PROTOCOL DESIGN ISSUES

When designing MANET routing protocols a number of issues are considered. Designing routing protocol is very challenging because the distributed state of unreliable environment they are found in such as limited network capacity, dynamic topology and different kind of wireless communication constraints. Several of these constrains are interference and hidden collisions, variable link quality and energy constrained nodes. In addition, hidden and exposed terminal and limited resource in terms of power are a vital problem that will be considered when routing protocol is designed [10].

A. Distributed State in Unreliable Environment

To performance routing protocols the status and condition of the environmental challenges is an important role. In addition, in any unreliable environment for the distribution of resource becomes a challenge to enable communication, due to routing protocols have to consider best utilization of resources such as processing power, battery life and bandwidth [11].

B. Dynamic Topology

Due to the network topology in mobile ad-hoc network is dynamically changing, therefore causing sessions of transferring packet to suffer from interferences leading to frequent path breaks. From the network range when a destination or intermediate node in a route dis appears the interference occurs. Moreover, when a route broken it is important for routing protocol to find a new route and build a new topology efficiently. The network load causing overhead if lowered, the overall performance will be increased and in any MANET routing protocol the mobility management is extremely important due to it justifies the need for efficiency [20].
C. Limited Bandwidth

MANET is limited in radio bandwidth compared to wire network with an abundant bandwidth therefore, data transfer rates are less than those of wired networks. This increased the need for a routing protocol to optimally use the bandwidth. Furthermore, limited bandwidth results in less stored topology information. For an efficient routing protocol complete topology information is required. However, in MANET routing protocol cannot be case as this will cause an increase in node control messages and overheads which loses more bandwidth. The purpose of control message is a message that nodes are used to establish connections before packet messages are transfer over the network. In addition, a balanced usage of the limited bandwidth is required an efficient routing protocol [17].

D. Resource Constraints

In MANET two resource constraints are essential to nodes which are battery life and processing power. Increasing power consumes more battery life is limited for nodes in a MANET. When overheads occur more processing and battery life is utilized to resolve the situation due to it is important to design a routing protocol that efficiently to reduce the limited life of battery life and using less processing power [18].

E. Interference and Collisions

Collisions occur during simultaneously transmission of two nodes when each node does not know about each other transmission. The exposed terminal problem contributes to the inability of a node that has been blocked due to transmission of a nearby node to another node, thus the radio reusability spectrum is affected, when spectrum is affected transmission cannot occur so it is important to correct the transmission and promote handshakes [19].

IV. MANET ROUTING PROTOCOLS

Routing is a process of finding paths from a known source to the destination nodes [15]. In recent years, different routing protocols have designed and developed for Mobile Ad-hoc Network to establish communication and transfer data between nodes. These protocols can be classified into three groups such as Flat, Hierarchical and Geographical routing [16]. This paper focuses on three routing protocols that are Ad-hoc On Demand Distance Vector (AODV), Dynamic Source Routing (DSR) and Geographic Routing Protocol (GRP).

A. Ad-hoc On-Demand Distance Vector Routing (AODV)

AODV routing protocol is a reactive routing protocol in MANET. The operation of AODV is done by using two mechanisms. First one is a Route Discovery and second one is a Route Maintenance. Route Discovery process starts to find the routes from source to destination when the source node does not have routing information in its table to send data to the destination. Route Discovery begins with broadcasting a Route Request (RREQ) packet by the source node to its neighbors [12]. RREQ packet contains broadcast ID, two sequence numbers, hop count and the address of source and destination [13]. The receiving RREQ packet by intermediary nodes can do two steps: intermediary nodes will be rebroadcast the RREQ packet to its neighbors if it is not the destination node. Otherwise, it will be the destination node and then it will send a unicast replay message, Route Replay (RREP), directly to the source from which it was received the RREQ packet. A copied RREQ will be ignored due to in MANET each node has a sequence number. When a mobile node needs to start route discovery process, it includes its sequence number and the most fresh sequence number it has for destination. Furthermore, when the intermediate node receives the route request packet directly reply to the route request packet only when the sequence number of its path is equal to or larger than the sequence number contained in the route request packet from the intermediate node a reverse path to the source forms with storing the address for nodes which initial copy of Route Request [14].

In addition, some routes are expired and should be dropped from the table due to that routes are not applied within their life time period but the life time period is updated for route and are not expired when routes are used by nodes. If a source node wants to send data to some destination, at the first time it must be reached to the routing table and when it can find the route, it will use it. Otherwise, source node must be started a route discovery to find a route [15]. Moreover, AODV uses Route Error (RERR) message to notify the other nodes regarding some failures in other nodes or links [9].

B. Dynamic Source Routing (DSR)

DSR is another reactive routing protocol that discovers and maintains routes between nodes. DSR also uses the concept of source routing. In source routing the sender knows all hop-by-hop routes to the destination [21]. In addition, it uses the route cache to store all the routes. When mobile node is attempted to send a data packet to the destination it does not know the route. Each node has ability to maintain a route cache with route entries which are updated continuously and DSR protocol is not required periodic routing packets. It is used to updates its route caches by finding new routes [22]. Furthermore, DSR can handle unidirectional links. The sender of the packets controls and selects the route used for its own packets, which has also the capability to support features such as load balancing [8].

C. Geographic Routing Protocol (GRP)

In wireless mobile ad-hoc network Geographic Routing Protocol (GRP) has become one of the most suitable routing strategy due to its scalability and there is no need to maintain explicit routes [24]. The principle approach in geographic routing is depended on geographic position information instead of using the network address.

In other word, the source sends a message to the geographic location of the destination instead of using the network address. Each node has ability to determine its own location and that the source node takes responsibility to aware of the location of the destination. In addition, information that contains in a message can be routed to the destination without knowledge of a prior route discovery such as GEoCast, GPSR, DREAM and LAR or network topology [31]. Node can find the best route that relying on the gather position information and transmit the data continuously even if the current route is...
disconnected [25]. This method helps to reduce a slow transmission with highest control messages as an overhead.

To optimize the flooding GRP can divide the network into quadrants and it updates its flooding position when a network node moves and crosses a quadrant. Also, by exchanging the HELLO messages from other network nodes can identify their positions [26].

- **GRP Techniques**

GRP uses various approaches such as **Single-Path, Multi-Path and Flooding-Based Strategies** for transferring data from source to destination [27]. Two techniques are used by **Single-Path** strategies that are **Greedy Forwarding** and **Face Routing**. In each steps the Greedy Forwarding using only local information to bring the message closer to the destination. Thus, each node has ability to forward the message to the neighbor that is most suitable from a local point of view [28].

In each step (Greedy Forwarding), the most suitable neighbor can be the one who minimizes the distance to the destination. Alternatively, one can consider another notion of process, namely the projected distance on the source-destination-line (MFR-NFP) or the minimum angle between neighbor and destination (Compass Routing) [29]. Not all of these strategies are loop free, i.e. a message can circulate among nodes in a certain constellation. It is known that the basic greedy strategy and MFP are loop free, whereas NFP and Compass Routing are not [30].

Furthermore, where there is no neighbor closer to the destination, Greedy Forwarding can lead into a dead end. Then Face Routing has ability to find a path to another node and helps to recover from that situation, where Greedy Forwarding can be resumed. In this network to ensure that the message is received by the destination a recovery strategy such as Face Routing is necessary.

**Fig. 1. Greedy Forwarding Techniques**

Greedy Forwarding variants: The source node (S) is using various techniques to discovery a relay node for sending a message to the destination node (D).

- A = NFP (Nearest with Forwarding Progress).
- B = MFR (Most Forwarding Progress with Radius).
- C = Compass Routing.
- E = Greedy

**V. SIMULATION ENVIRONMENT**

To evaluate and investigate the performance of the routing protocols for transferring FTP traffic over MANET network, we employed OPNET Modeler 14.5 (Optimized Network Engineering Version 14.5) in our simulation. Fig. 3 demonstrates the simulation setup of one scenario consists of 80 mobile nodes, Wireless LAN Server, Application, Profile and Mobility Configuration. In this paper the simulation models were run with three scenarios. In each scenario network size was changed. In first scenario we have 20 mobile nodes. In second scenario the numbers of mobile nodes are increased into 40 nodes and the last scenario the mobile nodes were consisted of 80 nodes. In each scenario mobile nodes were moving at speed of 20 meters per second with a pause time of 600 seconds. The main purpose was to model the behavior of the routing protocols under varying network size and speeds.

In this research, each scenario was run for 1800 second and a campus network was model within an area of 1200m x 1200m and the mobility model used “Random Waypoint Model”. Random Waypoint is a mobility model that used by node to choose a destination randomly and moves towards it in a straight line with a constant velocity [32]. We take the FTP traffic to analyze the effects on routing protocols. The FTP was selected as traffic medium load on routing protocols. In this simulation the protocols that were studied are AODV, DSR and GRP. The nodes in the MANET supported a data rate transmission of 11Mbps with a power of 0.005 watts. The packet size for modelling was 20 frames. In Table 1 present the simulation parameters that are used in this study. To evaluate the performance of AODV, DSR and GRP protocol to transfer FTP application over MANET network we were considered five parameters such as End-to-End Delay, Media Access Delay, Network Load, Retransmission Attempt and Throughput.

**Fig. 2. Face Routing Techniques**
### Parameters of Simulation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation Time</td>
<td>1800 second</td>
</tr>
<tr>
<td>Simulation Area</td>
<td>1200m x 1200m</td>
</tr>
<tr>
<td>Number of Nodes</td>
<td>20, 40, 80</td>
</tr>
<tr>
<td>Application Traffic</td>
<td>FTP Traffic (Medium Load)</td>
</tr>
<tr>
<td>File Size</td>
<td>20 Frames</td>
</tr>
<tr>
<td>Data Rate</td>
<td>11Mbps</td>
</tr>
<tr>
<td>Mobility Algorithm</td>
<td>Random Way Point</td>
</tr>
<tr>
<td>Routing Protocol</td>
<td>AODV, DSR, GRP</td>
</tr>
<tr>
<td>Performance Metrics</td>
<td>End-to-End Delay, Media Access Delay, Network Load, Retransmission Packet Attempt, Throughput</td>
</tr>
</tbody>
</table>

### VI. PERFORMANCE METRICS

To evaluate the best routing protocols for transferring FTP application over MANT network we use five different metrics such as End-to-End Delay, Media Access Delay, Network Load, Retransmission Packet Attempt and Throughput.

#### A. End-to-End Delay

It is defined as the average time between the sources generates and the data packet to the destination receives it across a MANET. It is expressed in second. Hence in the network all the delays are called packet End-to-End Delay. In the network the delay consists of Propagation Delay (PropD), Processing Delay (PD), Transmission Delay (TD), Queuing Delay (QD) [33].

\[
\text{Average End-to-End Delay} = \frac{\sum_{i=1}^{n} \text{Time Packet Received i} - \text{Time Packet Sent i}}{\text{Total Number of Packets Received}}
\]

#### B. Media Access Delay

It is providing the results for a received packet with a routing Address Resolution Protocol (ARP) and control packet reply transmitted by MAC layer. For each frame, this delay is calculated as the duration from the time it is inserted into the transmission queue, which is arrival time for higher layer data packets and creation time for all other frames types, until the time when the frame is sent to the physical layer for the first time. Media Access Delay is very useful metrics to identify congestion hot spots and measure link interference in MANET [36]. In addition, it can be used to improve network throughput in multi-rate networks [37].

#### C. Retransmission Packet Attempt

Retransmission Attempt can be defined as the total number of retransmission attempt by WLAN MAC in the network until either packet is successfully transmitted or it is discarded as a result of reaching short or long retry limit [38].

#### D. Network Load

Network Load is defined as the total amount of data traffic being carried by the network. When there is excess traffic in the network which is unable to be controlled is known as Network Load. The efficient network can easily cope with large traffic coming in and to make a best network. High Network Load affects the MANET routing packets that reduce the delivery of packets for reaching to the channel [34].

#### E. Throughput

Throughput represents as the ratio of the amount of data reaches from the source to the destination. The time it takes by the destination to receive the last packet is called Throughput. It is expressed as bytes or bits per second [35]. It can be expressed as:

\[
\text{Throughput} = \frac{\text{Number of Delivered Packet} \times \text{Packet Size} \times 8}{\text{Total Duration of Simulation}}
\]

### VII. RESULTS AND ANALYSIS

In this section, the experiments results are presented and discussed. Our protocols evaluations are done according to the performance metrics, varying network size and speed mobile nodes. In each scenario, we were considered with a constant speed of 20 meters/second and pause time is considered in this network environment in analyzing the protocols performance and is set to 600 second and then each protocol performance is observed on FTP traffic medium load.

#### A. Average End-to-End Delay

In Fig. 4 the simulation results for the 20 mobile nodes on AODV, DSR and GRP protocols over FTP traffic shows that the End-to-End Delay for GRP routing protocol is lower than that of AODV and DSR. However, we can see a very small difference between AODV and GRP when GRP End-to-End Delay is equal to 0.0003903 sec and AODV is equal to 0.0003948 sec. in this scenario DSR protocol quite high delay compared to AODV and GRP. It is because the DSR protocol is using the cache route causing the higher delay that it is equal to 0.0003948 sec and DSR protocol needs to find the paths for transmitting the data and when it receives the data.
for transmission it will result in such incremented delay and then it is observed to decrease gradually.

In third scenario when the number of mobile nodes is equal to 80 nodes. We can observe the average End-to-End Delay for the DSR protocol for FTP medium load traffic. According to the result, we can see DSR protocol shows higher delay that is equal to 0.00648 sec. Fig. 6 shows the delay for each protocol. It shows that the GRP protocol performs better than the other two protocols. For 80 mobile nodes network, delay of GRP is about 0.000719 sec and in AODV is about 0.00185 sec. According to the results we have obtained from three scenarios, AODV protocol has the lower delay than DSR, with the increase the number of mobile nodes in the network. Due to DSR routing protocol uses cached routes and more offer sending of traffic onto stale routes causes retransmissions and leads to excessive delays. In addition, the GRP routing protocol has ability to provide the minimum delay as compared to AODV and DSR routing protocol because GRP setup quick connection between network nodes without creating major delays for both real and non-real time traffic. This is because that GRP protocol does not need much time in a route discovery mechanism. The routes are always available in a routing table. Moreover, in GRP the information is gathered rapidly at a source node without spending a large amount of overheads.

B. Media Access Delay

Three scenarios are generated to evaluate the Media Access Delay attempt of AODV, DSR and GRP protocols. In first scenario when the number of mobile node is 20. As it illustrates from the Fig. 7 that Media Access Delay of GRP protocol are less than AODV and DSR while the nodes are mobile. The average peak value of GRP is 0.000188 sec. So AODV performs better than and less Media Access Delay compared to DSR that is 0.000362 sec whereas Media Access delay for DSR is 0.00221 sec. In the medium load traffic network DSR had high delay.
In second scenario with the increase mobile nodes from 20 to 40 nodes the Media Access Delay for GRP protocol is decreased gradually and it was low for GRP that is 0.000364 sec. The Media Access Delay for AODV is 0.000857 sec and 0.00503 sec for DSR as shown in Fig. 8.

In third scenario, when the number of mobile nodes increased to 80, the Media Access Delay for GRP has the lowest as compared to AODV and DSR as shown in Fig. 9. In this scenario the average peak value for GRP is 0.000542 sec, 0.00247 sec for AODV and 0.00935 sec for DSR as illustrate in Table 2. The overall results in third scenario for Media Access Delay showed as it is clear from the Table 2 and Fig. 9 presented that the GRP protocol has ability to provide the low Media Access Delay as compared to AODV and DSR. In addition, Media Access Delay of DSR incurs the highest delay due to DSR to find the route it takes more time and every intermediate node tries to extract and record information before forwarding a reply. Furthermore, AODV gives the lower Media Access Delay as compared to DSR due to AODV uses route discovery process to cope with routes on demand basis. It uses routing tables for maintain routing information. It does not need to maintain routes to nodes that are not communicating. As per analysis, we can conclude that GRP protocol is best performer as compared to all other protocols and DSR protocol is the worst performer.

C. Network Load

To evaluate the network load of AODV, DSR and GRP we have generated three scenarios. In first scenario when the number of mobile nodes is 20, DSR performs better than AODV and GRP protocols. The average peak value of Network Load for DSR 336.101 bits/sec whereas in the GRP routing protocol, the average peak value of Network Load is 3300.384 bits/sec, 918.814 bits/sec for AODV. In this scenario from our experimental analysis we concluded that DSR produces low average Network Load as compared to AODV and GRP as shown in Fig. 10.
In second scenario, when the number of mobile nodes increased into 40. The Network Load of these three routing protocols shows many differences by varying number of nodes. Fig. 11 depicts the performance on the basis of Network Load. In this figure X-axis denotes time in minutes and Y-axis denotes bits. It shows that the average peak value of Network Load is 5757.248 bits/sec for AODV, 3269.774 bits/sec for DSR and 8319.418 bits/sec for GRP protocol. From graph and table results it is observed that DSR has less average Network Load as compared to the AODV and GRP protocols.

In third scenario, the simulation results for the 80 nodes on AODV, DSR and GRP protocols over FTP traffic shows that the Network Load for DSR routing protocol is lower than that of AODV and GRP protocol as illustrate in Fig. 12 and the average peak value is 17224.522 bits/sec for DSR. In addition, from large network of 80 mobile nodes it is concluded that GRP has the lower Network Load as compared to the AODV protocol and the average peak value for AODV is 22600.635 bits/sec, 20467.897 bits/sec for GRP protocol.

In all the scenarios, with the increased mobile node numbers, the Network Load is increased. According to the results, it was able to answers the question “Which routing protocol is performing lower Network Load?” As seen from the above graphs and below table that DSR protocol has low average Network Load as compared to the AODV and GRP protocols because it’s on demand routing characteristics so there is no needed to update the routing table. In addition, in small and medium network size AODV has the lower Network Load as compared to GRP protocol.

D. Retransmission Attempt

Retransmission Attempt of AODV, DSR and GRP protocols in three scenarios are presented in Fig. 13, Fig. 14 and Fig. 15.

In first scenario is developed using 20 mobile nodes with AODV, DSR and GRP routing protocols to analyze their performance for Retransmission Packet Attempt over FTP traffic. The designed model is simulated for 30 minutes and then results are collected after finishing the simulation setup. In Fig. 13 we can see that the Retransmission Attempt results for 20 mobile nodes. According to the results AODV and DSR showing quite high Retransmission Packet Attempt compared to GRP protocols. In this scenario the average peak value for AODV is 0.0321packet/sec, 0.0374packet/sec for DSR and 0.0117packet/sec for GRP protocol.
In second scenario, the simulation results for 40 mobile nodes in case of Retransmission Attempt shown in Fig. 14. We can see that DSR protocol shown high Retransmission Packet Attempt than AODV and GRP and sharply increased the Retransmission packet Attempt with increase time. In this scenario, the result of Retransmission Attempt of GRP for 40 nodes to transfer FTP application shows has less Retransmission packet. The average peak value for GRP is 0.0395 packet/sec, 0.0751 packet/sec for AODV and 0.276 packet/sec for DSR protocol.

In third scenario, simulation environment is developed using 80 mobile nodes as the same previously scenario node moving with constant speed 20m/s and AODV, DSR and GRP protocols performance is analyzed. Our simulation results show that GRP protocol show less Retransmission Attempt under medium FTP traffic load than compared to the AODV and DSR protocols. In case of Retransmission Attempt for GRP is 0.05044 packet/sec, 0.3106 packet/sec for AODV whereas for DSR it is 0.3531 packet/sec.

On comparing the Fig. 15 we can observe that Retransmission Attempt for AODV protocol gradually is increased and then after 5 minutes the Retransmission Attempt is decreased. Finally for simulation results conclude GRP protocol shows lower Retransmission Attempt on increasing the nodes due to the source node of GRP protocol gathers all network information with the lowest number of control overheads. The source node can find the best route depending on the gathered position information and transmit the data continuously even if the current route is disconnected. This help to achieve a fast transmission with lowest control messages as overhead. Moreover, AODV protocol has ability to provide lower Retransmission Attempts in large network compared to DSR protocol.

E. Throughput

Fig. 16 compares the average throughput of AODV, DSR and GRP protocols for 20 mobile nodes. As illustrate in figure, throughput of GRP performs best in delivering 49153.4313 bits/sec a data as compared with the other two protocols and AODV performed well achieving throughput of 8142.914 bits/sec than DSR 456.2699 bits/sec.
In second scenario under the 40 mobile nodes with regard to the throughput metric, the GRP clearly has the highest throughput as seen in Fig. 17. In this scenario, DSR has the lowest while AODV has a medium throughput. GRP throughput rate reaches up to the peak of 201979.159 bits/sec with passage of time while AODV gives the throughput rate which above than 172811.127 bits/sec with a decrease in throughput in the middle and DSR gives the throughput rate 20189.736 bits/sec in this scenario, according to the obtained results for the 40 mobile nodes shows that the throughput for GRP routing protocol is higher than that of AODV and DSR routing protocols.

In third scenario, we increased the number of mobile nodes from 40 to 80 nodes to check the behavior of the routing protocols. From large network of 80 mobile nodes AODV throughput is 1177038.351 bits/sec and performed particularly better than DSR and GRP as shown in Fig. 18. As the previously scenarios we are keeping the mobility and packet length constant. The peak value of GRP throughput is 840348.805 bits/sec and the peak value of DSR is 251467.513 bits/sec.

Refer to Fig. 16, 17 and 18. From the figures we can observe that the throughput rate of GRP in small and medium networks higher than the throughput rate of AODV and DSR because the GRP routing protocol gathering information rapidly at a source node without spending large amount of overheads but in case of large networks the difference is prominent and AODV by far performs better than GRP and DSR due to AODV protocol follows a routing mechanism known as hop by hop and removes the overhead of the source routing within the network related to above. The availability of multiple route information in the AODV assists in producing the higher amount of throughput in the network. Whereas DSR protocol follows a source routing mechanism and the byte overhead in each packet extremely affects the total byte overhead when the network traffic increases. Resulting, the DSR protocol tends to achieve lower amount of data packets in more stressful network.

<table>
<thead>
<tr>
<th>Protocols</th>
<th>Metrics</th>
<th>20 Nodes</th>
<th>40 Nodes</th>
<th>80 Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>AODV</td>
<td>End-to-End Delay(sec)</td>
<td>0.0003948</td>
<td>0.000932</td>
<td>0.00185</td>
</tr>
<tr>
<td></td>
<td>Media Access Delay(sec)</td>
<td>0.000362</td>
<td>0.000857</td>
<td>0.00247</td>
</tr>
<tr>
<td></td>
<td>Network Load(bit/sec)</td>
<td>918.841</td>
<td>5757.248</td>
<td>22600.635</td>
</tr>
<tr>
<td></td>
<td>Retransmission Attempt(Packet)</td>
<td>0.0321</td>
<td>0.0751</td>
<td>0.3106</td>
</tr>
<tr>
<td></td>
<td>Throughput (bit/sec)</td>
<td>8142.914</td>
<td>172811.127</td>
<td>1177038.351</td>
</tr>
</tbody>
</table>

Table II. Average Value Results of Three Scenarios for AODV, DSR and GRP Protocols
VIII. CONCLUSION & FUTURE WORK

In this study analyzed the performance of AODV, DSR and GRP routing protocols by varying number of mobile nodes from 20 (low density), 40 (medium density) to 80 (high density) to transfer FTP application over MANET network in terms of End-to-End Delay, Media Access Delay, Network Load, Retransmission Attempt and Throughput. In this paper to generate node mobility, we used Random Way Point Mobility Model with the speed of 20 meters/second in an area of 1200 x 1200m. In this experiment we found that the performance varies widely across different network size and results from one scenario cannot be applied to those from the other scenario. From the simulation results we can conclude that average End-to-End Delay, Media Access Delay and Retransmission Attempt of GRP routing protocol in all scenarios is much better than AODV and DSR protocols. However, GRP protocol provides the best Throughput in small and medium network size and GRP protocol in terms of Network Load shows high average Network Load as compared to DSR routing protocol. As far as Network Load of GRP perform better than the AODV from large network. In addition, the study demonstrate that AODV has less End-to-End Delay, Media Access Delay, Retransmission Attempt and high Throughput for FTP application compared to DSR protocol and we found that average Network Load of DSR in all scenarios is much lower than GRP and AODV.

In the future work, we will conduct with a new technique to improve security issues in AODV and DSR routing protocols.
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Abstract—Due to the advancement in technology and the growth of human society, it is necessary to work in an environment that reduces costs, resource-efficient, reduces man power and minimizes the use of space. This led to the emergence of cloud computing technology. Load balancing is one of the central issues in the cloud, it is the process of distributing the load and optimally balanced between different servers. Balanced load in the Cloud improves the performance of the QoS parameters such as resource utilization, response time, processing time, scalability, throughput, system stability and power consumption. Research in this area has led to the development of algorithms called load balancing algorithms. In this paper, we present the performance analysis of different load balancing algorithms based on different metrics such like response time, processing time, etc. The main purpose of this article is to help us to propose a new algorithm by studying the behavior of the various existing algorithms.
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I. INTRODUCTION

Current cloud computing environment serves in almost every field of our life. But while fulfilling lots and lots of user requests it faces few limitations to be overcome. Along with providing us facilities like virtualization, resource sharing, ubiquity, utility computing it ask us to focus on issues like security, authentication, fault tolerance, load balancing, and availability. The different types of services provided by cloud systems are software services (software as a service, SaaS) or physical services (platform as a service, PaaS) or hardware/infrastructure service (Infrastructure as a Service, IaaS). There are various advantages of cloud computing including virtual computing environment, on demand services, maximum resource utilization and easy to use services etc. But there are also some critical issues like security, privacy, load management and fault tolerance etc which needs to be addressed for better performance. As we know load is very unpredictable, even a spike will results overloaded nodes, which often lead to performance degradation and are vulnerable to failure. So Load balancing is one of the main challenges in Cloud computing which is required to distribute the dynamic workload across multiple nodes to ensure that no single node is overwhelmed.

In our paper we have carried out the study of eleven load balancing algorithms, various parameters are used to check the results. In this paper first Introduction is given then in II brief introduction to cloud and its components, III gives introduction load balancing, in section IV, we define the problematic of our work, V gives the study of related work and results with the help of table I and conclusion is given in VI.

II. CLOUD AND ITS COMPONENTS

A Cloud consists of a number of datacenters, which are further divided into a number of nodes, and each node consists of a number of VMs. The requests are actually deployed on the VMs. Figure 1 gives the overview of generalized architecture of the cloud.

Fig. 1. Generalized architecture of a Cloud

C_{i=1,2,...,n}: Users or brokers acting on their behalf submit service requests from anywhere in the world to the Data Center and Cloud to be processed.

Datacenter Controller: This component is used to control the various data center activities.

Cluster: is a set of Nodes.

Node: is a set of virtual machines

VM: A virtual machine (VM) is a software program or operating system that not only exhibits the behavior of a separate computer, but is also capable of performing tasks such as running applications and programs like a separate computer. A virtual machine, usually known as a guest is created within
another computing environment referred as a "host." Multiple virtual machines can exist within a single host at one time.

III. PROBLEM STATEMENT

As it is shown in the previous section, when a request arrive to the Datacenter Controller, it has to be allocated to one of the nodes composed the cluster, but the requests have to be distributed evenly and equally among the system to avoid workloads and degradation of system’s performance; if we refer to the architecture of cloud shown in figure 1 we deduce that we need another components to balance the load overall the system called Load Balancer. The Load Balancer plays a very important role in the overall response time of the cloud. In Cloud Computing Scenario Load Balancing is composed of selecting Data Center for upcoming request and Virtual machine management at individual Data Center So, how can we guarantee a good quality of service though balancing the load in the cloud?

Our aim is to design a new Load Balancer to improve quality of service by optimizing load balancing in cloud computing.

IV. LOAD BALANCING

Load Balancing is a computer networking method to distribute workload across multiple computers or a computer cluster, network links, central processing units, disk drives, or other resources, to achieve optimal resource utilization, maximize throughput, minimize response time, and avoid overload [1]. It is a mechanism that distributes the dynamic local workload evenly across all the nodes in the whole cloud to achieve a high user satisfaction and resource utilization, hence improving the overall performance and resource utility of the system. It also ensures that every computing resource is distributed efficiently and fair, prevents bottlenecks and fail-over.

A. Classification of Load Balancing Algorithms

Based on the current state of the system the algorithms can be classified as [2]:

Static Load Balancing: Static load balancing algorithms decide how to distribute the workload according to a prior knowledge of the problem and the system characteristics. Static load balancing algorithms are not pre-emptive and therefore each machine has at least one task assigned for itself. Its aims in minimizing the execution time of the task and limit communication overhead and delays. This algorithm has a drawback that the task is assigned to the processors or machines only after it is created and that task cannot be shifted during its execution to any other machine for balancing the load.

Dynamic Load Balancing: Dynamic algorithms use state information to make decisions during program execution. An important advantage of this approach is that its decision for balancing the load is based on the current state of the system which helps in improving the overall performance of the system by shifting the load dynamically.

B. Metrics For Load Balancing In Clouds

Various metrics considered in existing load balancing techniques in cloud computing are discussed below [15]:

Throughput is used to calculate the no. of tasks whose execution has been completed. It should be high to improve the performance of the system.

Overhead Associated determines the amount of overhead involved while implementing a load-balancing algorithm. It is composed of overhead due to movement of tasks, interprocessor and inter-process communication. This should be minimized so that a load balancing technique can work efficiently.

Fault Tolerance is the ability of an algorithm to perform uniform load balancing in spite of arbitrary node or link failure. The load balancing should be a good fault-tolerant technique.

Migration time is the time to migrate the jobs or resources from one node to other. It should be minimized in order to enhance the performance of the system.

Response Time is the amount of time taken to respond by a particular load balancing algorithm in a distributed system. This parameter should be minimized.

Resource Utilization is used to check the utilization of resources. It should be optimized for an efficient load balancing.

Scalability is the ability of an algorithm to perform load balancing for a system with any finite number of nodes. This metric should be improved.

Performance is used to check the efficiency of the system. This has to be improved at a reasonable cost, e.g., reduce task response time while keeping acceptable delays

V. RELATED WORK

In cloud computing, load balancing is required to distribute the dynamic local workload evenly across all the nodes. It helps to achieve a high user satisfaction and resource utilization ratio by ensuring an efficient and fair allocation of every computing resource. Proper load balancing aids in minimizing resource consumption, implementing fail-over, enabling scalability, avoiding bottlenecks and over-provisioning etc. In this section, a systematic review of existing load balancing techniques is presented. This study concludes that all the existing techniques mainly focus on reducing associated overhead, service response time and improving performance etc. Various parameters are also identified, and these are used to compare the existing techniques.

Throttled load balancer [4] this algorithm ensures only a pre-defined number of Internet Cloudlets are allocated to a single VM at any given time. If more request groups are present than the number of available VM’s at a data center, some of the requests will have to be queued until the next VM
becomes available.

Active VM Load Balancer [5][6] maintains information about each VM and the number of requests currently allocated to the VMs. When a request for the allocation of a new VM arrives, the balancer identifies the least loaded VM. If there are more than one, the first identified is selected. The balancer returns the VM id to the Data Centre Controller and the Data Centre Controller sends the request to the VM identified by that id. Data Center Controller notifies the balancer of the new allocation for table updation. When VM finishes processing the request, Data Center controller notifies the balancer for VM deallocation.

Meenakshi Sharma et al. [6] proposed a new Efficient Virtual Machine Load Balancing Algorithm. The proposed algorithm finds the expected response time of each resource (VM). When a request from the data center controller arrives, algorithm sends the ID of virtual machine having minimum response time to the data center controller for allocation to the new request. The algorithm updates the allocation table, increasing the allocation count for that VM. When VM finishes processing of request, data center controller notifies algorithm for VM deallocation. The experimental result compares proposed VM load balancing algorithm with the Throttled Load Balancer and Active VM Load Balancer. The efficient selection of a VM increases the overall performance of the cloud environment and also decreases the average response time and cost compare to Throttled Load Balancer and Active VM Load Balancer.

Jasmin James et al. [7] proposed Weighted Active Monitoring Load Balancing (WALB) Algorithm which has an improvement over the Active VM Load Balancer. This algorithm creates VM’s of different processing power and allocates weighted count according to the computing power of the VM. WALB maintains index table of VM’s, associated weighted count and number of request currently allocated to each VM. When a request to allocate a VM arrives from the Data Center Controller, this algorithm identifies the least loaded and most powerful VM according to the weight assigned and returns its VM id to the Data Center Controller. The Data Center Controller sends a request to the identified VM and notifies the algorithm of allocation. The algorithm increases the count by one for that VM. When VM finishes processing, algorithm decreases the count of that VM by one. The experimental result shows that the proposed algorithm achieves better performance factors such as response time and processing time, but the algorithm does not consider process duration for each individual request.

Mintu L Ladani et. al. [8] proposed a new virtual machine load balancing algorithm Modified Weighted Active Monitoring Load Balancing Algorithm”. This algorithm creates VM’s of different processing power and allocates weighted count according to the computing power of the VM. It maintains index table of VM’s, associated weighted count and number of request currently allocated to VM. When a request to allocate VM arrives from the Data Center Controller, this algorithm identifies VM with least load, least process duration and most powerful VM according to the weight assigned and returns its VM id to the Data Center Controller. Data Center Controller sends a request to the identified VM and notifies the algorithm of allocation. The algorithm increases the count by one for that VM. When VM finishes processing, algorithm decreases the count of that VM by one. Modified Weighted Active Monitoring Load Balancing algorithm balances the load between the available VMs and considers most important factor process duration to achieve better performance parameters such as response time and processing time.

Vaidehi. M et. al. [9] Enhanced Load Balancing to Avoid Deadlock proposed a technique to avoid deadlock among virtual machines while processing a request by migrating the virtual machine. The cloud manager in the data center maintains a data structure containing VM ID, job ID, and VM status. The VM status represents percentage of resource utilization. Cloud manager distributes the load as per the data structure and also analysis VM status routinely. If any VM is overloaded, which causes deadlock, then one or two jobs are migrated to a VM which is underutilized by tracking the data structure. If there are more than one available VM, then assignment is based on least hop time. On completion of the execution, the cloud manager automatically updates the data structure. The proposed algorithm yields less response time by VM migration from overloaded VM to underutilized VM by considering hop time to avoid deadlock without interacting with the data center controller in updating the data structure. This increases the number of jobs to be serviced by cloud provider, thereby improves working performance as well as business performance of the cloud.

In Round Robin Load Balancer [10] [11], Data Center Controller assigns first request to a virtual machine, picked randomly from the group. Subsequently, it assigns requests to the virtual machines in circular order. Once request assigned to a virtual machine, then the virtual machine is moved to the end of the list. The advantage of Round Robin algorithm is that it does not require inter-process communication. Since the running time of any process is not known prior to execution, there is a possibility that some nodes may get heavily loaded.

Weighted Round Robin algorithm [10] is a modified version of Round Robin Load Balancer. This algorithm assigns a relative weight to all the virtual machines. If one VM is capable of handling twice as much load as the other, then the VM gets a weight of 2. In such cases, Data Center Controller will assign two requests to a VM with weight 2 against one request assigned to a VM with weight 1.

Argha Roy et. al. [12] proposed Dynamic Load Balancer to avoid fault tolerance in cloud computing. Dynamic load balancer is used as an intermediate node between clients and cloud which monitors the load of each virtual machine in the cloud pool. When the users send the request to the dynamic load balancer, it gathers the processor utilization and memory utilization of each active server. If the processor utilization and memory utilization is less than 80%, the dynamic load balancer instantiates a new virtual machine on that server. Now, the request is assigned to this newly created VM. Otherwise, the algorithm instantiates a new VM on the next server with the lowest processor and memory utilization. The algorithm also checks fault occurrence of a server. If any fault occurs, then the VMs will be shifted to another server whose processor and
memory utilization is less than 80%. The proposed dynamic load balancer algorithm achieves high scalability, dynamic load balancing, fault tolerance and low overhead.

Round Robin with Server Affinity [13]: A VM Load Balancing Algorithm for Cloud Based Infrastructure, the limitation of the available Virtual Machine, that the Round Robin Algorithm does not save the state of the previous allocation of a VM to a request from given Userbase, while the same state is saved in the proposed algorithm. The Round Robin with server affinity VM load balancer maintains two data structures, which are as listed below

1) Hash map: This store the entry for the last VM allocated to a request from a given Userbase.

2) VM state list: this stores the allocation status (i.e., Busy/Available) of each VM.

In the proposed algorithm, when a request is received from the Userbase, if an entry for the given Userbase exists in the hash map and if that particular VM is available, there is no need to run the Round Robin VM load balancing algorithm, which will save a significant amount of time.

Load Balancing in Cloud Computing Using Modified Throttled Algorithm [14], this algorithm focuses mainly on how incoming jobs are assigned to the available virtual machines intelligently. Modified throttled algorithm maintains an index table of virtual machines and also the state of VMs similar to the Throttled algorithm. There has been an attempt made to improve the response time and achieve efficient usage of available virtual machines. Proposed algorithm employs a method for selecting a VM for processing client’s request where, VM at first index is initially selected depending upon the state of the VM. If the VM is available, it is assigned with the request and id of VM is returned to Data Center, else; the Modified Throttled Load Balancer maintains an index table of VMs and the state of the VM (BUSY/AVAILABLE). At the start all VM’s are available. When the next request arrives, the VM at index next to already assigned VM is chosen depending on the state of VM and follows the above step, unlikely of the Throttled algorithm, where the index table is parsed from the first index every time the Data Center queries Load Balancer for allocation of VM. When compared to existing Round-Robin and Throttled algorithms, the response time for proposed algorithm has improved considerably.

Table I illustrates a comparison between the reviewed algorithms in terms of the challenges discussed in Section IV. for example, for “Efficient VM Load Balancer, it considers the expected response time by modifying Throttled LB. Active Monitoring Load Balancer, does not consider the hardware characteristics of server for processing the requests, while weighted active monitoring LB (WALB) identifies the least loaded and most powerful VM. Basis on the same algorithm i.e. (ALB), “modified active monitoring LB” has been proposed and it adds factor “process duration” to assign the job to the VM. As for Enhanced Load Balancing Algorithm using Efficient Cloud Management System, we can see that migration of VMs contributes also on a good balancing of load, in this approach, assignment of jobs is basis on the least hope time i.e. the request is handled by the VM with a minimum time taken to become available after migration. Thus the deadlock avoidance enhances the number of jobs to be serviced by cloud service. In Round Robin LB, request are assigned in circular manner, so it does not consider heterogeneity of resources that there is possibility that some nodes may get heavily loaded while others are overloaded, that is why a new algorithm “weighted round robin” come to solve this problem by giving a weight for each VM, which influence the assignment of jobs, hence, load balancing will be improved and response time too. To avoid Fault Tolerance, Dynamic Load Balancer: Improve efficiency in Cloud computing algorithm monitors the load of each VM, if the VM is overloaded it instantiates a new VM to handle the request. Another issue in the current load balancing algorithm is that they don’t save the previous state of allocation of a virtual machine to a request from a user, Round Robin with server affinity algorithm is a technique that raise this issue by maintaining two data structures hash map and VM state list, we can deduce that this parameter can be applied to another algorithm. Modified throttled concerns with the fact that how incoming jobs are assigned to the available virtual machines effectively and efficiently. This algorithm works on the grounds of throttled algorithm by maintaining an index table of virtual machines and their states. In this modified algorithm an attempt is made to improve the response time and achieve efficient usage of available virtual machines. In all of the proposed algorithms, response time has improved.

VI. CONCLUSION & FUTURE WORK

Cloud Computing provides everything to the user as a service which includes application as a service, platform as a service and infrastructure as a service. One of the major issues in cloud computing is load balancing. Load balancing is required to distribute the load evenly among all servers in the cloud to maximize the resource utilization, increases throughput, to provide good response time, to reduce energy consumption. Our research about the reviewed algorithms shows that the current design of throttled has better results compared with the other algorithms especially if it is working with response time algorithm. There many metrics that govern the load balancing in a virtualized data centers, the threshold algorithm guarantees most of them except some which are as follows (Sharma S. et.al, 2008)[16]: Overload Rejection: If Load Balancing is not promising additional overload rejection measures are needed. When the overload situation ends then first the overload rejection measures are stopped. After a short guard period Load Balancing is also closed down. Fault Tolerance: This parameter gives that algorithm is able to bear twisted faults or not. It enables an algorithm to continue operating properly in the event of some failure. If the performance of algorithm decreases, the decrease is relational to the seriousness of the failure, even a small failure can cause total failure in load balancing. Process Migration: Process migration parameter provides when does a system decide to migrate a process? It decides whether to create it locally or create it on a remote processing element. The algorithm is capable to decide that it should make changes of load distribution during execution of process or not.

Therefore, as our future work, we are planning to improve throttled to make it more suitable for cloud environment and more efficient in terms of Process Migration.
### TABLE I. SYNTHESIS TABLE OF EXISTING LOAD BALANCING ALGORITHMS

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Metaphors</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Throttled load balancer</td>
<td>This algorithm ensures only a pre-defined number of Internet Cloudlets are allocated to a single VM at any given time.</td>
<td>Response time improved but other parameters are not taken into account such as: weight of VM, processing time, etc.</td>
</tr>
<tr>
<td>MODIFIED THROTTLED ALGORITHM</td>
<td>Focuses mainly on how incoming jobs are assigned to the available virtual machines, load nearly distributed uniformly among VMs.</td>
<td>Resource Utilization response time has improved</td>
</tr>
<tr>
<td>Efficient Virtual Machine Load Balancing Algorithm</td>
<td>The proposed algorithm finds the expected response time of each resource (VM).</td>
<td>Increases performance of the cloud environment decreases response time and cost</td>
</tr>
<tr>
<td>Active VM Load Balancer</td>
<td>Maintains information about each VM and the number of requests currently allocated to the VMs. Does not consider the hardware capacity of VMs.</td>
<td></td>
</tr>
<tr>
<td>Weighted Active Monitoring Load Balancing (WALB) Algorithm</td>
<td>Allocates weighted count according to the computing power of the VM. But the algorithm does not consider process duration for each individual request.</td>
<td>Increase response time and processing time.</td>
</tr>
<tr>
<td>Modified Weighted Active Monitoring Load Balancing Algorithm</td>
<td>This algorithm identifies VM with least load, least process duration and most powerful VM according to the weight assigned But it considers process duration.</td>
<td>Increase response time and processing time. Hence they tried best to consider the most affecting factor (process duration) in performance increase.</td>
</tr>
<tr>
<td>Enhanced Load Balancing to Avoid Deadlock</td>
<td>Propose a technique to avoid deadlock among virtual machines while processing a request by migrating the virtual machine.</td>
<td>Improves: Migration time, Performance, Response time</td>
</tr>
<tr>
<td>Round Robin Load Balancer</td>
<td>Data Center Controller assigns first request to a virtual machine, picked randomly from the group, it assigns requests to the rest of VMs in circular order.</td>
<td>There is a possibility that some nodes may get heavily loaded while others are overloaded. Decrease Resource Utilization</td>
</tr>
<tr>
<td>Weighted Round Robin algorithm</td>
<td>This algorithm assigns a relative weight to all the virtual machines.</td>
<td>Improvement of resource utilization</td>
</tr>
<tr>
<td>Dynamic Load Balancing: Improve efficiency in Cloud Computing</td>
<td>When the users send the request to the dynamic load balancer, it gathers the processor utilization and memory utilization of each active server.</td>
<td>Fault tolerance high scalability low overhead</td>
</tr>
<tr>
<td>Round Robin with Server Affinity: A VM Load Balancing Algorithm for Cloud Based Infrastructure</td>
<td>The limitation of Round Robin Algorithm is that it does not save the state of the previous allocation of a VM to a request while the same state is saved in the proposed algorithm.</td>
<td>Improved Response time, Data center processing time</td>
</tr>
</tbody>
</table>
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Abstract—A novel approach for segmenting the MRI brain image based on Finite Truncated Skew Gaussian Mixture Model using Fuzzy C-Means algorithm is proposed. The methodology is presented evaluated on bench mark images. The obtained results are compared with various other techniques and the performance evaluation is performed using Image quality metrics and Segmentation metrics.
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I. INTRODUCTION

MRI segmentation plays a vital role in medical research and applications. MRI has wide range of advantages over other conventional imaging techniques such as magnetization and radio waves are used instead of X-rays in making the detailed and cross-sectional images of the brain [1]. Various operations based on image processing were defined earlier on MR images. Among these, segmentation of brain images into sub-regions has enormous research and medical applications. These sub-regions are utilized in visualizing and analyzing the anatomical structures in the brain which help in neuro-surgical planning [2].

There are various conventional methods for MRI segmentation which require human interaction in terms of mentioning number of classes for obtaining accurate and reliable segmentation. Thus, it is necessary to derive new techniques for effective segmentation. Much of the emphasis has been given to the segmentation algorithm based on finite normal mixture models where each image is assumed to be a mixture of Gaussian distributions. But actually it is observed that the pixels are quantized through the brightness or contrast in the gray scale level (Z) at that point. It is also observed that the image regions have finite range of pixel intensities (−∞, +∞) and may not be symmetric and Meso kurtic [3]. In this paper, to have an accurate modeling of the feature vector, finite truncated skew Gaussian is considered by assuming that the pixel intensities in the entire image follow a Finite Truncated Skew Gaussian distribution [4][5][6][7][8].

Hence, in order to segment more accurately Fuzzy C-Means algorithm is preferred because of the additional flexibility that allows the pixel to belong to multiple classes with varying degree of membership [9].

Thus, in this paper Fuzzy C-Means (FCM) clustering algorithm is considered for segmenting the image into number of regions and derive the model parameters. The obtained parameters are thus refined further using the EM algorithm.

The rest of the paper is organized as follows: section-2 explains about the FCM algorithm, section-3 deals with the concept of Finite Truncated Skew Gaussian distribution and section-4 handles the initialization of parameters. Section-5 shows the updating of parameters and section-6 demonstrates the proposed segmentation algorithm. In section-7 the experimental results are discussed, section-8 concludes the paper, the scope for further enhancement is proposed in section 9 of the paper.

II. FUZZY C-MEANS CLUSTERING ALGORITHM

The first step in any segmentation algorithm is to divide image into different image regions. Many segmentation algorithms are presented in literature [10][11][12][13][14]. Among these techniques, medical image segmentation based on K-Means is mostly utilized [4]. But, the main disadvantage with K-Means is that, K-Means are slow in convergence and pseudo unsupervised learning that requires the initial value of K. Apart from K-Means, hierarchical clustering algorithm[5] is also used but even this algorithm shares similar arguments as the case of K-Means algorithm. Fuzzy C-Means clustering algorithm in considered, in order to identify the initial clusters. The algorithm for Fuzzy C-means clustering is presented below.

The FCM employs fuzzy partitioning such that a data point can belong to all groups with different membership grades between 0 and 1 and it is an iterative algorithm. The aim of FCM is to find cluster centers (centroids) that minimize a dissimilarity function. To accommodate the introduction of fuzzy partitioning, the membership matrix (\(U\)) is randomly initialized according to Equation (1).

\[
\sum_{i=1}^{c} u_{ij} = 1, \forall j = 1,\ldots,n
\]  

(1)

The dissimilarity function which is used in FCM is given Equation (2)

\[
J(U,c_1,c_2,\ldots,c_c) = \sum_{i=1}^{c} J_i = \sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij}^m d_{ij}^2
\]  

(2)
Where, $u_{ij}$ is between 0 and 1;

c_i is the centroid of cluster i;

d_{ij} is the Euclidian distance between i'th centroid(c_i) and j'th data point;

$m \in [1, \infty]$ is a weighting exponent.

To reach a minimum of dissimilarity function there are two conditions. These are given in Equation (3) and Equation (4).

$$c_i = \frac{\sum_{j=1}^{n} u_{ij}^m x_j}{\sum_{j=1}^{n} u_{ij}^m}$$  \hspace{1cm} (3)$$

$$u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{d_{ij}}{d_{kj}} \right)^{2/(m-1)}}$$  \hspace{1cm} (4)$$

This algorithm determines the following steps.

**Step-1:** Randomly initialize the membership matrix (U) that has constraints in Equation (1).

**Step-2:** Calculate centroids (c_i) by using Equation (3).

**Step-3:** Compute dissimilarity between centroids and data points using equation (2). Stop if its improvement over previous iteration is below a threshold.

**Step-4:** Compute a new U using Equation (4). Go to Step 2.

By iteratively updating the cluster centers and the membership grades for each data point, FCM iteratively moves the cluster centers to the "right" location within a data set. FCM does not ensure that it converges to an optimal solution. Because of cluster centers (centroids) are initialized using U that randomly initialized (Equation (3)).

Performance depends on initial centroids. For a robust approach there are two ways which is described below.

1) **Using an algorithm to determine all of the centroids (for example: arithmetic means of all data points).**

2) **Run FCM several times each starting with different initial centroids.**

**III. FINITE TRUNCATED SKEW GAUSSIAN DISTRIBUTION**

In any medical image, pixel is used as a measure of quantification and the entire medical image is assumed as a heterogeneous collection of pixels and each pixel is influenced by various factors such as brightness, contrast, saturation etc. For effectual analysis and classification of the brain tissues, it is obligatory to uphold good contrast between white matter and grey matter, but in general the grey matter structure consists of tissues with varying intensities compared to that of white matter, thereby making it a challenging task for effective classification of tissues in these regions.

A further issue associated is the problem of partial volume, many models assume that the pixels inside a particular tissue have homogenous properties, and follow a symmetric pattern and with this very assumption, the classification process is carried out. But in reality, white matter regions contain certain portion of grey matter at the boundaries and the tissues within these regions are assumed to contain the pixels having the probabilities which may be both symmetric and non-symmetric [5]. The problem gets multifold in case of abnormal brains, since registering these images with prior probabilities is difficult, as each pixel inside a region may belongs to a different class.

The effect of partial volume is due to the assumption of considering the distribution of the pixels inside the image regions as normal. Hence it is necessary to consider asymmetric distributions as the brain can diverge from the symmetric population, in order for it to be segmented satisfactorily.

The crucial information regarding the deformities in the brain can be available from the segmented regions, which may be skewed. In most of the brain related data, the information about the damaged tissues may be located at the boundaries (outliers) and the pixels inside these regions may exhibit non homogenous features, which include asymmetry, multimodality exhibiting long tails.

Hence to have an effective analysis about the damaged tissues, one need to consider mixture models which can accommodate data having non-normal features. Notable distribution among such models include the skew normal mixture model [15][16], the skew t–mixture model [17][18][19], the skew t–normal mixture model [20], and some other non-elliptical approaches [21][22][23]. The log-Normal, the Burr, the Weibull the Gamma and the Generalized Pareto distribution are also considered in the literature for analyzing asymmetric data. Among these models, to model the data having long tails efficiently Skew Gaussian Mixture models are more appropriate [24][25][26].

Skew symmetric distributions are mainly used for the set of images where the shape of image regions are not symmetric or bell shaped distribution and these distributions can be well utilized for the medical images where the bone structure of the humans are asymmetric in nature. To have a more accurate analysis of the medical images, it is customary to consider that in any image, the range of the pixels is finite in nature. Among the pixels generated from the brain images, to extract the features effectively only finite ranges of pixels are very much useful. Hence, to have a more closure and deeper approximation of the medical data, truncated skew normal distribution are well suited.

The probability density function of the truncated skew normal distribution is given by

$$f(\mu, \sigma, \lambda(x)) = \frac{2}{\sigma} \phi \left( \frac{x-\mu}{\sigma} \right) \cdot \Phi \left( \lambda \frac{x-\mu}{\sigma} \right)$$  \hspace{1cm} (5)$$

where, $\mu \in \mathbb{R}$, $\sigma > 0$ and $\lambda \in \mathbb{R}$ represents the location, scale and shape parameters respectively. Where $\phi$ and $\Phi$ denote the probability density function and the cumulative density function of the standard normal distribution.

The limits and of the truncated normal distribution are $Z_l = a$ and $Z_m = b$. Where $Z_l$ and $Z_m$ denotes the truncation limits.
Truncating equation (1) between these limits, the following equations are obtained

\[ F_{\mu, \sigma, \lambda}(x) = \int_{-\infty}^{x} F_{\mu, \sigma, \lambda}(t) \, dt \]  

where,

\[ F_{\mu, \sigma, \lambda}(a) = \int_{-\infty}^{a} F_{\mu, \sigma, \lambda}(x) \, dx \]  

and

\[ F_{\mu, \sigma, \lambda}(b) = \int_{-\infty}^{b} F_{\mu, \sigma, \lambda}(x) \, dx \]  

where,

\[ f_{\mu, \sigma, \lambda}(x) \]  

is as given in equation (1)

\[ Q = \int_{-\infty}^{a} \varphi \left( \frac{x-\mu}{\sigma} \right) \, dx - \int_{-\infty}^{a} \varphi \left( \frac{x+\mu}{\sigma} \right) \, dx = \int_{-\infty}^{a} \left( \frac{1}{\sigma} \right) \varphi \left( \frac{x+\mu}{\sigma} \right) \, dx \]  

IV. INITIALIZATION OF PARAMETERS

In order to initialize the parameters, it is needed to obtain the initial values of the model distribution. The estimates of the Mixture model \( \mu, \sigma \) and \( \alpha \) are obtained using Fuzzy C-Means Clustering algorithm as proposed in section-II. It is assumed that the pixel intensities of the entire image are segmented into a \( K \) component model \( \pi_i \), \( i=1, 2, \ldots, K \) with the assumption that \( \pi_i = 1/K \) where \( K \) is the value obtained from Fuzzy C-Means Clustering algorithm discussed in section-2.

V. UPDATING INITIAL ESTIMATES THROUGH EM ALGORITHM

The initial estimates of \( \mu, \sigma \) and \( \alpha \) that are obtained from section – 4 are to be refined to obtain the final estimates. For this purpose EM algorithm is utilized. The EM algorithm consists of 2 steps E-step and M-step. In the E-step, the initial estimates obtained in section – 4 are taken as input and the final updated equations are obtained in the M-step. The equations for the model parameters \( \mu, \sigma \) and \( \alpha \) are given below.

\[ \begin{align*} 
\mu_{i+1} &= \frac{1}{\sum_{j=1}^{K} \alpha_{ij}} \sum_{j=1}^{K} \alpha_{ij} \mu_j \quad \text{and} \\
\sigma_{i+1} &= \frac{1}{\sum_{j=1}^{K} \alpha_{ij}} \sum_{j=1}^{K} \alpha_{ij} \sigma_j \\
\alpha_i &= \frac{1}{\sum_{j=1}^{K} \alpha_{ij}} \end{align*} \]  

VI. SEGMENTATION ALGORITHM

After refining the estimates, the important step is to convert the heterogeneous data into homogeneous data or group the related pixels. This process is carried out by performing the segmentation. The image segmentation is done in 3 steps:

Step-1: Obtain the initial estimates of the finite truncated skew Gaussian mixture model using Fuzzy C-Means Clustering algorithm.

Step-2: Using the initial estimates obtained from step-1, the EM algorithm is iteratively carried out.

Step-3: The image segmentation is carried out by assigning each pixel into a proper region (Segment) according to maximum likelihood estimates of the \( j \)th element \( L_j \) according to the following equation

\[ L_j = \max_i \left\{ \int_{-\infty}^{a} \varphi \left( \frac{x-\mu}{\sigma} \right) \, dx - \int_{-\infty}^{a} \varphi \left( \frac{x+\mu}{\sigma} \right) \, dx \right\} \]  

VII. EXPERIMENTAL RESULTS & PERFORMANCE EVALUATION

In order to evaluate the performance of the developed algorithm, T1 weighted images were used. The input medical images are obtained from brain web images. It is assumed that the intensities of the pixels in medical images are asymmetric in nature. Hence, follow a skew Gaussian distribution and as the limits are finite and within the specified range of values are only necessary in medical image segmentation process. The image segmentation is carried out by assigning each pixel into a proper region (Segment) according to maximum likelihood estimates of the \( j \)th element \( L_j \) according to the following equation

\[ \text{Jaccard Coefficient (JC)} = \frac{|X \cap Y|}{|X \cup Y|} = 1 - \frac{b}{a+b+c} \]  

\[ \text{Volume Similarity (VS)} = \frac{|X \cap Y|}{|X \cup Y|} = 1 - \frac{b}{2a+b+c} \]  

\[ \text{GCE(S, S')} = \frac{1}{N} \min \left\{ \sum \text{LRE}(S, S'), \sum \text{LRE}(S', S) \right\} \]  

\[ \text{VOI(X,Y)} = \frac{|X \cap Y|}{|X \cup Y|} = 1 - \frac{2b}{a+b+c} \]  

\[ \text{PRI(S, S')} = \frac{1}{N} \sum_{i,j \in S} \left| I_i \cdot I_j - I_i \cdot I_j \right| \]  

Where, \( a = |X \cap Y|, b = |X \cap \neg Y|, c = |Y \cap \neg X|, d = |X \cup Y| \)
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**TABLE I. SEGMENTATION QUALITY METRICS**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>B0S1</td>
<td>JC</td>
<td>0.089</td>
<td>0.689</td>
<td>0.711</td>
<td>0.703</td>
<td>0.736</td>
<td>0.795</td>
<td>0.832</td>
<td>Close to 1</td>
</tr>
<tr>
<td></td>
<td>VS</td>
<td>0.432</td>
<td>0.733</td>
<td>0.781</td>
<td>0.8799</td>
<td>0.887</td>
<td>0.891</td>
<td>0.923</td>
<td>Close to 1</td>
</tr>
<tr>
<td></td>
<td>VOI</td>
<td>2.3665</td>
<td>5.3173</td>
<td>5.2323</td>
<td>5.142</td>
<td>5.381</td>
<td>5.232</td>
<td>4.7099</td>
<td>Possible</td>
</tr>
<tr>
<td></td>
<td>GCE</td>
<td>0.2802</td>
<td>0.5964</td>
<td>0.6088</td>
<td>0.561</td>
<td>0.626</td>
<td>0.4223</td>
<td>0.5025</td>
<td>Close to 1</td>
</tr>
<tr>
<td></td>
<td>PRI</td>
<td>0.504</td>
<td>0.6396</td>
<td>0.6697</td>
<td>0.619</td>
<td>0.663</td>
<td>0.7958</td>
<td>0.6009</td>
<td>Close to 1</td>
</tr>
<tr>
<td>B0S2</td>
<td>JC</td>
<td>0.0677</td>
<td>0.7656</td>
<td>0.7921</td>
<td>0.7921</td>
<td>0.812</td>
<td>0.819</td>
<td>0.851</td>
<td>Close to 1</td>
</tr>
<tr>
<td></td>
<td>VS</td>
<td>0.3212</td>
<td>0.8767</td>
<td>0.8801</td>
<td>0.8814</td>
<td>0.892</td>
<td>0.8914</td>
<td>0.923</td>
<td>Close to 1</td>
</tr>
<tr>
<td></td>
<td>VOI</td>
<td>1.9724</td>
<td>3.924</td>
<td>0</td>
<td>4.35</td>
<td>4.63</td>
<td>6.2894</td>
<td>4.9823</td>
<td>Possible</td>
</tr>
<tr>
<td></td>
<td>GCE</td>
<td>0.2443</td>
<td>0.4741</td>
<td>0</td>
<td>0.419</td>
<td>0.5013</td>
<td>0.4664</td>
<td>0.5125</td>
<td>Big</td>
</tr>
<tr>
<td></td>
<td>PRI</td>
<td>0.416</td>
<td>0.5016</td>
<td>1</td>
<td>0.514</td>
<td>0.542</td>
<td>0.6847</td>
<td>0.6506</td>
<td>Close to 1</td>
</tr>
<tr>
<td>B0S3</td>
<td>JC</td>
<td>0.0434</td>
<td>0.6567</td>
<td>0.689</td>
<td>0.7143</td>
<td>0.722</td>
<td>0.784</td>
<td>0.818</td>
<td>Close to 1</td>
</tr>
<tr>
<td></td>
<td>VS</td>
<td>0.123</td>
<td>0.812</td>
<td>0.849</td>
<td>0.916</td>
<td>0.932</td>
<td>0.926</td>
<td>4.3623</td>
<td>Possible</td>
</tr>
<tr>
<td></td>
<td>VOI</td>
<td>0.7684</td>
<td>0.2916</td>
<td>0</td>
<td>1.659</td>
<td>2.956</td>
<td>5.318</td>
<td>3.943</td>
<td>Big</td>
</tr>
<tr>
<td></td>
<td>GCE</td>
<td>0.089</td>
<td>0.031</td>
<td>0</td>
<td>0.107</td>
<td>0.02</td>
<td>0.4001</td>
<td>0.706</td>
<td>Close to 1</td>
</tr>
<tr>
<td></td>
<td>PRI</td>
<td>0.576</td>
<td>0.5853</td>
<td>1</td>
<td>0.632</td>
<td>0.661</td>
<td>0.706</td>
<td>0.711</td>
<td>Close to 1</td>
</tr>
<tr>
<td>B0S4</td>
<td>JC</td>
<td>0.0456</td>
<td>0.7878</td>
<td>0.7891</td>
<td>0.874</td>
<td>0.896</td>
<td>0.911</td>
<td>0.933</td>
<td>Close to 1</td>
</tr>
<tr>
<td></td>
<td>VS</td>
<td>0.2233</td>
<td>0.3232</td>
<td>0.465</td>
<td>0.54</td>
<td>0.621</td>
<td>0.643</td>
<td>0.722</td>
<td>Close to 1</td>
</tr>
<tr>
<td></td>
<td>VOI</td>
<td>1.268</td>
<td>1.569</td>
<td>0</td>
<td>3.354</td>
<td>3.693</td>
<td>4.1619</td>
<td>2.9053</td>
<td>Possible</td>
</tr>
<tr>
<td></td>
<td>GCE</td>
<td>0.056</td>
<td>0.091</td>
<td>0</td>
<td>0.157</td>
<td>0.199</td>
<td>0.2949</td>
<td>0.2554</td>
<td>Big</td>
</tr>
<tr>
<td></td>
<td>PRI</td>
<td>0.189</td>
<td>0.191</td>
<td>1</td>
<td>0.496</td>
<td>0.519</td>
<td>0.5628</td>
<td>0.6987</td>
<td>Close to 1</td>
</tr>
<tr>
<td>B1S1</td>
<td>JC</td>
<td>0.141</td>
<td>0.776</td>
<td>0.779</td>
<td>0.791</td>
<td>0.8123</td>
<td>0.826</td>
<td>0.861</td>
<td>Close to 1</td>
</tr>
<tr>
<td></td>
<td>VS</td>
<td>0.313</td>
<td>0.397</td>
<td>0.452</td>
<td>0.54</td>
<td>0.797</td>
<td>0.7910</td>
<td>0.811</td>
<td>Close to 1</td>
</tr>
<tr>
<td></td>
<td>VOI</td>
<td>1.6499</td>
<td>4.0874</td>
<td>3.9136</td>
<td>3.951</td>
<td>4.13</td>
<td>4.4115</td>
<td>3.5797</td>
<td>Possible</td>
</tr>
<tr>
<td></td>
<td>GCE</td>
<td>0.1874</td>
<td>0.4487</td>
<td>0.4651</td>
<td>0.418</td>
<td>0.4468</td>
<td>0.2752</td>
<td>0.4103</td>
<td>Big</td>
</tr>
<tr>
<td></td>
<td>PRI</td>
<td>0.9256</td>
<td>0.6678</td>
<td>0.7578</td>
<td>0.6258</td>
<td>0.6692</td>
<td>0.686</td>
<td>0.8044</td>
<td>Close to 1</td>
</tr>
<tr>
<td>B1S2</td>
<td>JC</td>
<td>0.098</td>
<td>0.7892</td>
<td>0.7902</td>
<td>0.877</td>
<td>0.908</td>
<td>0.896</td>
<td>0.912</td>
<td>Close to 1</td>
</tr>
<tr>
<td></td>
<td>VS</td>
<td>0.0433</td>
<td>0.878</td>
<td>0.898</td>
<td>0.881</td>
<td>0.896</td>
<td>0.918</td>
<td>0.931</td>
<td>Close to 1</td>
</tr>
<tr>
<td></td>
<td>VOI</td>
<td>2.3215</td>
<td>2.8047</td>
<td>2.921</td>
<td>3.91</td>
<td>5.122</td>
<td>6.6411</td>
<td>2.8047</td>
<td>Possible</td>
</tr>
<tr>
<td></td>
<td>GCE</td>
<td>0.2838</td>
<td>0.3407</td>
<td>0.348</td>
<td>0.339</td>
<td>0.3695</td>
<td>0.4661</td>
<td>0.3407</td>
<td>Big</td>
</tr>
<tr>
<td></td>
<td>PRI</td>
<td>0.3807</td>
<td>0.369</td>
<td>0.429</td>
<td>0.485</td>
<td>0.561</td>
<td>0.6322</td>
<td>0.8690</td>
<td>Close to 1</td>
</tr>
<tr>
<td>B1S3</td>
<td>JC</td>
<td>0.0222</td>
<td>0.8926</td>
<td>0.899</td>
<td>0.9124</td>
<td>0.9236</td>
<td>0.946</td>
<td>0.969</td>
<td>Close to 1</td>
</tr>
<tr>
<td></td>
<td>VS</td>
<td>0.3223</td>
<td>0.3429</td>
<td>0.425</td>
<td>0.3543</td>
<td>0.359</td>
<td>0.3869</td>
<td>0.441</td>
<td>Close to 1</td>
</tr>
<tr>
<td></td>
<td>VOI</td>
<td>1.2411</td>
<td>0.9988</td>
<td>1.252</td>
<td>2.665</td>
<td>3.6351</td>
<td>6.7129</td>
<td>0.9988</td>
<td>Possible</td>
</tr>
<tr>
<td></td>
<td>GCE</td>
<td>0.1466</td>
<td>0.1157</td>
<td>0.227</td>
<td>0.398</td>
<td>0.424</td>
<td>0.4559</td>
<td>0.1157</td>
<td>Big</td>
</tr>
<tr>
<td></td>
<td>PRI</td>
<td>0.9576</td>
<td>0.9662</td>
<td>0.856</td>
<td>0.652</td>
<td>0.698</td>
<td>0.7202</td>
<td>0.9675</td>
<td>Close to 1</td>
</tr>
<tr>
<td>B1S4</td>
<td>JC</td>
<td>0.455</td>
<td>0.329</td>
<td>0.762</td>
<td>0.797</td>
<td>0.815</td>
<td>0.826</td>
<td>0.854</td>
<td>Close to 1</td>
</tr>
<tr>
<td></td>
<td>VS</td>
<td>0.320</td>
<td>0.0832</td>
<td>2.6801</td>
<td>1.332</td>
<td>0.19</td>
<td>2.35</td>
<td>5.0898</td>
<td>Possible</td>
</tr>
<tr>
<td></td>
<td>VOI</td>
<td>1.12</td>
<td>0.176</td>
<td>0.212</td>
<td>0.265</td>
<td>0.3062</td>
<td>0.5214</td>
<td>0.691</td>
<td>Big</td>
</tr>
<tr>
<td></td>
<td>GCE</td>
<td>0.109</td>
<td>0.065</td>
<td>0.129</td>
<td>0.27</td>
<td>0.353</td>
<td>0.854</td>
<td>0.899</td>
<td>Close to 1</td>
</tr>
<tr>
<td></td>
<td>PRI</td>
<td>0.1001</td>
<td>0.100</td>
<td>0.129</td>
<td>0.27</td>
<td>0.353</td>
<td>0.854</td>
<td>0.899</td>
<td>Close to 1</td>
</tr>
</tbody>
</table>
The reconstruction process is carried out by positioning each pixel into its appropriate location. The performance evaluation [27] of the obtained output is done using the image quality metrics such as Average difference, Maximum distance, Image Fidelity, Means Squared Error and Peak Signal-to-Noise ratio.

The developed algorithm is compared with Skew Gaussian mixture model with K-Means, Hierarchical Clustering, Fuzzy C-Means, Truncated Skew Gaussian mixture model with K-Means and Hierarchical Clustering algorithms and the results obtained are tabulated in Table-1, Table-2 and fig.-1 & fig-2.

**TABLE II. SEGMENTATION QUALITY METRICS**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>B0S1</td>
<td>AD 0.573</td>
<td>0.773</td>
<td>0.792</td>
<td>0.812</td>
<td>0.835</td>
<td>0.8451</td>
<td>0.899</td>
<td>-1 to 1</td>
<td>Closer to 1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MD 0.422</td>
<td>0.922</td>
<td>0.941</td>
<td>0.9325</td>
<td>0.939</td>
<td>0.945</td>
<td>0.973</td>
<td>-1 to 1</td>
<td>Closer to 1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>IF 0.416</td>
<td>0.875</td>
<td>0.428</td>
<td>0.923</td>
<td>0.941</td>
<td>0.9756</td>
<td>0.9805</td>
<td>0 to 1</td>
<td>Closer to 1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MSE 0.04</td>
<td>0.134</td>
<td>2.19e-005</td>
<td>0.094</td>
<td>2.92E-005</td>
<td>9.3E-07</td>
<td>3.03e-005</td>
<td>0 to 1</td>
<td>Closer to 0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SNR 17.41</td>
<td>29.23</td>
<td>72.15</td>
<td>33.89</td>
<td>87.39</td>
<td>108.42</td>
<td>93.324</td>
<td>-∞ to ∞</td>
<td>Possible Big</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Segmentation Quality Metrics

The reconstruction process is carried out by positioning each pixel into its appropriate location. The performance evaluation [27] of the obtained output is done using the image quality metrics such as Average difference, Maximum distance, Image Fidelity, Means Squared Error and Peak Signal-to-Noise ratio.

The developed algorithm is compared with Skew Gaussian mixture model with K-Means, Hierarchical Clustering, Fuzzy C-Means, Truncated Skew Gaussian mixture model with K-Means and Hierarchical Clustering algorithms and the results obtained are tabulated in Table-1, Table-2 and fig.-1 & fig-2.
<table>
<thead>
<tr>
<th>B0S2</th>
<th>AD</th>
<th>0.37</th>
<th>0.876</th>
<th>0.887</th>
<th>0.749</th>
<th>0.798</th>
<th>0.49</th>
<th>0.921</th>
<th>-1 to 1</th>
<th>Closer to 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>MD</td>
<td>0.221</td>
<td>0.897</td>
<td>0.910</td>
<td>0.912</td>
<td>0.926</td>
<td>0.931</td>
<td>0.951</td>
<td>0.951</td>
<td>-1 to 1</td>
<td>Closer to 1</td>
</tr>
<tr>
<td>IF</td>
<td>0.336</td>
<td>0.876</td>
<td>0.894</td>
<td>0.859</td>
<td>0.873</td>
<td>0.9046</td>
<td>0.991</td>
<td>0.991</td>
<td>0 to 1</td>
<td>Closer to 1</td>
</tr>
<tr>
<td>MSE</td>
<td>0.240</td>
<td>0.211</td>
<td>0.124</td>
<td>0.2019</td>
<td>0.102</td>
<td>3.6E-06</td>
<td>3.0E-005</td>
<td>0 to 1</td>
<td>Closer to 0</td>
<td></td>
</tr>
<tr>
<td>SNR</td>
<td>14.45</td>
<td>35.65</td>
<td>84.23</td>
<td>39.85</td>
<td>89.65</td>
<td>102.5</td>
<td>93.34</td>
<td>-∞ to ∞</td>
<td>Possible Big</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B0S3</th>
<th>AD</th>
<th>0.456</th>
<th>0.76</th>
<th>0.796</th>
<th>0.81</th>
<th>0.826</th>
<th>0.6721</th>
<th>0.835</th>
<th>-1 to 1</th>
<th>Closer to 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>MD</td>
<td>0.345</td>
<td>0.879</td>
<td>0.847</td>
<td>0.807</td>
<td>0.86</td>
<td>0.911</td>
<td>0.947</td>
<td>0.947</td>
<td>-1 to 1</td>
<td>Closer to 1</td>
</tr>
<tr>
<td>IF</td>
<td>0.44</td>
<td>0.86</td>
<td>0.883</td>
<td>0.917</td>
<td>0.919</td>
<td>0.9061</td>
<td>0.996</td>
<td>0.996</td>
<td>0 to 1</td>
<td>Closer to 1</td>
</tr>
<tr>
<td>MSE</td>
<td>0.22</td>
<td>0.23</td>
<td>0.2012</td>
<td>0.2123</td>
<td>0.267</td>
<td>2.43E-06</td>
<td>3.55E-005</td>
<td>0 to 1</td>
<td>Closer to 1</td>
<td></td>
</tr>
<tr>
<td>SNR</td>
<td>19.88</td>
<td>37.98</td>
<td>77.46</td>
<td>39.71</td>
<td>82.31</td>
<td>104.27</td>
<td>92.63</td>
<td>-∞ to ∞</td>
<td>Possible Big</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B0S4</th>
<th>AD</th>
<th>0.231</th>
<th>0.473</th>
<th>0.5023</th>
<th>0.4991</th>
<th>0.612</th>
<th>0.7731</th>
<th>0.79</th>
<th>-1 to 1</th>
<th>Closer to 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>MD</td>
<td>0.224</td>
<td>0.977</td>
<td>0.954</td>
<td>0.971</td>
<td>0.977</td>
<td>0.9001</td>
<td>0.996</td>
<td>0.996</td>
<td>0 to 1</td>
<td>Closer to 1</td>
</tr>
<tr>
<td>IF</td>
<td>0.212</td>
<td>0.813</td>
<td>0.889</td>
<td>0.892</td>
<td>0.882</td>
<td>0.885</td>
<td>0.929</td>
<td>0.929</td>
<td>0 to 1</td>
<td>Closer to 1</td>
</tr>
<tr>
<td>MSE</td>
<td>0.24</td>
<td>0.121</td>
<td>0.1012</td>
<td>0.1192</td>
<td>1.02E-05</td>
<td>4.46E-06</td>
<td>2.72E-005</td>
<td>0 to 1</td>
<td>Closer to 1</td>
<td></td>
</tr>
<tr>
<td>SNR</td>
<td>21.42</td>
<td>33.28</td>
<td>35.6</td>
<td>37.41</td>
<td>78.8</td>
<td>101.634</td>
<td>93.79</td>
<td>-∞ to ∞</td>
<td>Possible Big</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B1S1</th>
<th>AD</th>
<th>0.342</th>
<th>0.764</th>
<th>0.7661</th>
<th>0.7015</th>
<th>0.794</th>
<th>0.6957</th>
<th>0.861</th>
<th>-1 to 1</th>
<th>Closer to 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>MD</td>
<td>0.317</td>
<td>0.819</td>
<td>0.919</td>
<td>0.854</td>
<td>0.921</td>
<td>0.915</td>
<td>0.855</td>
<td>0.855</td>
<td>-1 to 1</td>
<td>Closer to 1</td>
</tr>
<tr>
<td>IF</td>
<td>0.391</td>
<td>0.812</td>
<td>0.856</td>
<td>0.876</td>
<td>0.898</td>
<td>0.885</td>
<td>0.991</td>
<td>0.991</td>
<td>0 to 1</td>
<td>Closer to 1</td>
</tr>
<tr>
<td>MSE</td>
<td>0.251</td>
<td>0.228</td>
<td>1.34E-05</td>
<td>0.1759</td>
<td>2.64E-05</td>
<td>4.62E-07</td>
<td>7.87E-006</td>
<td>0 to 1</td>
<td>Closer to 1</td>
<td></td>
</tr>
<tr>
<td>SNR</td>
<td>3.241</td>
<td>5.514</td>
<td>32.154</td>
<td>5.68</td>
<td>89.31</td>
<td>111.482</td>
<td>99.173</td>
<td>-∞ to ∞</td>
<td>Possible Big</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B1S2</th>
<th>AD</th>
<th>0.21</th>
<th>0.3653</th>
<th>0.654</th>
<th>0.232</th>
<th>0.661</th>
<th>0.4596</th>
<th>0.712</th>
<th>-1 to 1</th>
<th>Closer to 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>MD</td>
<td>0.21</td>
<td>0.892</td>
<td>0.8825</td>
<td>0.912</td>
<td>0.921</td>
<td>0.891</td>
<td>0.913</td>
<td>0.913</td>
<td>-1 to 1</td>
<td>Closer to 1</td>
</tr>
<tr>
<td>IF</td>
<td>0.213</td>
<td>0.787</td>
<td>0.813</td>
<td>0.791</td>
<td>0.851</td>
<td>0.789</td>
<td>0.958</td>
<td>0.958</td>
<td>0 to 1</td>
<td>Closer to 1</td>
</tr>
<tr>
<td>MSE</td>
<td>0.06</td>
<td>0.145</td>
<td>0.096</td>
<td>0.594</td>
<td>0.024</td>
<td>6.49E-06</td>
<td>1.31E-006</td>
<td>0 to 1</td>
<td>Closer to 0</td>
<td></td>
</tr>
<tr>
<td>SNR</td>
<td>13.43</td>
<td>49.22</td>
<td>99</td>
<td>20.39</td>
<td>99</td>
<td>100.001</td>
<td>106.95</td>
<td>-∞ to ∞</td>
<td>Possible Big</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B1S3</th>
<th>AD</th>
<th>0.323</th>
<th>0.322</th>
<th>0.554</th>
<th>0.4592</th>
<th>0.54</th>
<th>0.4398</th>
<th>0.59</th>
<th>-1 to 1</th>
<th>Closer to 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>MD</td>
<td>0.233</td>
<td>0.212</td>
<td>0.413</td>
<td>0.456</td>
<td>0.446</td>
<td>0.546</td>
<td>0.596</td>
<td>0.596</td>
<td>-1 to 1</td>
<td>Closer to 1</td>
</tr>
<tr>
<td>IF</td>
<td>0.213</td>
<td>0.897</td>
<td>0.917</td>
<td>0.923</td>
<td>0.926</td>
<td>0.915</td>
<td>0.99</td>
<td>0.99</td>
<td>0 to 1</td>
<td>Closer to 1</td>
</tr>
<tr>
<td>MSE</td>
<td>0.01</td>
<td>0.4345</td>
<td>0.002</td>
<td>0.119</td>
<td>1.29E-005</td>
<td>2.62E-06</td>
<td>2.16E-007</td>
<td>0 to 1</td>
<td>Closer to 0</td>
<td></td>
</tr>
<tr>
<td>SNR</td>
<td>11.11</td>
<td>27.267</td>
<td>39.12</td>
<td>29.86</td>
<td>71.69</td>
<td>103.95</td>
<td>114.78</td>
<td>-∞ to ∞</td>
<td>Possible Big</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B1S4</th>
<th>AD</th>
<th>0.314</th>
<th>0.338</th>
<th>0.635</th>
<th>0.497</th>
<th>0.699</th>
<th>0.521</th>
<th>0.732</th>
<th>-1 to 1</th>
<th>Closer to 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>MD</td>
<td>0.241</td>
<td>0.249</td>
<td>0.294</td>
<td>0.317</td>
<td>0.391</td>
<td>0.452</td>
<td>0.569</td>
<td>0.569</td>
<td>-1 to 1</td>
<td>Closer to 1</td>
</tr>
<tr>
<td>IF</td>
<td>0.293</td>
<td>0.683</td>
<td>0.697</td>
<td>0.791</td>
<td>0.781</td>
<td>0.8756</td>
<td>1</td>
<td>0</td>
<td>0 to 1</td>
<td>Closer to 1</td>
</tr>
<tr>
<td>MSE</td>
<td>0.18</td>
<td>0.197</td>
<td>0.113</td>
<td>0.213</td>
<td>0.829</td>
<td>3.83E-06</td>
<td>0.023</td>
<td>0 to 1</td>
<td>Closer to 0</td>
<td></td>
</tr>
<tr>
<td>SNR</td>
<td>21.21</td>
<td>78.19</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>102.2932</td>
<td>106.26</td>
<td>-∞ to ∞</td>
<td>Possible Big</td>
<td></td>
</tr>
</tbody>
</table>

---

**Diagrams:**

A) **Average Difference**

- Skew GMM with K-Means
- Truncated SGMM with K-Means
- Skew GMM with HC
- Truncated SGMM with HC
- SGMM with Fuzzy CMean
- Truncated SGMM with FCM

B) **Maximum Distance**

- Skew GMM with K-Means
- Truncated SGMM with K-Means
- Skew GMM with HC
- Truncated SGMM with HC
- SGMM with Fuzzy CMean
- Truncated SGMM with FCM

---

![Graphs showing average difference and maximum distance between different models](https://via.placeholder.com/150)
The proposed method is compared to the methods based on Finite Gaussian Mixture Model, Finite Skew Gaussian Mixture Model with K – Means algorithms, Finite Skew Gaussian Mixture Model with Hierarchical Clustering algorithms and Finite Truncated Skew Gaussian Mixture Model with K – Means and Hierarchical Clustering algorithms. The segmentation algorithm so developed is applied to 8 sub-images as White Matter (WM), Gray Matter (GM), Cerebro Spinal Fluid (CSF) and Background of 2 brain images namely B0S1, B0S2, B0S3, B0S4, B1S1, B1S2, B1S3 and B1S4. The segmentation algorithm is developed and the performance of the segmentation algorithm is evaluated through segmentation quality metric such as jacquard Coefficient (JC), Volumetric Similarity (VS), Variation of Information (V0I), Global Consistency Error (GCE) and Probabilistic Random Index (PRI). The values after segmentation by using above quality metric are presented in Table-1. From the above table, for the medical image B0S1, the values of the JC and VS, the values of the developed method are close to 1 which implies that the segmentation methodology that is developed outperforming the segmentation model developed by using Gaussian Mixture Model and Finite Skew Gaussian Mixture model using K-Means algorithm. The other metrics such as VOI, GCE and PRI also are superior in the developed model when compared to the existing model for medical image segmentation based on medical image segmentation using Finite Truncated Skew Gaussian Mixture Models.

From the above tables-1 & 2 and the fig.-1 and fig.-2, it is observed that the performance of medical image segmentation based on Finite Truncated Skew Gaussian Mixture Model using Fuzzy C-Means algorithm, the Average Difference (AD) for the image B0S1 is closure to 1 when compared to that of Gaussian Mixture Model, Skew Gaussian Mixture Model with K-Means, Hierarchical Clustering & Fuzzy C-Means and Finite Truncated Skew Gaussian Mixture Model with K-Means & Hierarchical Clustering algorithms. Similarly, the other quality metrics such as Maximum Distance (MD), Image Fidelity (IF), Mean Squared Error (MSE) and Signal to Noise Ratio (SNR) are more superior for the developed method than that of the model based on Gaussian Mixture Model. This can be clearly seen from the output images given in Graph-6.3. The same phenomenon is observed for the other medical images B0S1, B0S2, B0S3, B0S4, B1S1, B1S2, B1S3 and B0S4.

In all these images there is a drastic improvement in Image Quality metrics, the edges in medical image are more clearly visible. In the developed method, when compared to GMM, Skew GMM with K-Means, Hierarchical Clustering & Fuzzy C-Means and Truncated Skew GMM with K-Means & Hierarchical Clustering algorithms, the signal to noise ratio has increased and the Average Difference & Image Fidelity are close to 1 and Mean Squared Error is close to 0 which implies that in the developed method, the edges are more closely visible and since MSE is much closer to 0, the output image is more closure to input image. Thus, the developed algorithm has the advantage that since the edges are much clearer, it gives a very comprehensive idea regarding the details of the medical images. The developed model helps to analyze the medical images in a better contrast than that of the existing models.
VIII. CONCLUSION

This proposed article is focused towards MRI Brain Image Segmentation. A new approach based on Finite Truncated Skew Gaussian Mixture Model is introduced. The performance evaluation of the developed model is investigated by using Image quality metrics which depict that the developed algorithm outperforms the other existing algorithms based on Skew Gaussian mixture model using K-Means, Skew Gaussian mixture model Hierarchical Clustering, Skew Gaussian mixture model Fuzzy C-Means, Truncated Skew Gaussian mixture model with K-Means and Hierarchical Clustering algorithms and the results obtained showcase that the developed model has better segmentation accuracy. Effective segmentation helps in efficient identification of the damaged tissues much more effectively Therefore, the proposed method will be very much useful in diagnosing the diseases like acoustic neuroma, Alzheimer’s, Parkinson’s etc. more accurately.

IX. FUTURE SCOPE

A methodology is presented for analyzing the brain images based on Truncated Gaussian Mixture models. However, to have a more precise segmentation, it is needed to consider the other features of the images also, which may include the shape, size, orientation and texture. Therefore, multivariate features should be considered to have a more detailed and effective analysis, further work is to be projected in this direction.
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Abstract—In this letter, we propose a new UHF RFID channel coding method, which improves the reliability of the system by using the excellent error correcting performance of the convolutional code. We introduce the coding principle of convolutional code, and compare with the cyclic codes used in the past. Finally, we analyze the error correcting performance of convolutional codes. The analysis results show that the results show that the transmission rate of the system is guaranteed, and the bit error rate can be reduced by 2.561%.
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I. INTRODUCTION

UHF RFID tags are working in the range of 860–960MHz frequency band. Compared with the daily use of the high frequency radio frequency tags (its typical operating frequency is 13.56MHz), its communication distance is longer, its transmission data rate is quicker and so on. However, the overall technology of RFID UHF system is still not perfect. There is still a high bit error rate [1].

To solve these problems and to further reduce the bit error rate of RFID UHF system, we need to use the error control mode for channel encoding. According to the constraint mode between the monitor element and information element, the error control encoding can be divided into block codes and convolutional codes. The cyclic code (CRC) is based on the strict mathematical method, which is easy to implement and can be used in the channel coding. Although the cyclic code error detection capability is high, but its error correction performance is weak. In communication, when the CRC detects the fault code, which will ask the sender to resend the data until the receiving end of the data is right. This inevitably increases the time to repeat the communication, which affects the efficiency of the RFID UHF system. Compared to the cyclic codes, although convolutional code has not yet found a rigorous mathematical method, and closely related to the error correcting performance and structure of the code. But its error correction performance is relatively strong, the device is also simple. Therefore, when the convolutional code is sent, the decoding end of convolutional code can detect error and correct when a general error code is generated in the communication process. It will reduce the bit error rate of the receiver and the communication time.

II. CONVOLUTIONAL CODE DESCRIPTION

Convolutional code is a kind of non block code, commonly used (n, k, K) said. It was proposed by Elias in 1955. Where k is the number of input symbol information, n is the number of output symbols and K is the constraint length of the encoder. Its encoding efficiency is $k/n \times 100\%$. The typical n and K (k<n) of the convolutional codes are small. However, in order to obtain a simple and high performance of the channel encoding and improve the reliability of data transmission, the constrained length K is preferred (K<10). In convolutional codes, N symbols of each (n, K) code word is not only related to K information element within the code word, but also related to the information symbols that belongs to the m=K-1 code word in front. But in the (n, K) linear block codes, N symbols in the each code word is only related to its K information symbols [2].Therefore, in the process of encoding, the convolutional code can take full advantage of the correlation between the information code. It is a kind of memory encoding, which is superior to the block code (including cyclic code).

A. Convolutional code

Convolutional code encoder is composed of input shift register, module 2 and output shift register. In this paper, we take the (2, 1, 2) convolutional code encoding circuit as an example. It is composed of two shift register, two adder of mode 2 and switch circuit, as shown in Fig 1.
The coding process of convolutional codes is commonly described in three kinds of graphs. They are code tree, trellis diagram and state diagram. In this paper, we mainly introduces lattice graph. It is shown in Fig 2.

![Fig. 2. (2, 1, 2) Trellis diagram of convolutional codes](image)

Trellis is also called the grid. It is the time and the corresponding state of the transfer map. In the grid graph every point represents the state of the moment. The line between states represents the state transfer. In Figure 2, the input information is implicit in the state of the transfer [4].

Besides, the two grid graphs are different mainly in the state of the transfer.

Here, we take (2, 1, 2) encoding circuit of the convolutional code as an example. The coding process is as follows: we assume that the input sequence is 110100, first of all, we start from the A state in the figure. Due to the input information is the "1", so the next state is B and the output is "11". We continue to enter information "1", from the figure we known that the next state is D and the output is "01" "... Other input information is similar to the above. According to the state transition path a->b->d->c->b->c->a, we will output the corresponding coding result. It is the "110101001011" [5].

C. The decoding of convolutional codes

The decoding of convolutional codes is divided into two categories: algebraic decoding and probability decoding. Because the algebraic decoding does not make full use of the characteristics of convolutional codes, it rarely used at present. In this paper, we use the Viterbi decoding algorithm, which is based on the maximum likelihood decoding, and the hard decision is adopted [6]. The core idea of the algorithm is to compare the sequence of codes, which received at the t_i moments and all the possible paths to the same mesh at the t_i moment. We choose the path that has the maximum likelihood metric or the minimum distance [7]. Press this to carry on. The sequence of the minimum distance is selected, which will be used as the best transmitted sequence. The specific process is shown in Fig 3.

![Fig. 3. Viterbi algorithm of convolutional code](image)

If the received sequence is R= (10100101100111). The decoder will be from a state, extending a branch to the right and the corresponding branch of the receiving number is compared, and the distance between them is calculated [8]. Then, the calculated distance is applied to the accumulated distance of the extended path. We compare the distance of each path [9]. We keep a path with the minimum distance value, which called the surviving path (when there are two or more of the minimum value, you can take one of them). The numbers is the distance to the nodes of the path. The value of a given R sequence is (10111) [10].
In convolutional code decoding process, the Viterbi algorithm not only extracts the decoding information from the code group, which received in this time. But also it extracts the relevant information from the code group, which received in the previous or future time. In addition, the constraint length of Viterbi algorithm is several times than the encoding constraint length. So it can correct not more than (d/2) errors.

The analysis of the convolutional codes shows that whether convolutional code encoding or decoding, convolutional codes are shown to have a higher error correction capability [11] [12]. Therefore, in order to guarantee the reliability of information transmission, and the convolutional codes should be considered in the RFID channel coding.

III. SIMULATION RESULTS AND PERFORMANCE ANALYSIS

In this paper, the performance of convolutional code is simulated by Matlab, and the simulation results are as follows:

A. System simulation model

The simulation system model is shown in Fig 4. Among them, the Bernoulli random binary signal generator generates 10,000 random binary symbols (0 and 1 have equal probability). It is transmitted to the decoder by the additive Gauss white noise channel, and the decoding sequence is compared with the sending sequence. The bit error rate is calculated by the bit error rate calculator, and is displayed by the display.

![System simulation model](image)

Fig. 4. System simulation model

B. System simulation results analysis

1) Comparison of system coding efficiency

The coding efficiency refers to the information symbol number and code length ratio, with \( \eta \) said, \( \eta = \frac{n}{k} = \frac{(n-r)}{m} = 1-\frac{r}{m} \) [13]. It is an important parameter to measure the performance of the system. The higher the encoding efficiency, the rate of information transmission is higher. But this time, it will reduce the error correcting ability. When \( \eta \) is 1, the system does not have correct and error detection capability. Therefore, when coding the data, we should consider the transmission rate and error correction ability of the system.

For (7, 4) cyclic codes, information element number \( k \) is 4, check code number \( s \) is 3, code length \( n \) is 7 and the coding efficiency \( \eta_1 \) is \( 4/7 \times 100\% = 57.1\% \); But for (2, 1, 9) convolutional code, it encodes \( k \) information bits for \( n \) bits, its coding constraint length \( m \) is 9, and the coding efficiency \( \eta_2 \) is \( 1/2 \times 100\% = 50.0\% < 57.1\% \). Therefore, the encoding efficiency of the (7, 4) cyclic code is higher than the (2, 1, 9) convolutional code.

For (7, 3) cyclic code, its coding efficiency \( \eta_3 \) is \( 3/7 \times 100\% = 42.9\% < 50.0\% < 57.1\% \). It is explained that the transmission rate of (7, 3) cyclic code is lower than the (2, 1, 9) convolutional code, and also lower than the (7, 4) cyclic code.

2) System bit error rate comparison

Bit error rate is an important index to measure the accuracy of data transmission. Bit error rate \( P_e = R \) (error number of received symbol) / \( S \) (transmission symbol total number) [9]. In a UHF RFID digital communication system, we ask for as much as possible to reduce the bit error rate to ensure the reliability of data transmission [10].

![Error rate comparison](image)

Fig. 5. Error rate comparison of base band transmission system

From the output bit error rate curve in Fig 5, we can see that the (7, 4) cyclic codes and the linear block codes have almost the same bit error rate. However, the bit error rate of the base band system can be reduced about 2.561% after using (2, 1, 9) convolutional code. In addition, with the increase of the error probability in the binary balanced channel, the error rate of convolution code coding is significantly slower growth than the block code (containing (7, 4) cyclic code).
As can be seen from Fig7: when encoding efficiency and other conditions are the same, constraint length K of the (2, 1, K) convolutional code is increasing, and the error rate of the system is obviously reduced. Besides, from the coding efficiency formula, we can see that the coding efficiency is independent of the constraint length K. Therefore, we appropriately increase constraint length of the convolutional code, and it can not only reduce the transmission rate of the system but also improve the system's error rate. But when the constraint length of the convolutional codes over the system, it will increase the time delay and complexity of the system [14].

We sum up, in the UHF RFID data communication, in order to ensure the instantaneity and the reliability of data transmission. We can use convolutional codes to encode and appropriately limit constraint length of the convolutional code.

IV. CONCLUSION

In this paper, a novel UHF RFID channel coding technique is proposed, which can solve the problem of high bit error rate in the environment of UHF RFID system. Theoretical and simulation analysis show that convolutional code can guarantee the system has higher transmission rate. At the same time, the error rate of the system is greatly reduced. Its performance is better than cyclic code.
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Abstract—In this article, Load Frequency Control (LFC) of three area unequal interconnected thermal, wind and Hydro power generating units has been developed with Proportional-Integral (PI) controller under MATLAB/SIMULINK environment. Further, the PI controller gains values that optimized using trial and error method with two different objective functions, namely the Integral Time Square Error (ITSE) and the Integral Time Absolute Error (ITAE). The performance of ITAE objective function based PI controller is compared with the ITSE objective function optimized PI controller. Analysis reveals that the ITSE optimized controller gives more superior performance than ITAE based controller during one percent Step Load Perturbation (1% SLP) in area 1 (thermal area). In addition, Proportional–Integral –Derivative (PID) controller is employed to improve the same power system performance. The controller gain values are optimized using Artificial Intelligence technique based Ant Colony Optimization (ACO) algorithm. The simulation performance compares the ACO-PID controller to the conventional PI. The results proved that the proposed optimization technique based the ACO-PID controller provides a superior control performance compared to the PI controller. As the system using the ACO-PID controller yield minimum overshoot, undershoot and settling time compared to the conventional PI controller equipped system performance.

Keywords—Cost curve; Interconnected Power system; Load Frequency Control (LFC); Objective Function; Performance Index; Proportional-Integral controller

I. INTRODUCTION

Generally, in power generating units another form of energy is converted into electric energy or mechanical energy. Mechanical energy is converted into electrical energy by the use of electrical generator. The thermal power system converts heat energy into electrical energy. While, the gravitational/falling force of water is converted into electric power via the use of hydro power plant. In addition, the wind power is extracted from the air flow using wind turbines.

The quality of generating power supply from the generating unit depends on the consistency in voltage and frequency during sudden or continuous load demand. But practically maintaining the mentioned quantity/parameters within the specified or nominal value is very complex as the load is continuously varied due to enormous growth in industries. In order to overcome this drawback power generating units are interconnected through tie-line [1-6]. During normal loading conditions each area carries its own load and keep the system parameters within the specified limit. When sudden load demand occurs in any one of the interconnected power system, suddenly the system parameters oscillate. At the same time remaining power system share the power (through tie-line) between them to maintain system stability [11-13].

Several control techniques have been proposed for the LFC of power systems to keep the system parameters at their specified value during sudden and normal loading conditions [1-10]. Literatures show that the system performance depends on both the employed controller and the selected objective function for tuning the controller parameters. In addition, it is clearly shown that many control strategies have been developed for load frequency control/Automatic Generation control application through the past few years. Such control strategies are as: Parameter-plane technique [15], Lyapunov Technique [16], Continuous and Discrete mode Optimization [18], Optimal Control theory [19], Adaptive Controller [20], Variable Structure Control(VSC) [22], Decentralized controller [21], Conventional controller [23], Fuzzy Logic controller [5], Classical Controller [1], Integral Controller [1], Bat inspired algorithm (BID) [26], Beta Wavelet Neural Network (BWN) [27], Teaching Learning Based Optimization (TLBO) [28], Firefly Algorithm [29], Cuckoo Search [30], on Multi Input
Multi Output (MIMO) [36], etc. Table I reports the different control strategies related to LFC/AGC.

<table>
<thead>
<tr>
<th>Control Strategy</th>
<th>Author</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lyapunov Technique [16]</td>
<td>Tripathy et al.</td>
<td>1982</td>
</tr>
<tr>
<td>Continuous and Discrete mode</td>
<td>Nanda et al</td>
<td>1983</td>
</tr>
<tr>
<td>Optimization [17]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adaptive Controller [19]</td>
<td>Pan and Lian</td>
<td>1989</td>
</tr>
<tr>
<td>Variable Structure Control(VSC) [20]</td>
<td>Das et al.</td>
<td>1991</td>
</tr>
<tr>
<td>Classical Controller [1]</td>
<td>Nandha and</td>
<td>2010</td>
</tr>
<tr>
<td>Particle Swarm Optimization [3]</td>
<td>Naresh kumari and Jha</td>
<td>2013</td>
</tr>
<tr>
<td>Conventional controller [23]</td>
<td>Jagatheesan and</td>
<td>2014</td>
</tr>
<tr>
<td>Stochastic Particle Swarm Optimization [25,34]</td>
<td>Jagatheesan and Anand</td>
<td>2014</td>
</tr>
<tr>
<td>Firefly Algorithm [29]</td>
<td>Dey et al.</td>
<td>2014</td>
</tr>
<tr>
<td>Bat inspired algorithm (BID) [26]</td>
<td>Das et al.</td>
<td>2015</td>
</tr>
<tr>
<td>Beta Wavelet Neural Network (BWNM) [27]</td>
<td>Francis and Chidambaram</td>
<td>2015</td>
</tr>
<tr>
<td>Teaching Learning Based Optimization (TLBO) [28]</td>
<td>Sahu et al.</td>
<td>2015</td>
</tr>
</tbody>
</table>

The rest of the paper is organized as follows: Section II, describes the proposed system modeling. The proper controller and the design analysis are presented in section III. In section IV, simulations and results are obtained using the ITSE and ITAE objective functions tuned PI controller to the system. Finally, the conclusion is presented in Section V.

II. SYSTEM MODELING

The examined power system consists of three areas interconnected power system for: Thermal (Area 1), Wind (Area 2) and Hydro power (Area 3) system; respectively. The transfer function model of the multi-area power system is shown in Figure 1. The nominal parameters of thermal and hydro power system parameters are taken from [5, 10] and the wind power system parameters are taken from [3, 14]. The thermal power system is equipped with an appropriate governor unit, single stage reheat unit and speed regulator components. Similarly, hydro power plant equipped with mechanical governor and speed regulator components.

A. Hydro and thermal power system

The thermal power system is equipped with appropriate single stage re heater unit. The thermal power system converts high temperature and high pressure steam into useful mechanical energy by the use of turbine and generator.

Hydro power plant is equipped with suitable electric governor and provides better performance over the mechanical governor. The kinetic energy storage stored in hydro power plant is converted into electric power with the help of hydro turbine and generator.

B. Wind power system

The 35MW capacity of wind power system is interconnected to multi-area interconnected power system. Wind power is extracted from wind by the use of wind turbine. As the transfer function model of Wind Energy Conversion System (WECS) is developed via assuming constant wind speed. The proper selection of natural frequency \( \omega_n \) and damping factor \( \xi \) gives the second order dynamics of WECS [3, 14]. Two poles and one zero transfer function of the WECS are given by:

\[
H_{p_w}(s) = \frac{K_p(T_zS+1)}{(T_zS+1)(T_pS+1)}
\]
III. CONTROLLER SYSTEM

System response yields more damping oscillations and larger steady state error during the sudden load disturbance. Introduction of the controller in feedback control system modifies the error signal and achieve better control action. Additionally, the transient response and steady state operation of the system is modified with the help of the controller [4, 6]; the proportional controller amplifies the error signals and increases the loop gain of the system. The overall system performance is improved based on the control design of the system. As in [1, 2, 35], the integral controller reduces or eliminates the steady state error.

The objective function of the examined power system is given by:

- **Integral Absolute Time Error (IATE)**
  \[
  J_3 = \int_0^\infty t \left| \Delta f_i + \Delta P_{tie-j} \right| \, dt
  \]  

- **Integral Time Square Error (ITSE)**
  \[
  J_2 = \int_0^\infty t (\Delta f_i + \Delta P_{tie-j})^2 \, dt
  \]

Where,

- \( e(t) \) is the error signal, and \( dt \) is a small time interval during the sample.

The optimal Proportional and Integral controller gain (\( K_P \) and \( K_I \)) values are obtained via plotting the cost that obtained for various values of controller gain against the Performance index \( J \). Integral controller gain values are optimized using two cost functions. Then, the proportional gain values are optimized by keeping the integral controller gain value constant [4]. The Integral controller and Proportional controller cost curve obtained using ITAE objective function is shown in fig. 2 and 3. The Integral controller and Proportional controller cost curves are obtained using ITAE objective function as illustrated in fig. 4 and 5.
IV. ANT COLONY OPTIMIZATION TECHNIQUES

There are various meta-heuristic algorithms that can be used is several applications as in [37- 40]. The first meta-heuristic based Ant Colony Optimization (ACO) algorithm for hard discrete optimization problem was proposed in early 1990’s. As the foraging behaviors of real ants are considered the basic inspiring source for developing ACO. During the food searching time, initially all ants explore around the surroundings randomly of their nest. As soon as possible ants find a food source, it evaluates the quality and quantity of food source and carries some amount of food back to their nest. Based on the quality and quantity of the food, pheromone quantity laid in the ground varied, it will guide to other ants to find the food source from their nest. This indirect communication between real ants through pheromone chemical is used to find the shortest path between food source and nest [24, 31, 32, 34, 41, 42].

The abovementioned behaviors of artificial ant colonies are used to solve complex discrete optimization problem. The expression of a probability and pheromone updating given by [32].

The transition probability from town $i$ and $j$ for the $k_{th}$ ant as follows

$$p_{ij}(t) = \frac{\tau_{ij}(t)^{\alpha}(\eta_{ij})^{\beta}}{\sum_{j \epsilon \text{nodes}} \tau_{ij}(t)^{\alpha}(\eta_{ij})^{\beta}}$$  \hspace{1cm} (4)

The value of pheromone versus heuristic information $\eta_{ij}$ is given by:

$$\eta_{ij} = \frac{1}{d_{ij}}$$ \hspace{1cm} (5)

The global updating rule is implemented in the ant system, where all ants start their tours, pheromone is deposited and updated on all edges based on equation (6) as follows:

$$\tau_{ij}(t+1) = (1 - \rho) \tau_{ij}(t) + \sum_{k \epsilon \text{colony that used edge } (i,j)} \frac{Q}{L_k}$$ \hspace{1cm} (6)

Where, $P_{ij}$ is the probability between the town $i$ and $j$,

$\tau_{ij}$ denotes the pheromone associated with the edge joining cities $i$ and $j$,

$d_{ij}$ is the distance between cities $i$ and $j$, as $j$ is a constant,

$L_k$ is the length of the tour performed by $k_{th}$ ant,

$\alpha, \beta$ are constant values that find the relative time between pheromone and heuristic values on the decision of the ant,

$\rho$ is the evaporation rate.

Table II provides the values of P controller gain ($K_p$) and the controller gain $K_i$ parameters tuned using ITSA and ITAE functions.

<table>
<thead>
<tr>
<th>Objective function</th>
<th>Controller</th>
<th>$J$</th>
<th>$K_p$</th>
<th>$J$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITAE</td>
<td>0.14</td>
<td>2.797</td>
<td>2</td>
<td>1.66</td>
</tr>
<tr>
<td>ITSE</td>
<td>0.18</td>
<td>0.007054</td>
<td>7</td>
<td>0.00935</td>
</tr>
</tbody>
</table>
In this study these parameters are selected as follows: Number of ants=50, pheromone (τ) =0.6, evaporation rate (ρ) =0.95 and number of iterations=100.

V. DYNAMIC RESPONSE ANALYSIS

The transfer function model of investigating the power system is developed using the MATLAB/SIMULINK environment. Initially, the system is equipped with integral controller in all areas with one percent SLP in area 1. The trial and error method is used to optimize the Integral gain values. Different performance index values are tabulated with various integral gain values and cost curve is plotted (Performance Index versus Integral Gain) as illustrated in figures 2 and 4 for two different objective functions. After that system is equipped with the PI controller, the proportional gain values are optimized via keeping the integral gain constant in all areas. Various proportional gain values are noted with different values of performance index and cost curves (Performance Index versus Proportional Gain) are plotted for two different objective functions.

A. Performance Comparison PI controller with two different objective functions

The dynamic performance of the proposed power system is compared with two different objective function optimized PI controller. The performance of power systems is obtained by considering one percent Step Load Perturbation in a thermal area (Area 1). Frequency deviations (delF1, delF2 and delF3), tie-line power flow between interconnected area (delPtie12, delPtie13 and delPtie23) and area control error(ACE1, ACE2 and ACE3) are shown in figures 6-14.
It can be clear from figs. 6-14 and table III that the system performance is improved in terms of minimum overshoot, undershoot and settling time compared to ITAE objective function optimized PI controller, when the ITSE objective function for the PI controller parameters optimization is used.

TABLE III. PERFORMANCE OF OBJECTIVE FUNCTION

<table>
<thead>
<tr>
<th>Figure</th>
<th>ITAE</th>
<th></th>
<th></th>
<th>ITSE</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(T_s)</td>
<td>OS</td>
<td>US</td>
<td>(T_s)</td>
<td>OS</td>
<td>US</td>
</tr>
<tr>
<td>Figure 5</td>
<td>79</td>
<td>0.0021</td>
<td>0.0069</td>
<td>67</td>
<td>0.0011</td>
<td>0.0038</td>
</tr>
<tr>
<td>Figure 6</td>
<td>84</td>
<td>0.0007</td>
<td>0.0156</td>
<td>80</td>
<td>0.0001</td>
<td>0.0074</td>
</tr>
<tr>
<td>Figure 7</td>
<td>95</td>
<td>0.0004</td>
<td>0.015</td>
<td>83</td>
<td>0.00005</td>
<td>0.0058</td>
</tr>
<tr>
<td>Figure 8</td>
<td>35</td>
<td>0.0035</td>
<td>0.009</td>
<td>33</td>
<td>0.0018</td>
<td>0.0046</td>
</tr>
<tr>
<td>Figure 9</td>
<td>111</td>
<td>0.016</td>
<td>0.0008</td>
<td>80</td>
<td>0.0018</td>
<td>0.0080</td>
</tr>
<tr>
<td>Figure 10</td>
<td>117</td>
<td>0.0034</td>
<td>0.00097</td>
<td>98</td>
<td>0.0018</td>
<td>0.0018</td>
</tr>
<tr>
<td>Figure 11</td>
<td>69</td>
<td>0.00615</td>
<td>0.0114</td>
<td>59</td>
<td>0.006</td>
<td>0.0044</td>
</tr>
<tr>
<td>Figure 12</td>
<td>77</td>
<td>0.0011</td>
<td>0.0074</td>
<td>58</td>
<td>0.0008</td>
<td>0.0031</td>
</tr>
<tr>
<td>Figure 13</td>
<td>113</td>
<td>0.0071</td>
<td>0.0017</td>
<td>76</td>
<td>0.0008</td>
<td>0.0030</td>
</tr>
</tbody>
</table>

Fig. 10. Frequency deviations (delF3) for 1% SLP in area 1

Fig. 11. Tie-line power deviations (delPtie23) for 1% SLP in area 1

Fig. 12. Area Control Error (ACE1) for 1% SLP in area 1

Fig. 13. Area Control Error (ACE2) for 1% SLP in area 1

Fig. 14. Area Control Error (ACE3) for 1% SLP in area 1
B. Performance Comparison PI controller with ACO-PID controller

The response of the power system using the proposed optimization technique based controller is compared to the conventional tuning method based PI controller. The performance of the power systems proposed approach is obtained considering one percent Step Load Perturbation in a thermal area (Area 1). Frequency deviations (delF1, delF2 and delF3), area control error (ACE1, ACE2 and ACE3) and tie-line power flow between interconnected area (delPtie12, delPtie13 and delPtie23) are demonstrated in figures 15-23.

![Fig. 15. Frequency deviations (delF1) for 1% SLP in area 1](image1)

![Fig. 16. Frequency deviations (delF2) for 1% SLP in area 1](image2)

![Fig. 17. Frequency deviations (delF3) for 1% SLP in area 1](image3)

![Fig. 18. Area Control Error (ACE1) for 1% SLP in area 1](image4)

![Fig. 19. Area Control Error (ACE2) for 1% SLP in area 1](image5)
Figs. 15-23 shows the performance comparison of the ACO-PID controller equipped response with conventional PI controller equipped investigated power system. The dotted line shows the conventional PI controller response that produces more damping oscillations nearly up to 100 sec with more settling time, large over and under shots in the response. The solid line shows the response of ACO-PID controller quipped power system response and it yields less damping oscillations up to 50 sec with minimum over and under shoot with quickly settled response.

It can be observed and concluded from Figs.15-23 and table IV that using the ACO optimized PID controller implemented in the power system, improvise effectively the performance of the power system in terms of minimum overshoot, undershoot and good settling time compared to the conventional tuning method based PI controller response.

### TABLE IV. PERFORMANCE OF OBJECTIVE FUNCTION

<table>
<thead>
<tr>
<th>Figure</th>
<th>ACO - PID</th>
<th>Conventional PI controller</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_s$</td>
<td>$US$</td>
</tr>
<tr>
<td>Figure 15</td>
<td>9.46</td>
<td>0.0012</td>
</tr>
<tr>
<td>Figure 16</td>
<td>11.4</td>
<td>0.0003</td>
</tr>
<tr>
<td>Figure 17</td>
<td>14.3</td>
<td>0.00012</td>
</tr>
<tr>
<td>Figure 18</td>
<td>6.59</td>
<td>0.00032</td>
</tr>
<tr>
<td>Figure 19</td>
<td>9.13</td>
<td>0.00002</td>
</tr>
<tr>
<td>Figure 20</td>
<td>8.24</td>
<td>0.00058</td>
</tr>
<tr>
<td>Figure 21</td>
<td>8.18</td>
<td>0.00056</td>
</tr>
<tr>
<td>Figure 22</td>
<td>10.1</td>
<td>0.0004</td>
</tr>
<tr>
<td>Figure 23</td>
<td>21.0</td>
<td>0.00073</td>
</tr>
</tbody>
</table>

### VI. CONCLUSION

This paper presents a design of Load Frequency Control (LFC) for multi-area Thermal-Wind-Hydro power systems. Proportional Integral (PI) and Proportional Integral Derivative (PID) controllers are employed to achieve better control performance during the load disturbance. PI Controller gain values are optimized using trial and error method with two
different objective functions, namely ITAE and ITSE. The PI controller effectiveness is examined and compared by considering one percent Step Load perturbation in the thermal area (Area 1). Simulation results reveal that, ITSE objective function based controller provides much better result (Less Settling Time, Peak over and undershoot, Damping oscillations) compared to ITAE objective function based controller. Further PID controller gain values are optimized using the ACO algorithm and comparisons between PI controller and ACO tuned controller reveal that the ACO-PID controller effectively reduces the electromechanical oscillations, settling time, peak over and undershots in the system response compared to conventional PI controller equipped power system response. The proposed approach is can also extended to multi-area (more than three areas) with the addition of more renewable energy resource into the same issue of interconnected power system with different bio-inspired algorithms.
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Abstract—Relay nodes are the main players of cooperative networks that used to improve the system performance and to offer virtual multiple antennas for limited antenna devices in a multi-user environment. However, employing relaying strategies requires considerable resources at the relay side and places a large burden on the relay helping node especially when considering the power consumption. Partial detection at the relay is one strategy that reduces the computational load and power consumption. In this paper, we propose a new 2-D Adaptive K-Best Sphere Decoder (2-D AKBSD) for partial detection to be used MISO relays in cooperative networks. Simulation results show that 2-D AKBSD is capable of improving the system performance and also reduces its complexity.
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I. INTRODUCTION

Cooperative networks enhance the performance of the communication system by increasing the transmission data rate making use of the cooperative diversity property. It removes the need for installing multiple antennas at the network nodes which may be in many cases impractical due to size, hardware complexity and/or power limitations [1]-[6]. Cooperative networks can also be used to extend the network coverage area and to reduce the transmit power [7].

To utilize the cooperative networks merits, cooperation protocols need to be employed, two main protocols have been widely adopted for relaying. The first one is “Amplify and Forward” (AF) in which the received signal is amplified at the relay and then forwarded to the destination. The second one is “Detect” or “Decode and Forward” (DF) in which the received signal is detected and then decoded and forwarded to the destination. DF gives better performance than the simpler AF scheme, a property that made DF the favorable relaying protocol for multihop system suffering from incremental loss of performance per hop [7]. However, DF requires more processing and consumes considerable resources at the relay. Hence, the relay consumed power is increased causing a problem in many cases, e.g. an idle mobile MIMO user may not choose to operate as a relay in DF mode due to its limited battery power.

Partial Detection (PD) at the relay can reduce the complexity of the decoding by detecting only part of the received signal, depending on its available resources, then forwarding it. The destination combines both the source signal and the partial relay signal to recover the transmitted signal [8]. However, PD performance is poor when the number of the detected symbols at the relay is small [7], [8]. The PD in [8] modifies the tree search of the tree-based sphere detector depending on the relay available resources to include only some levels of the tree instead of all tree levels in the case of Full Detect and Forward (FDF); we name this a change in the number of vertical levels in a tree search.

The partial sphere detection scheme proposed in [8] was employed for the spatial multiplexing transmission technique in a MIMO wireless communication. In this work, we utilize it for transmit antenna diversity techniques by employing the Alamouti and the Golden codewords in a time varying environment.

In this paper, we propose a new idea that allows a change in the two dimensions of the tree during the tree traversal to give more complexity reduction at the relay node. The first dimension is the horizontal dimension, in which we change the number of the visited nodes per level depending on some criteria [9] e.g. the channel quality. The second dimension to change is the vertical dimension in which the number of the explored tree levels is chosen depending on the source-relay link capacity, besides this change is adaptive depending on the current state of the network environment specifically the channel and link qualities in the network. The proposed detector, namely 2-D AKBSD, gives a considerable complexity reduction in the relay and destination nodes.

The rest of the paper is organized as follows; Section II describes the network and system model of the 2×1 MISO scenarios that was used to verify the 2-D AKBSD. Section III illustrates how the 2-D AKBSD can be used as the decoding strategy in the 2×1 relay. Section IV shows the simulation results and finally, section V concludes the paper.

II. NETWORK AND SYSTEM MODELS

Following the same system model notations in [8], we consider a 3 nodes wireless network with one Source node (S) that cooperate with one Relay node (R) assisting in data transmission to one Destination node (D). The distance between the S and D nodes is denoted as \( d_{sd} \) while \( d_{sr} \) and \( d_{rd} \) define the distances between the S-R and R-D nodes respectively. Each node is equipped with \( N_r \) and \( N_t \) transmitting and receiving antennas respectively. We studied the MISO case with \( N_r = 2 \) and \( N_t = 1 \). The transmission is assumed to be executed over two phases \( T_1 \) and \( T_2 \). We assume a half-duplex communication i.e. nodes can only transmit or receive at the same instance, and consider a Rayleigh time-varying fading channel, a case where linear
decoding is no more the optimum decoding method as in the quasi-static channel case and more sophisticated decoding algorithms are required to obtain a near optimum performance. We refer to the channels between S and D, S and R and R and D as $H_{sd}$, $H_{sr}$ and $H_{rd}$ respectively and it is assumed that these channels are known in their corresponding receiving nodes while the signal-to-noise ratios (SNRs) at the nodes receiving antennas are defined as [8]

$$SNR_{rd} = \frac{\mu p}{(sd)\alpha^\mu}, \quad SNR_{sr} = \frac{\mu p}{(sr)\alpha^\mu}, \quad SNR_{rd} = \frac{(1-\mu)p}{(rd)\alpha^\mu}$$

where $p$ is the system total transmit power and is split among the source and relay nodes using the factor $\mu$ where $0<\mu<1$, while $\alpha$ is the path loss exponent and its value is usually chosen between 2 and 6. We employed the Alamouti codeword as Space Time Block Codes (STBC) for the transmit diversity technique at the transmitting node. The Alamouti (X) codeword is defined as

$$X = \begin{bmatrix} x_i & x_{i+1}^* \\ -x_{i+1} & x_i^* \end{bmatrix} \quad (1)$$

respectively where $(.)^*$ denote conjugate operation, $x_i$ represents the $i^{th}$ transmitted symbol. The system and the received signals model are modeled as follows.

The nodes are equipped with two transmit antennas and one receive antenna as shown in Fig. 1, and it is assumed that R node uses the codeword $X$ in its transmission during the second phase of communication, transmission from S and R nodes through the $(t_i, i=1:4)$ four time instants frame of $T_1$ and $T_2$ is described as

![Fig. 1. S-R-D network with 2x1 nodes](image)

The received signals at R and D nodes in the first two phases are

$$\text{R:} \quad \begin{cases} y_1^d = h_{1,rd}^1 x_1 - h_{2,rd}^1 x_2^* + n_1 \\ y_2^d = h_{1,rd}^2 x_2 + h_{2,rd}^2 x_1^* + n_2 \end{cases}$$

$$\text{D:} \quad \begin{cases} y_1^d = h_{1,rd}^1 x_1 - h_{2,rd}^1 x_2^* + v_1 \\ y_2^d = h_{1,rd}^2 x_2 + h_{2,rd}^2 x_1^* + v_2 \end{cases}$$

where $h_{i,rd}^i$, $h_{i,rd}^i$ and $h_{i,rd}^i$ are the $i^{th}$ coefficients of the channels between the $k^{th}$ transmitting and the receiving antenna between S and D, S and R and R and D respectively. Assuming $\hat{x}_i = x_i$, the combined two phases signals at the D node are

$$\begin{cases} y_1^d = (h_{1,rd}^1 + h_{1,rd}^2) x_1 - (h_{2,rd}^1 + h_{2,rd}^2) x_2^* + \psi_1 \\ y_2^d = (h_{2,rd}^1 + h_{2,rd}^2) x_2^* + h_{2,rd}^2 x_1^* + \psi_2 \end{cases} \quad (3)$$

where $\psi_i$ is the total AWGN noise at the $i^{th}$ phase.

### III. 2-D AKBSD

K-Best Sphere Decoder (KBSD) is a tree search method of the sphere decoding algorithm with a search in the forward direction only. The main advantage of the KBSD is its fixed throughput which makes it suitable for parallel and pipelined implementations; it also gives considerable complexity reduction. However, its Bit Error Rate (BER) performance is highly dependent on its K value which determines how many nodes will be visited while traversing the tree [8], [9]. Therefore, selecting the K value is a challenge as increasing it decreases the BER but increases the decoder complexity and vice versa. Adapting the K value depending on some criteria that measure the channel quality e.g. [9] is a solution for finding the optimum K value that best suits the varying conditions of the channel. This type of adaptation is performed over the horizontal level in the tree to achieve the best trade-off between performance and complexity. In cooperative networks, another dimension of adaptation can be used within the KBSD search strategy e.g. [8] in which a partial detection is performed to partition the detection task between the R and D nodes, this partial detection employs the adaptation over the vertical levels of the tree depending on the available resources in the R node to reduce the overhead introduced by the MIMO relay.
The 2-D AKBSD makes use of the two vertical and horizontal dimensions of the adaptation process in the R node to suit the dynamic conditions of the network. As shown in Fig. 2, some criteria specify how many tree levels will be explored and how many nodes per level will be visited while traversing the tree. Adaptation criterion in horizontal dimension can be selectivity of the channel or channel matrix analysis as measures of channel quality i.e. selecting low or high strength or the instantaneous capacity estimation and the instantaneous capacity measurement as a measure of the S-R link quality and can be calculated as [10]

\[ C = \log_2 \det (I_{N_x} + \frac{E_s}{N_0} H_{\text{sr}} H_{\text{sr}}^H) \]  

(5)

where \( E_s \) is the transmitted signal energy and \( N_0 \) is the noise power spectral density.

The 2-D AKBSD adds a pre-process part over the regular KBSD and hence it has the advantages of the KBSD, besides the advantage of being adapted based on the system dynamic conditions. The algorithm of the 2-D AKBSD is as follows:

```
for each pair of symbols of the frame \( N_0 \), do:
Preprocess:
Calculate \( \rho_i \) for \( i = 1:4 \); \( \rho_i = \max (h_{i,j}, h_{i,j+1}) \);
if all \( \rho_i > \Gamma \) then \( k = k_0 \);
else if three of \( \rho_i > \Gamma \) then \( k = k_2 \);
else if two of \( \rho_i > \Gamma \) then \( k = k_1 \);
else \( k = k_0 \);
end if
calculate \( C \);
using \( \delta_s < \delta_{s+1} \), \( k = 1:7 \) levels;
```

else if \( C < \delta_7 \), then \( l = 2 \);
else \( l = v \);
end if

Search the tree:
start from root level
initialize a zero metric path between the root and the first tree level nodes
loop:
extend the survivor paths and update their PEDs
sort and select the \( k \) Best PEDs and discard the others
if \( l \) level reached then exit
else go back to loop
end

A. The detection strategy

For conventional FDF, both R and D nodes performs full detection of all the symbols using regular KBSD while for PD, the R node applies the 2-D AKBSD to detect part of the transmitted symbols, this part is determined based on the S-R link capacity, and in \( T_2 \), R transmits the detected signals to the D node which uses 2-D AKBSD with horizontal adaptation only to retrieve the original signals.

B. Single antenna relay in MISO environment

A major advantage of the partial sphere detection is using a single antenna relay in a MISO transmission, using the codeword sent from the S node, R node can make horizontal adaptation and fix the vertical levels traversing to the half of the tree levels to send only half the symbols by its single antenna. In this manner, we can make use of an idle single antenna device to assist in data transmission in a \( 2 \times 1 \) MISO protocol as shown in Fig. 3. This lifts the constraints of only involving multiple antennas relays in the transmission. Moreover, this will increase the data rate as we need only 3 channel uses instead of 4 giving symbol rate of 2/3 symb. pcu.

IV. Simulation Results

We suppose half-duplex communication in a 3 node wireless relay network topology as shown in Fig. 1. We assume that the R node is in-between the S and D nodes with \( d_{rd} = d_{sr} = 1 \), fixing \( d_{sr} = 0.35 \), and also we used fixed values of \( \alpha = 3, \mu = 0.6 \) and \( p = 1 \). We work on 16-QAM modulation scheme and assumed that \( \text{H}_{sr}, \text{H}_{rd} \) and \( \text{H}_{rd} \) are Rayleigh time-varying fading channels i.e. their coefficients are not constant during the transmission of the codeword elements as in the case of quasi-static channels. Monte Carlo simulations were used to calculate the BER values in the R
and D nodes besides calculating the complexity of FDF and 2-D AKBSD/PD decoding algorithms in terms of average number of visited nodes. The mean values of the instantaneous capacity were calculated and its immediate value was used to be checked against a threshold value and as a result a suitable number of levels of the vertical adaptation was selected as illustrated in the algorithm before. The threshold values $\delta$ and $\Gamma$ were chosen based on numerical analysis and their values are $\delta = 3.5$ while $\Gamma = 0.82$.

Figure 4 shows the BER performance of the $2 \times 1$ scenario for the FDF and 2-D AKBSD detection strategies at R and D nodes. PD using 2-D AKBSD shows a near FDF performance with a maximum loss of 0.47 dB all over the BER/SNR asymptotes. The worst asymptotic loss in performance is 0.47 dB.

Complexity of each detection strategy of FDF and 2-D AKBSD was calculated in terms of average number of visited nodes and is summarized with the reduction percentage in R and D nodes in Table I; the range of reduction is 24.3 % at the D node while at the R node is 22.2% which gives a system reduction at both the R and D together of 23.25 %. This computation complexity reduction is in turn a power reduction with the same percentage in the network devices consumed power.

### Table I. Complexity Measurement

<table>
<thead>
<tr>
<th></th>
<th>FDF (R &amp; D nodes)</th>
<th>2-D AKBSD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R node</td>
<td>% reduction</td>
</tr>
<tr>
<td>37</td>
<td>27.97</td>
<td>24.4 %</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS

In this paper we propose a new 2-D adaptive K-Best sphere detector that reduces the complexity of both of the relay and destination nodes in cooperative wireless relay networks. The 2-D AKBSD performs horizontal and vertical adaptation processes while traversing the tree. The proposed algorithm adapts vertically the number of the tree levels depending on the source-relay link capacity as well as adapting horizontally the number of visited nodes per each level depending on the channel quality. This double adaptation saves considerable amount of processing, especially in the relay node, which in result saves the consumed power of the network nodes which is an important issue in modern wireless communication devices especially mobile and battery-based devices.
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I. INTRODUCTION

Remarkable advances have been made in micro-electronicsmechanical system (MEMS) and wireless communication technologies. This development has enabled sensors to collect contexts from the real world. Many sensor nodes compose a wireless sensor network (WSN) that detects data regarding a physiological change or the presence of various chemical or biological materials. An external device, called a base station or a sink, such as a mobile device or a mobile robot, is used to detect events and collect data from the sensing environment. One or multiple mobile sinks move throughout the WSN to gather data coming from all nodes. There is a lot of research on the moving strategy of mobile sinks [1], [2], [3], [4]. Almost all of them use the routing based on the physical locations of nodes for data transmission. It is important to choose a routing protocol for WSN with a mobile sink, because the efficient routing paths between the sensor node and the sink change with time. The greedy forwarding is a candidate because it is simple and efficient about data transmission in WSN. In greedy forwarding, each node just needs to know three pieces of information: its location, the location of neighbors, and the location of the sink. In the WSN with mobile sink, the first two pieces are fixed and the location of the sink could be broadcasted to the nodes with a virtual backbone [9]. However, greedy forwarding may lead into a dead end when there is no neighbor closer to the destination, and recovery strategy such as GPSR [10] is necessary to guaranty data packets can be delivered to the destination.

Research in WSN has developed fast during the last couple of years and has made the implementation of WSN feasible. However the cost and the size of the nodes in the networks have to be lowered to make the WSN attractive to be used in mainstream applications.

Wireless Sensor Networks (WSN) are constituted of a large number of tiny sensor nodes randomly distributed over a geographical region whose power consumption is low. However, as shown in current research [5], the classical routing protocols are not applicable to sensor networks in a real environment, mainly because of specific radio conditions. Noise, interference, collisions and the volatility of the node neighborhood leading to a significant drop in performance. Many applications for sensor networks such as monitoring of forest fires, the remote meter reading,...For these cases, The Geographic routing of data in this type of network is an important challenge. Geographic routing uses nodes locations as their addresses, and forwards packets (when possible) in a greedy manner towards the destination. Since location information is often available to all nodes in a sensor network (if not directly, then through a network localization algorithm) in order to provide location-stamped data or satisfy location-based queries, geographic routing techniques are often a natural choice.

II. RELATED WORK AND BACKGROUND

Various routing protocols have been proposed for the WSNs with mobile sinks. In [12], Nazir proposes the Mobile Sink based Routing Protocol (MSRP) in which the sink movement strategy depend on the residual energy information from the cluster-heads and takes the movement based on the residual energy of the cluster-heads [12]. In the Local Update-based Routing Protocol (LURP) [13], a broadcast protocol is proposed to resolve the problem that frequent location updates from the sink can lead to both rapid energy consumption of the sensor nodes and increased collisions in wireless transmissions. The most widely known proposal is [6][7], but several other geographic routing schemes have been proposed [8]. One of the key challenges in geographic routing...
is how to deal with dead-ends, where greedy routing fails because a node has no neighbor closer to the destination; a variety of methods (such as perimeter routing in GPSR/GFG) have been proposed for this. More recently, GOAFR [9] proposes a method for routing approximately the voids that is some asymptotically worst case optimal as well as average case efficient. Geographic routing is scalable, as nodes exclusively maintain state for their neighbors, and supports a full general any-to-any communication pattern without explicit route establishment. However, geographic routing requires that nodes know their location. While this is a natural assumption in some settings (e.g., sensor nodes with GPS devices), there are many circumstances where such position information isn’t available. Are most often require information about the position of their voisins to function effectively. Or, this assumption is far from the reality. The other, the localization of protocols, used as a preliminary step by geographical routing protocol are not necessarily precise. For example, in [10], the authors proposed localization methods with which sensors determine their positions with a rate of less than about 90% positioning in large scale. Or, if a node that does not know its location, the node risk of never communicate with other node of networks and no information will be transmitted to the user and the base station never knows that node.

A lot of work has previously been done on routing protocols for WSN. Most of these protocols have been designed for a specific kind of WSN and have parameters which must be estimated in order to make the system perform effectively. Mobility of nodes in the network adds a significant challenge. The study of routing over mobile ad hoc networks (MANET) has indeed been an entire field in itself, with many protocols such as DSR, AODV, ZRP, ABR, TORA [11], [12], etc. proposed to provide robustness in the face of changing topologies [13], [14], [15], [16]. A thorough treatment of networking between arbitrary end-to-end hosts in the case where all nodes are mobile is beyond the scope of this text. However, even in predominantly static sensor networks, it is possible to have a few mobile nodes. One scenario in particular that has received attention, is that of mobile sinks. In a sensor network with a mobile sink (e.g. controlled robots or humans/vehicles with gateway devices), the data must be routed from the static sensor sources to the moving entity, which may not necessarily have a predictable/deterministic trajectory. A key advantage of incorporating mobile sinks into the design of a sensor network is that it may enable the gathering of timely information from remote deployments, and may also potentially improve energy efficiency.

In this paper we propose an enhancement to the GRPW algorithm based on scheduling techniques that allow the sink node to send its position in a planned manner. We propose mobile sensors with limit path in the edge of site which sensor nodes are scattered there. With this manner we don’t have security problems of mobile nodes.

When sensor Sink are mobile, it is not reasonable that sink sensor send its position continually, due to constraint of energy. A first work in [7] proposes three methods SFR (Static Fixed Rate), DVM (Dynamic Velocity Monotonic), MADRD (Mobility Aware Dead Reckoning Driven) to determinate periods where a node the sink sensor send its position according to its speed mobility and its previous position. The following subsections explain these three methods.

1) Static Fixed Rate (SFR): In this method, the sensor sink send its localization with a fixed time period \( t_{sfr} \). Let \( s \) be a sink sensor. If \( s \) sends its localization at time \( t \) it obtains its position \((x_t, y_t)\). In fact, \( s \) considers that its position is \((x_t, y_t)\) during period between \( t \) and \( t + t_{sfr} \). This method does not take into account mobility of the sink sensor. Specifically, if a sink is moving quickly, the error will be high; if it is moving slowly, the error will be low.

2) Dynamic Velocity Monotonic (DVM): In DVM, sensor sink adapts the sending of its position as a function of its mobility: the higher the observed velocity, the faster the node should be localized to maintain the same level of error. Thus when a sink positions it computes its velocity by dividing the distance it has moved since the last localization point by the time that elapsed since the localization. Thus, the node can schedule the next localization point at the time when a specified distance will be covered if the node continues with the same velocity. Therefore, localization will be carried out more often as soon as the node is moving fast. Conversely, localization will be carried out less frequently as soon as the node is moving slowly. Similar to SFR, the location referred by the node between two localization points will be one calculated at the previous localization point.

3) Mobility Aware Dead Reckoning Driven (MADRD): MADRD is a predictive protocol that computes the mobility pattern of the sensor and uses it to predict future mobility. If the expected difference between the actual mobility and the predicted mobility reaches the error threshold, then localization should be triggered. This differs from DVM where localization must be carried out when the distance from the last localization point is predicted to exceed the error threshold. Therefore, localization can be carried out at very low frequency, if the node is moving predictably. Otherwise, localization will be carried out more often. In the case where the prediction is perfect, node does not carried out localization. However, the predicted mobility pattern will generally be imperfect. Sensors will typically not follow a predictable model; for example, there may be unpredictable changes of directions or pauses that will cause the predicted model to go wrong. For all these reasons it is necessary to continue localization periodically to detect deviations from the predicted model. In this paper contrary to the previous solutions, we consider the case where all sensors are mobile. We propose a new method to locate sensors and to adapt periodicity to invoke the localization procedure in order to obtain high accuracy while reducing energy consumption. We analyze our solutions and compare them to the previous ones and we adapt them in order to take into account positioning error.

A. Motivation

In this paper we select the GRPW algorithm (Geographic Routing Protocol Washbasin), as basis for an investigation on improving the deployment of a network. GRPW is a geographical routing protocol for Wireless Sensor Networks (WSN) ensures a load balancing, minimizing energy consumption and
Our approach involves three steps: sensor nodes are roughly in a plane. We consider the topologies where the wireless can get its one-hop neighbor list and their locations by beacon either by GPS or other location services [18][19]. Each node elaborate description to GRPW please refer to [17]. Our approach as this is the foundation for our work. For a more approach as this is the foundation for our work. For a more approach as this is the foundation for our work. For a more

B. Organization

We have organized this paper in the following way: Section II describes the previous work. In this section we will focus on GRPW which is the basis for our extension. In Section III we describe our algorithm and the implementation of it. Section IV describes the simulation details of our algorithm and the results obtained are presented in Section V. In Section VI results are discussed and conclusions presented.

III. GRPW ALGORITHM

Several papers have been published about routing in WSN. In this section we will focus on introducing the GRPW Routing approach as this is the foundation for our work. For a more elaborate description to GRPW please refer to [17].

GRPW that each node can get its own location information either by GPS or other location services [18][19]. Each node can get its one-hop neighbor list and their locations by beacon messages. We consider the topologies where the wireless sensor nodes are roughly in a plane. Our approach involves three steps:

1) The distribution the immobile sink position to all sensors networks: In the first step, the communications in this step are made in three steps:
   - When a node wants to transmit the sink position to its neighbors, it first emits ADV message containing the location of sink.
   - A node receiving a message ADV. If not interested in this information, it sends a message REQ to its neighbor.
   - In Receiving a message REQ, the transmitter transmitted to the node concerned the sink position in a DATA message.

2) Construction of logical levels: In this step the node networks determine its level of belonging through the sink node position, each node well localized, calculate its level based on the received position of sink in the Phase I, with which it calculates the distance \( d_{uS_{ink}} \) which separates him with the sink node. The levels is calculated so that the width level \( \eta \) be constant less than and inversely proportional to the density of networks \( \delta \).

The level \( l \) of the node \( u \) is defined by:

\[
Level_u = \{ l \in \mathbb{N} | \frac{d_{uS_{ink}}}{\eta} < l \leq \frac{d_{uS_{ink}}}{\eta} + 1 \}
\]

Set of the neighbor nodes that are well localized and which belongs to the same level as \( u \):

\[
L_{N_{\Lambda}(u)} = \{ v \in N_{\Lambda}(u) / Level_u = Level_v \}
\]

Set of the neighbor nodes that are well localized and which belongs to the higher level than \( u \):

\[
L_{N_{\Lambda}(u)}^+ = \{ v \in N_{\Lambda}(u) / Level_u = Level_v - 1 \}
\]

Set of the neighbor nodes that are well localized and which belongs to the lower level than \( u \):

\[
L_{N_{\Lambda}(u)}^- = \{ v \in N_{\Lambda}(u) / Level_u - 1 = Level_v \}
\]

3) Data forwarding: The routing decision is done in our approach in three modes, depending on dispoisibilities neighboring nodes and of their level of belonging: the Even Forwarding, Anterior Forwarding and the Rear Forwarding (respectively called EF, AF and RF).

In the first mode AF, GRPW constructs a route traversing the nodes of the source to the destination which each node receiving a packet DataPacket with the mode of transport Anterior_FORWARD, will move toward the intermediate node in its coverage area what in before, the intermediate node select among the neighboring node using a lookup function. Lookup function is used by a node in order that he can determine the next hop to reach the next level, to determine the next hop function, lookup based on the principle of Round Robin (RR). In the second mode EF, on account of the frequent failures of nodes, the mobility of nodes or policy scheduling

Fig. 1: Illustration of GRPW routing network levels
of activities used, disconnections can occur in the network generates, so, what are called holes in this situation, GRPW will change the routing mode to EVEN_FORWARD to reroute the packet in EF mode and to overcome the void case. In the third mode RF, GRPW reroute the packet DataPacket, who was failed in AF and EF, RF fact sends a packet to the low level $L_{NA}()$ by seeking the next hop among neighboring based on the lookup function. RF is leaning on same technique used in EF, for avoids the routing loop we safeguard the sets of node traversed by the packet DataPacket in a vector-type structure

IV. GRPW-M: ADAPTIVE ROUTING FOR SENSOR MOBILITY IN WSNs

Let us now consider the use of GRPW in a sensor network with static nodes and a single mobile sink. If the sink moves, its virtual level will change, and the messages routed to the old coordinates will not reach the sink. A simple solution would be to notify all the nodes about the sinks new coordinates. This solution, however, is expensive in terms of the number of messages, and the corresponding energy consumption.

The GRPW-M algorithm takes an idea which had been successfully applied to geographical routing to reduce the number of update messages necessary to maintain routability. The general idea is that as long as the sink moves inside a limited local level area, the nodes outside that level area will not be notified about the sinks movement. The routing will rely on the nodes at the periphery of the level area to forward the messages to the sink. Thus, the local area will be defined as all the nodes which are belong to the same level to the initial location of the sink:

Note, however, that the current location of the mobile sink might be different. Defining the local level area, we say that the sink can make two different types of moves:

- a local move keeps the sink inside the local level area. In this case, the sink will update only the nodes inside the local level about its new location using one of the scheduling methods previously presented SFR, MADRD or DVM, and the local level area will not change.

- in an external move the sink leaves the current local level area. As a result, the sink must create a new local level area (see Figure 1) and (b) notify the whole network about its new virtual coordinates and new local level area.

GRPW-M uses three type of messages: (a) LOCAL messages carry updates about the local moves of the sink and they are broadcasted only within the confines of the local level area, (b) EXTERNAL messages carry updates about the external move of the sink and they are broadcasted to the whole area and (c) SENSING messages which carry data collected by the network, and are transmitted by hop-by-hop transmission from the nodes to the sink (whichever its current location it may be)

V. SIMULATION

In this section, details about how the simulations were carried out are presented. Using a simulator J-Sim based on the Java programming language, which is able to simulate GRPW-M routing as well as the original routing GRPW.

A. Simulation Specifics

In this section, the simulation results using J-Sim. The sensor nodes were randomly deployed in a monitoring area of $300m \times 300m$, where one node is the mobile sink and the others are static sensor nodes. The number of nodes varied from 150 to 400 nodes. All sensor nodes had the same communication range and energy, where the communication range was $15m$.

- The nodes are arranged within a rectangular grid, with every node residing in a particular sector of the grid. As a result, the neighbours of a particular node are determined by the square formed around that node instead of the radial distance computed in the original paper. This, however, should not effect the performance of the algorithm.

- The nodes are placed randomly on the grid, rather than fixing them. As a result, the events are also assigned randomly to the generated nodes.

- The node from which the queries originates is also randomly selected. It is checked that the querying node is not a node which has been assigned the same event as in the query.

- In the simulation, the network lifetime is defined as the time when the first sensor node dies.

In order to ensure reproducibility, all random values are initialized with a seed from the configuration file. This way, any simulation which is run from a particular configuration will generate the same result.

B. Simulation Results

1) Varying the communication radius of nodes: Figs. 3 show the average hops decrease when the communication radius increases. This is caused by the increase of R results the increase of average distance of one hop and fewer nodes
are required to transmit a packet to the sink. In GRPW, there is a dramatic decrease when R is changed from 15 units to 18 units. This is because the greedy forwarding often fails when the network is a sparse network. From those results, we can get that GRPW-M outperforms other algorithms when the network is sparse.

2) Varying the number of nodes: In Fig. 4, we study the impact of the increasing number of nodes when nodes communication radius is 15 units, the threshold of degree is 5 and the number of nodes increases from 100 to 180. We still assume that there is no failed node in the network. In Figs. 13 and 14, the average hops showing a decreasing trend in generally. The increase of N makes the network denser, therefore, the route more like to get a shorter path. However, there are some fluctuations because the corresponding parameters of algorithms influence the virtual coordinates given to nodes. We can get that there is a dramatic decrease about the average hops of GRPW when N increase. This is caused by the fewer occurrences of hole [10], which result in more nodes are required to transmit the data packet to the sink. Five criteria were adopted to judge the performance and overhead of the different protocols: data delivery ratio, maintenance cost, total packet cost, latency, and hop count. The data delivery ratio was calculated by dividing the number of received packets from the mobile sink by the total number of data packets. A high data delivery ratio demonstrated that the routing protocol could construct and adjust tree routing and deliver data to the mobile sink.

3) The maintenance cost: The maintenance cost represented the total number of control packets, including construction and adjustment packets. A low maintenance cost meant that the routing protocol saved more energy and communication cost, and decreased collisions. The total packet cost included the number of data packets and routing maintenance packets. Latency denoted the average delay time before receiving the data from the sensor nodes. The hop count represented the average delivery count from the sensors to the mobile sinks. Fig. 5 shows the maintenance cost of GRPW-M structures compared to GRPW. The maintenance cost of GRPW-M was better than that of the GRPW because the updated of GRPW-M was less than that of the GRPW. Fig. 6 shows the total packet cost of GRPW-M structures compared to GRPW. The total packet cost of GRPW-M was better than that of GRPW because GRPW-M not need update message to all networks node. This created more backbone paths than the other structures provided; therefore, each node chose shorter paths to send data packets to the mobile sink. In addition, the frequency of GRPW-M route updating was higher than that of the others. With GRPW, the sensors used longer paths to transmit data because it does not support mobility of sink node, the members had to use multi-hop paths to get to their mobile sink, and the length of the communication route from the rendezvous point to the mobile sink was longer than that of the other structures.

4) Varying the speed of the mobile sensor: This subsection presents the performance of GRPW-M after varying the velocity of the mobile sink. The data interval was 12s in
In this paper, we propose a novel routing algorithm for WSN with mobile sensor. This algorithm embeds the WSN into a logical levels plane and gives each node a virtual coordinate without the physical geographic information. The particular solutions of embedding parameters are also presented with concise style. After the embedding process, the greedy forwarding always successful in the network if there is no failure of node. This algorithm supports the additions of new nodes after the initial embedding. And it can deliver packets to the sink efficiently when there are some failed nodes in the network. From the simulation results, we can observe that the GRPW-M outperform others virtual coordinates based methods in the terms of average stretch and hops. The proposed algorithm can dynamically adjust the levels structure to collect the periodic data packets from the WSN whenever the mobile sink moves. The simulation results show that GRPW-M increases the data delivery ratio and decreases the route maintenance cost.

Fig. 6: The total packet cost of of GRPW-M structures.

Fig. 7: Comparing the data delivery ratio with GRPW.

this simulation, Fig. 7 shows the data delivery ratio of the different routing protocols. The performance of the structure-based protocols, including GRPW, were better than that of the structure-free GRPW protocol because the structure-based protocols decreased the frequency of reconstruction. In our proposed virtual structure, the mobile sink of the GRPW-M protocol adjusted the logical level routing. The high frequency of reconstruction caused the maintenance cost of GRPW routing to increase more than that of the others. This caused network congestion. GRPW-M had a better maintenance cost than GRPW because GRPW-M adjusted only part of the network. Because GRPW-M does not need to reconstruct the convergecast level, this decreased much of the maintenance cost. GRPW routing, on the other hand, must reconstruct the complete levels.

VI. CONCLUSION
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Abstract—The focus of this paper is on developing an early detection and warning system for near-field tsunami to mitigate its impact on communities at risk. This a challenging task, given the stringent reliability and timeliness requirements, the development of such an infrastructure entails. To address this challenge, we propose a hybrid infrastructure, which combines cheap but unreliable undersea sensors with expensive but highly reliable fiber optic, to meet the stringent constraints of this warning system. The derivation of a low-cost tsunami detection and warning infrastructure is cast as an optimization problem, and a heuristic approach is used to determine the minimum cost network configuration that meets the targeted reliability and timeliness requirements. To capture the intrinsic properties of the environment and model accurately the main characteristics of the sound wave propagation undersea, the proposed optimization framework incorporates the Bellhop propagation model and accounts for significant environment factors, including noise, varying undersea sound speed and sea floor profile. We apply our approach to a region which is prone to near-field tsunami threats to derive a cost-effective under sea infrastructure for detection and warning. For this case study, the results derived from the proposed framework show that a feasible infrastructure, which operates with a carrier frequency of 12-KHz, can be deployed in calm, moderate and severe environments and meet the stringent reliability and timeliness constraints, namely 20 minutes warning time and 99% data communication reliability, required to mitigate the impact of a near-field tsunami. The proposed framework provides useful insights and guidelines toward the development of a realistic detection and warning system for near-field tsunami.
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I. INTRODUCTION

Tsunami is a series of seismic sea waves, usually generated by disturbances associated with earthquakes occurring below or near the ocean floor, volcanic eruptions, submarine landslide and coastal rock falls [1]. Tsunami waves are of extremely long length and period. Based on the distance of the tsunami source to the coast, or alternatively the coast travel time, a tsunami can be classified as local, regional or distant. A local tsunami, also referred to as near-field tsunami (NFT), originates at a nearby source, typically 100 km (or less than 1 hour travel time). Its destructive effects are confined to the coast within this distance. A regional tsunami originates from within about 1000 km from the coast. It is capable of massive destruction within a geographic region where it occurs, although it may occasionally inflict a limited and localized destructive effect outside the region. A distant tsunami, also referred to as far-field tsunami, originates from a far away source, generally more than 1000 km away from the coast. Although less frequent than local and regional tsunami, distant tsunami causes extensive destruction near the source and has sufficient energy to cause additional destruction on shores more than 1000 km away from the source. A study of tsunami in the Pacific region, shows that 87% tsunami-generative sources are located closer than 100 km from the coast [2]. Reliable detection of a near-field tsunami becomes critical to ensure timely evacuation and prevent loss of lives and severe damage.

Several systems were developed for early tsunami detection. NOAA developed and deployed Deep-ocean Assessment and Reporting of Tsunami (DART) [3]. DART consists of a sea floor bottom pressure recorder and a moored surface buoy. An acoustic link connects the recorder to the buoy for real time communication of temperature and pressure data. The buoy sends the data to the land station through satellite communication. However, DART buoy is primarily suitable to detect far-field tsunami, as they are deployed and anchored at least 250 miles away from the shore [4]. In addition to damage caused by weather condition, floating buoys may also be subject to vandalism, particularly in marine water that is favorable to fishing [5]. This makes servicing damaged buoys challenging and costly. The ocean-bottom seismographic and tsunami observation system, based on fiber-optics submarine cable, was also developed for tsunami detection [6]. It monitors sea floor earthquake to detect tsunami over higher accuracy and finer dynamic range. However, this system comes with prohibitively high deployment cost and may not be affordable for third world countries.

This paper focuses on near-field tsunami and seeks to develop a cost effective tsunami detection system for reliable delivery of warnings to ensure timely evacuation. To this end, a hybrid, buoy-less underwater communication infrastructure is proposed. The infrastructure is composed of a fiber optic and an undersea network of sensors. Fiber optic provides high reliability and fast data transmission. Its acquisition, deploy-
ment and maintenance costs may be prohibitive. Undersea sensors have low costs and require minimal maintenance. However, underwater sensor technology, which uses acoustic channels for communication, presents several challenges. Although acoustic channels offer longer transmission ranges than radio waves, they have high latency and limited capacity due to time-varying multi-path propagation. They are also susceptible to interference caused by environmental factors, such as sea bottom shape and material, noise, sea temperature and salinity. This makes reliable and timely message delivery a difficult challenge.

To address the challenges of designing a hybrid underwater infrastructure entails, we explore the trade-offs between cost-effectiveness, reliability and tsunami warning delivery timeliness. To this end, we propose an optimization framework and use this framework to derive a nearly-optimal underwater communication infrastructure that achieves the specified transmission reliability and meets the warning time delivery constraint. In this framework, we use the Bellhop model to correctly capture the characteristics and propagation behavior of an acoustic communications channel, including transmission loss and the ray’s arrival times [7]. We also incorporate required sea environment data such as sea bottom profile and sound speed profile into the model, and apply Wenz curve [8] to approximate sea noise intensity.

Within this framework, the design of a cost-effective, reliable hybrid underwater network is formulated as a cost-optimization problem, subject to the specified reliability and time delivery constraints needed to ensure timely evacuation, upon the detection of a tsunami. Incorporating complex models to capture the behavior of an acoustic channel, combined with the time-varying nature of the environment, makes the formalized problem NP-hard. We use a heuristic approach to develop near-optimal solutions to this problem. The heuristic iteratively explores the trade-off between the length of the fiber optic cable and the number of sensors needed to enable the hybrid communications infrastructure that meets the reliability and timing constraints. In order to compute the optimal distance between two adjacent sensors and compare it to the cost of the equivalent fiber optic segment, the Matlab™ optimization toolbox, together with Bellhop application suite [7], is used. The developed heuristic is used to explore a cost-effective, hybrid infrastructure suitable to detect near-field tsunamis. More specifically, the main contributions of the paper are summarized below:

- A hybrid infrastructure for cost-effective, reliable and timely near-field tsunami detection which uses undersea sensor network and fiber optic.
- An optimization framework that incorporates accurate acoustic channel behavior and sea environmental factors.
- A heuristic approach to derive a practical and cost-effective, near-optimum underwater communications infrastructure for near-field tsunami detection and timely warning delivery.
- The application of the developed heuristic to develop a hybrid infrastructure for the near-field tsunami prone city of Padang, West Sumatra, Indonesia [9]. The analysis of the derived infrastructure is carried out and several scenarios, under different design parameters, are explored.

The remainder of the paper is organized as follows: Section II discusses the proposed topology and provides a description of the communication components of the hybrid network. Section III presents the optimization framework, including the formulation of the cost-effective hybrid network design problem, subject to the reliability and timeliness constraints. Section IV describes, in detail, the proposed heuristic approach to obtain a near-optimal solution to the network design problem. Section V discusses the application of the heuristic to the design of a cost-effective undersea communications infrastructure for the city of Padang. The performance analysis of the proposed infrastructure, for different design parameters, is also presented. The final section provides the conclusion of this work and discusses future research directions.

II. NEAR-FIELD TSUNAMI WARNING SYSTEM

To address near-field tsunami potential threat, we propose a hybrid infrastructure, composed of a bottom pressure sensor, acoustic relay sensors and a fiber optic communication link.

The bottom pressure sensor, which is the closest to the epicenter, comprises three functional modules, namely a pressure sensing module, bottom pressure recording module and an acoustic communication module. It can operate either in standard or event mode. In standard mode, the bottom pressure sensor routinely senses, records, and transmits the recorded data at regular time intervals. Upon the detection of an event, such as changes in bottom sea pressure, the bottom pressure sensor enters the event mode and increases its transmission rate until no further events are detected [3].

A relay sensor consists of an acoustic communication module, which is capable of transmitting and receiving data. Acoustic links operate in half-duplex communication mode. Linked together, they provide a multi-hop communication from the bottom pressure sensor to the optic fiber communication link. An undersea gateway node, attached to the fiber optic cable, is required to convert the received acoustic signal into an optical signal. The received information is forwarded to the control station ashore, for tsunami detection warning dissemination. Fig 1 illustrates the infrastructure.

The proposed system must deliver information reliably and in a timely manner, in order to meet the tsunami preparedness and response requirements. Furthermore, the infrastructure cost must be minimized in order to achieve deployment at scale. To this end, the system design must address two critical constraints, namely reliability and timeliness. The reliability constraint specifies that the data loss probability should not exceed a target threshold. Note that to send data over acoustic link reliably, the acoustic signal must be interpretatable at the receiving node. This imposes a limit on the maximum distance between any two adjacent sensor nodes in the hybrid infrastructure. The timeliness constraint sets an upper bound on the delay of a message from the pressure sensor to the onshore station. This is necessary to deliver the tsunami warning on time for the disaster response managers to organize the evacuation plan.

In addition to acoustic loss due to propagation, sea ambient noise also contributes to acoustic signal quality at the receiving
node. Consequently, the need to accurately compute the acoustic transmission loss becomes critical in order to meet the two main constraints of the the proposed optimization framework. To this end, we use Bellhop propagation model to determine acoustic transmission loss. We further incorporate the sea floor and underwater sound speed profiles to take into consideration the characteristic of the environment.

III. OPTIMIZATION FRAMEWORK FORMULATION

Figures 1(a) and 1(b) depict the proposed architecture viewed from the top and the side perspective, respectively. The legend of notations used in Fig. 1 is provided in table I. The optimization framework is formulated as a minimization of infrastructure cost subject to the timeliness and reliability constraints. Let $C_{tot}$, which depends on $N_h$, $\Delta$, and $d$, denotes the implementation cost. The minimization problem can be stated as follows:

$$\text{Minimize} \quad C_{tot}(\Delta, d) = C_F(\Delta, d) + C_S(N_h)$$

Subject to

$$T_{Warn}(\Delta, d) \geq \Theta_T$$  \hspace{1cm} (1)

$$R^i(\Delta, d) \geq \Theta_R; \quad i = 1, 2, \ldots N_h,$$  \hspace{1cm} (2)

$$L = \Delta - \sum_{i=1}^{N_h} d^i \geq L_{min};$$  \hspace{1cm} (3)

$$\Delta \leq \Delta_{max}$$  \hspace{1cm} (4)

where $d = \{d^i | d^i > 0, 1 \leq i \leq N_h\}$. The timeliness and reliability requirements are represented by Eq. (1), Eq. (2), and Eq. (3), respectively.

In practice, a submarine fiber optic cable is used to connect the last undersea acoustic link to the central station onshore via an optic fiber gateway attached to the fore front of the cable. As the transmission over acoustic links approaches coastal area, the sea depth becomes shallower, thereby impeding transmission between sensor nodes. Furthermore, there may be a requirement that a minimum length of the fiber optic to be deployed offshore be buried underneath the sea floor. This requirement is usually imposed by local government regulations in order to avoid cable damage due to ship’s anchor drop-off around coastal areas. To meet this requirement, an auxiliary constraint on the length of the fiber, $L$, must be added. This constraint is expressed in Eq. (4). The Eq. (5) expresses the fact that the distance of the pressure sensor from the onshore station should not exceed the epicenter. In the context of near-field tsunami, the value of $\Delta_{max}$ obviously doesn’t exceed the distance defined for near-field tsunami origin.

Because of the environment variability, in terms of sea floor profile and ambient noise characteristics, sensor nodes may not be equidistant. Therefore, the total number of the undersea nodes, $N_h$, which depends on the cost trade-off between optic fiber and sensor nodes, cannot be determined a priori. A similar observation can be made with respect to Eq. (4). As $\sum_{i=1}^{N_h} d^i$ cannot simplify into $N_h \cdot d$, which would have been the case if all sensor nodes were equidistant. The variability of $N_h$ further compounds the complexity of the optimization problem.

In the following, we introduce the cost model used in this optimization problem and elaborate on the timeliness constraint. We then derive the data delivery time and the link reliability.

A. Total Cost Formulation

In this framework, a linear cost function is used. Based on this function, the total cost, $C$, to deploy $Q$ units, can be expressed as $C = \phi Q + C_0$, where $\phi$ is the unit cost and $C_0$ is the initial cost. It is worth noting, however, that the framework does not depend on a specific cost function. Other functions such as power-law and logarithmic could have been used.

B. The Timeliness Constraint

The timeliness constraint function, $T_{Warn}$, can be expressed as follows:

$$T_{Warn}(\Delta, d) = \tau_{tsu}(\Delta) - \tau_{net}(\Delta, d) \geq \Theta_T$$  \hspace{1cm} (6)

where $\tau_{tsu}(\cdot)$ is the tsunami travel time over $\Delta$ and $\tau_{net}(\cdot)$ is the data delivery time from the pressure sensor to the control.
station ashore. Since fiber optic link is reliable and fast, the acoustic links bear the highest portion of the data delivery time.

Eq. (6) imposes a minimum distance of the pressure sensor node for a given $\Theta_T$. This minimum distance, denoted as $\Delta_{min}$, can be derived if the data delivery time of the proposed infrastructure is made practically negligible. This would be possible if all-fiber deployment is chosen to cover $\Delta_{min}$. This solution is considered as the most expensive solution. If either the epicenter or the pressure sensor distance is less than $\Delta_{min}$, then Eq 1 will never be satisfied. In our heuristic approach algorithm, $\Delta_{min}$ holds important role for initial feasible solution.

1) The Data Delivery Time : This quantity is dictated by transmission delay, propagation delay, processing delay and retransmissions due to packet error. A less reliable link requires more time to complete a successful data delivery. Hence, we need to take the link reliability constraint function into account. Since the reliability constraint function implies a probabilistic type of quantity, the data delivery time, $\tau_{net}()$, is calculated as an average.

If $T_F()$ represents the average of data delivery time in the fiber optic link and $T_S()$ represent the average of data delivery time in the acoustic links, then the total data delivery time $\tau_{net}()$ is expressed as follow:

$$\tau_{net}(\Delta, d) = T_F(\Delta, d) + T_S(\Delta, d) \quad (7)$$

2) Tsunami Travel Time: To obtain tsunami travel time over $\Delta$, tsunami propagation speed needs to be determined. However, tsunami propagation speed is dictated by the sea depth. Given a sea depth of $h$, the tsunami speed, $v_{tsu}$, can be derived from $v_{tsu} = \sqrt{g \cdot h}$, where $g$ is the gravitational acceleration. To approximate tsunami travel time by taking the variation of sea depth into account, the pressure sensor distance $\Delta$ is divided into $K$ small intervals. The tsunami propagation speed in each interval is assumed to remain constant. Eq. (8) expresses the overall tsunami travel time as the sum of the travel time over $K$ intervals, where $x^j$ and $v_{tsu}^j$ denote the length and the tsunami propagation speed at $j$-th interval. Indeed, larger $K$ results in more accurate result.

$$\tau_{tsu} = \sum_{j=1}^{K} \frac{x^j}{v_{tsu}^j} \quad (8)$$

C. The Reliability Constraint

The reliability constraint measures the probability of a successful data transmission. Given the data length of $m$, the probability of error-free received data at receiving node, $R()$, can be expressed as follows:

$$R(\Delta, d) = (1 - BER_{r}(\Delta, d))^m \quad (9)$$

where $BER_r$ is the probability of bit error. Since the fiber optic link offers very high reliability, the discussion focuses on the acoustic link reliability constraints expressed in Eq. (2). To obtain the bit error probability over an acoustic link $i$, a probability distribution function $F(p)$ is specified. This probability distribution function represents the bit error characteristic in underwater environment. The probability function $F(p)$ also depends on the modulation scheme. In section V, we will specify $F(p)$ in more detail.

To apply this function, we use $p = \frac{E_b}{N_0}$ for the parameter. The $E_b$ and $N_0$ denote the energy per bit and equivalent white noise on acoustic link $i$. The following equation:

$$E_b = \frac{1}{r_s} \cdot P_i \cdot A_i(\Delta, d, f) \quad (10)$$

provides the formulation to obtain the energy per bit on link $i$, where $P_i$, $A_i()$, $f$, and $r_s$ represent the node’s transmission power, the acoustic channel loss, the acoustic wave frequency and the sensor transmission rate at link $i$, respectively.

To approximate the equivalent white noise power, $N_0$, Eq. (11) is used. The equation divides the total noise power in the receiving node, $W(f, B)$, with the receiver’s bandwidth $B$.

$$N_0 = \frac{1}{B} \cdot W(f, B) \quad (11)$$

1) Acoustic Channel Loss: Acoustic channel loss is calculated as the total transmission loss inflicted by two main factors, namely spreading and absorption loss. A spreading loss is a signal attenuation as the acoustic signal travels further from the source, whereas the absorption loss is caused by the acoustic energy absorption as it traverses within sea water [10]. The acoustic energy absorption loss factor, denoted as $a(f)$, is frequency dependent. This paper incorporates this absorption loss into Bellhop model in order to increase the accuracy of the channel loss computation.

To quantify the absorption loss, $a(f)$, an empirical model, called as Thorp [11], is expressed as follows (in dB) :

$$a(f) = 0.11 f^2 + \frac{44 f^2}{4100 + f^2} + 2.75 \cdot 10^{-4} f^2 + 0.003$$

where $f$ is in KHz. The equation above is still sufficiently valid for frequency above few hundreds of Hz.

2) Sea Background Noise: Sea background noise, sometime is referred to as sea ambient noise, is inherent acoustic fields that may interfere the acoustic channel. Their characteristics and intensities are location-specific. Based on their sources, the ambient noise main contributors can be grouped as follows: water motion, including also the effects of surf, rain, hail and tides, man-made sources, including ship activity and marine life [8]. Each contributor causes a frequency-dependent impact to the acoustic channel. The ambient noise also increases in shallower depth.

A number of ambient noise studies and measurements have been made since 1945 in deep-water and open ocean areas [8]. The ambient noise spectra then are summarized and presented in a group of curves [8], [12] as shown in figure 2. Fig. 2 is also known as Wenz curve.

To obtain the total noise power $W(f, B)$ at the receiver with the receiving bandwidth of $B$ Hz, the following equation,

$$W(f, B) = \int_B w(f)df \quad (12)$$
can be used. The term \( w(f) \) represents the sea ambient noise spectrum function.

3) Bellhop Propagation Model: Underwater acoustic wave is a propagating mechanical wave that is created by the alternating compression and dilations of the medium [12]. The compression and the dilations result from the dynamic changes of medium pressure. Bellhop propagation model is a finite element approach which is based on ray tracing model. Although ray tracing model has coarser accuracy than other models such as Normal Mode or Parabolic Equation, it tends to improve in high frequency, especially above 1 KHz [7].

Ray tracing model uses Helmholtz equation as the basis for derivation. If \( x = (x, y, z) \) denotes a point position expressed in Cartesian coordinate, then Helmholtz equation can be written as follow:

\[
\nabla^2 p + \frac{\omega^2}{c^2(x)} p = -\delta(x - x_0) \tag{13}
\]

In underwater context, the term \( p \) represents a function that quantifies the dynamic of medium pressure. The term \( c(x) \) is the sound speed and \( \omega \) is the angular frequency of the source located at \( x_0 \). The solution of this equation results in two equations, called as eikonal equation and transport equations. Eikonal equation is used to compute the travel time along the ray, while transport equation is used to compute transmission loss.

Bellhop model describes the acoustic wave as a bundle of acoustic rays emitting from a source within a range of departure angles. Each acoustic ray will be computed independently. On their way to the receiver, acoustic rays may be reflected by either bottom, surface, or both. They may suffer from losses when being reflected by these boundaries. In addition to the reflection, the acoustic rays may also be refracted due to different sound speed across sea water depth. Under these circumstances, each ray’s path is no longer in a straight line of trajectory and may differ one another.

Since each acoustic ray imposes a distinct path, they may result in different intensity and arrival time to each other at the receiving node. Therefore, transmission loss at the receiving node is calculated as the cumulative resultant of ray’s intensity. A Bellhop program is used [13] to compute propagation loss and acoustic travel time between two nodes separated by the distance \( d \). To run the program, undersea sound speed and sea floor profiles need to be supplied.

4) Undersea Sound Propagation Speed: Undersea sound speed depends on temperature, water salinity and the water pressure. Some empirical models explained in [14] express the underwater sound speed as the function of these three variables. One of those is formulated by Mackenzie as follow:

\[
v_{ac} = 1448.96 + 4.591T - (5.304e - 2)T^2 + (2.374e - 4)T^3 +1.340(S - 35) + (1.630e - 2)h + (1.675e - 7)h^2 - (1.025e - 2)T(S - 35) - (7.139e - 13)Th^3 \tag{14}
\]

where \( T \) is the sea water temperature at the depth \( h \) and the salinity \( S \). The temperature is measured in Celsius, the depth in meter, and the salinity in ppt (parts per thousand).

IV. THE HEURISTIC APPROACH FOR OPTIMAL SOLUTION

Because the number of undersea sensors, \( N_h \), is unknown a priori, we propose a heuristic approach. The heuristic starts with an initial feasible solution. We consider an all fiber optic of maximum length \( \Delta_{min} \) as the initial feasible solution of the optimization framework. Note, however, that such a solution is also the most expensive. Subsequently, the use of additional sensors, which results in the reduction of optic cable length, is explored to determine if the overall cost can be reduced. More specifically, the heuristic reduces the length of fiber optic by a certain amount and augments the infrastructure with acoustic sensors. The length of the removed fiber depends on the constraint imposed on the distance between the new acoustic sensor and the optic gateway. The timing constraint is also checked upon the removal of the fiber optic. This process continues until the heuristic converges to a least-cost, constraint satisfying topology.

The approach has two ways of adding new undersea sensors, namely inbound and outbound. An inbound procedure can be seen as a direct substitution for the reduced fiber optic. The term “inbound” is given because the replacement progresses toward the shore. A maximization problem is solved to find the optimal inbound acoustic link length, denoted as \( d_{ib} \), subject to the reliability and the timeliness constraints, \( \Theta_R \) and \( \Theta_T \), respectively. This process continuous until one of the the constraint is violated.

Note that repeatedly substituting the fiber optic with an inbound link may not always satisfy the timeliness constraint. To overcome the constraint violation, two techniques are used. The heuristic exploits these two techniques and select the better one. The first technique, which uses a binary search method, seeks to determine the optimal fiber optic extension within
Data: Undersea sound speed and sea floor profile

Result: $L_d C_{tot}, N_h$

Compute max fiber optic length $L^0 = \Delta_{min}$:

Set $i, j, k = 1$; $C^0_{tot}, C^0_{opt1}, C^0_{opt2}, C^0_{opt3} = \text{inj}$;

while $\Delta_j < \Delta_{max}$ and $L^j > L_{min}$ do

1. Reduce fiber by replacing it with inbound link $d_{ib}^j$
   
   $d_{ib}^j = \max d^j$ S.T.: $R(d^j) \geq \Theta_R$;

2. Update $L^j$: Increase $i = i + 1$;

3. Compute $T_W$ and $C^j_{opt1}$;

while $T_W < \Theta_T$ and $\Delta_j < \Delta_{max}$ do

1. Reduce $d_{ib}^j$ (or extend fiber) by binary searching;

2. Calculate the cost $C^j_{opt2}$;

end

Keep $d_{ib}^j = \max d^j$ S.T. $\Theta_R$;

while $T_W < \Theta_T$ and $\Delta_j < \Delta_{max}$ do

1. Add outbound link $d_{ob}^k$ as
   
   $d_{ob}^k = \max d^k$ S.T.: $R(d^k) \geq \Theta_R$;

2. Update $\Delta_j$: Increase $k = k + 1$;

3. Compute $T_W$ and the cost $C^j_{opt3}$;

end

Define $C^j_{tot} = \min\{C^j_{opt1}, C^j_{opt2}, C^j_{opt3}\}$;

if $C^j_{tot} \geq C^{j-1}_{tot}$ or $\Delta_j \geq \Delta_{max} \text{or} L^j \leq L_{min}$ then

1. $C^j_{tot} = C^{j-1}_{tot}$;

2. $L^j = L^{j-1}$;

3. Break;

end

Increase $j = j + 1$;

$L = L^j$, $d = \{d_{ib}, d_{ob}\}$, $d_{ib} = \{d_{ib}^{i \times j} | n < i\}$;

$d_{ob} = \{d_{ob}^{i, k} | n < k\}$; $N_h = i + k, C_{tot} = C_{tot}^j$.

Fig. 3: Heuristic Approach

Fig. 4: Illustration of our heuristic approach

Fig. 5: Location of Padang, West Sumatra, Indonesia

TABLE II: Constants and Design Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tx Power Node</td>
<td>40 Watt</td>
<td></td>
</tr>
<tr>
<td>Modulation</td>
<td>Binary Freq. Shift Keying</td>
<td></td>
</tr>
<tr>
<td>Data Link Protocol</td>
<td>Stop and Wait</td>
<td></td>
</tr>
<tr>
<td>$L_{min}$</td>
<td>10 Km</td>
<td></td>
</tr>
<tr>
<td>$\Delta_{max}$</td>
<td>90 Km</td>
<td></td>
</tr>
<tr>
<td>$w(f)$</td>
<td>$110 = 20 \log_{10} f$</td>
<td>Calm, in dB re $P_0 = 20\mu Pa$ Hz</td>
</tr>
<tr>
<td>$w(f)$</td>
<td>$125 = 20 \log_{10} f$</td>
<td>Moderate, in dB re $P_0 = 20\mu Pa$ Hz</td>
</tr>
<tr>
<td>$w(f)$</td>
<td>$130 = 20 \log_{10} f$</td>
<td>Severe, in dB re $P_0 = 20\mu Pa$ Hz</td>
</tr>
<tr>
<td>$\nu$</td>
<td>120 bits</td>
<td></td>
</tr>
<tr>
<td>$\gamma$</td>
<td>200 Mbps</td>
<td>Fiber transmission rate</td>
</tr>
<tr>
<td>$\Theta_T$</td>
<td>(15, 16, ...20)</td>
<td>See section V-G2</td>
</tr>
<tr>
<td>$\Theta_R$</td>
<td>[0.75, 0.775, . . . 0.99, 0.995, 0.999]</td>
<td>Some time is written in %, i.e 0.75% to 75%</td>
</tr>
<tr>
<td>$r_e$</td>
<td>[40, 80, . . . 440, 480, 520]</td>
<td>in bit per second (bps)</td>
</tr>
<tr>
<td>$f$</td>
<td>[4, 6, 8, . . . 26 28 30]</td>
<td>in KHz</td>
</tr>
</tbody>
</table>

Table II summarizes the constants and design parameters used in the case study. Fiber optic transmission rate is maintained to a fixed rate. We set a departure angle of the acoustic wave to 30 degrees and represent it in 120 acoustic rays. Three

is more expensive than the subsequent one. Otherwise, the approach will stop and returns the final result. These cycles may either eliminate completely the fiber optic or reach an infinite detection distance, $\Delta$. Given the fact that $L_{min}$ and $\Delta_{max}$ exist, the heuristic will stop whenever one of these boundaries is reached. Figure 3 and 4 illustrate our heuristic approach.

V. CASE STUDY

The main objective of the case study to derive an “optimal” configuration of a hybrid infrastructure for Padang City, West Sumatra, Indonesia, based on the developed framework. The framework will be applied under different sea environmental factors and design parameters. The region under consideration is shown in Fig. 5. The gray box in the figure represents the area of possible epicenters or tsunami origins. The underwater nodes and fiber optic would be deployed along the line pointing to the coast. The sea floor and the underwater sound speed profile data collected by [15] are used with permission. Different environment factors that impact background noise are also considered.

A. Constants and Design Parameters

Table II summarizes the constants and design parameters used in the case study. Fiber optic transmission rate is maintained to a fixed rate. We set a departure angle of the acoustic wave to 30 degrees and represent it in 120 acoustic rays. Three
levels of ambient noise spectrum are assumed, namely calm, moderate, and severe. These assumptions reflect the wind-generated noise and associate them to the sea states scale as depicted in Wenz curve [12]. A "calm" assumption is associated to the sea state of 0.5. In this state, the noise is created by a calm sea with waves reaching up to 0.1 meter in average. A "moderate" level is referred to as the noise induced by the sea with sea state of 4. At this level, the waves may reach a height of 3 meter in average. The highest noise level is attained when the sea is in "severe" state, which is caused by the wind that brings the sea waves up to 7 meters height. This state represents a sea scale of 6 in Wenz curve. In our case study, the underwater sensor transmits pressure data with some attributes, including the date, time, and battery status. We consider a 120 bit frame length to be sufficient to accommodate these data, including the frame overhead. We also assume that no forward error correction scheme is applied.

To deal with different ambient noise levels, this paper defines three design parameters, namely the link reliability constraint, acoustic carrier frequency and underwater transmission rate. This paper derives the optimal configuration and the implementation cost with these design parameters varied and analyzes the results under different ambient noise conditions.

**B. Cost Function Assumption**

To limit the scope of analysis, the case study only focuses on linear cost function. Our discussion associates the variable $Q$ to two independent quantities. They mainly represent the physical attributes with respect to the infrastructure’s component. More specifically, the fiber optic implementation cost is governed by the length of fiber optic $L$ and the fiber optic transmission rate $r_f$, whereas the underwater sensor network cost is dictated by the number of nodes $N_h$ and the node’s transmission rate $r_s$. The following two equations express the cost function for the fiber optic and the undersea sensor network, respectively.

$$C_f = \phi_f \cdot r_f \cdot L$$

$$C_s = \phi_s \cdot r_s \cdot N_h$$

To carry the cost analysis, the unit cost of sensor $\phi_s$ is normalized to the fiber optic unit cost $\phi_f$ such that $\phi_s = \gamma \phi_f$. The total cost, $C_{tot}$, is expressed as the ratio of the cost of the most expensive solution. Without loss of generality, we assume that the initial deployment cost of the fiber optic and undersea sensors are the same.

**C. Formulation for Data Delivery Time**

Both the fiber optic and multi-hop acoustic links use automatic repeat request (ARQ) as the retransmission scheme. A stop and wait ARQ will be implemented in a per-hop basis. Consequently, the round trip transmission time of a packet and its associated acknowledgment can be expressed as follows:

$$t_{rt}(d) = t_m + 2t_p(d) + t_a$$

The parameter $t_m$ represents the data transmission time, $t_p(d)$ the acoustic propagation time traversing through a link of length $d$ and $t_a$ the acknowledgment packet transmission time. Given the reliability function, $R(\Delta, d)$, the average delay to transmit a packet and receive its acknowledgment can be expressed as follows:

$$\mathcal{T} = \frac{1}{R(\Delta, d)} \cdot t_{rt}(d)$$

Eq. (16) is applicable for both fiber optic and acoustic links. Based on Eq. (7), we can deduce a formulation for total data delivery time, $\tau_{net}(\cdot)$, as follows:

$$\tau_{net}(\Delta, d) = \frac{t_{rt}^{F}(L)}{R^{F}(\Delta, d)} + \sum_{i=1}^{N_h} t_{rt}^{S}(d^i)$$

In the above equation, $t_{rt}^{F}$ denotes the round trip time transmission in the fiber optic link and $t_{rt}^{S}(d^i)$ is the round trip time transmission in acoustic link $i$. In the proposed heuristic, Eq. (17) is invoked each time the timeliness constraint is verified with a new value of $N_h$ being assigned for each invocation. In this paper, the fiber optic reliability is considered hight, i.e. $R^F \approx 1$. Thus, the data delivery time in fiber optic link, $\mathcal{T}^{F}$ is approximately equal to $t_{rt}^{F}$.

**D. Assumption on Bit Error Probability Distribution Function**

The case study uses binary frequency shift keying (BFSK) for the modulation scheme. To calculate bit error probability, this paper adopts the probability distribution function formulated in [16]. Let $E_b/N_0$ be the ratio of bit energy to equivalent white noise at link $i$. The bit error probability at link $i$ can be expressed as follows:

$$BER_i(\Delta, d) = \frac{\Gamma(\nu)}{\Gamma(\nu)} \int_{0}^{\infty} u^{\nu-1} \left(2v+u \frac{E_b}{N_0}\right) du$$

In the above equation, $\Gamma(\cdot)$ represents the Gamma function, with $u = y^2$, where $y$ is the real part of complex value of signal amplitude random variable.

**E. Underwater Sound Speed and Sea Floor profile**

Figure 6 shows the characteristic of the underwater sound speed associated with the area under study. The figure shows that the speed of the acoustic wave drops rapidly in shallow waters of around 100 to 200 meters. The decrease in speed in deeper waters continue but at lower rate and re-bounce at a depth of about 800 meters. This profile is obtained by applying the measurement data collected by [15] into Eq. (14). Fig. 7 depicts the sea bottom profile along the line in Fig. 5.
F. Acoustic Propagation Path and Transmission Loss

The varying underwater sound speed, combined with the sea floor profile, determines the propagation path of the acoustic wave. Fig. 8 shows the acoustic wave propagation generated using the Bellhop model, represented in 10 rays in total with departure angle of 10 degrees. The acoustic wave is emitted from a 40 km offshore-source with a frequency of 4 KHz. Due to the variation of undersea sound speed, the acoustic rays follow the paths depicted in Fig. 8. Fig. 9 illustrates the channel loss characteristics when two different acoustic carriers, with frequencies, 4 KHz and 18 KHz, are emitted from two different locations. It can be observed that even when the acoustic waves are transmitted from the same distance, the acoustic waves with different frequencies and locations may produce different channel loss characteristics.

G. Results

1) Minimum Sensor Distance $\Delta_{min}$: Given a set of values of the warning time, $\Theta_T$, listed in table II, the corresponding set of $\Delta_{min}$ is determined based on the sea floor profile data, using the equations described in section III-B1 and III-B2. These values represent the initial solutions of the proposed heuristic and are listed in table III.

<table>
<thead>
<tr>
<th>$\Theta_T$ (minutes)</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta_{min}$ (Km)</td>
<td>23.6</td>
<td>25.2</td>
<td>27.1</td>
<td>29.2</td>
<td>31.9</td>
<td>35.5</td>
</tr>
</tbody>
</table>

2) The Results under Different Reliability Constraints: The focus is on investigating how the cost optimality can be achieved for different reliability constraints, frequencies and environmental factors. Three different acoustic wave frequencies, 6, 18 and 30 KHz are selected to represent the low, middle and high frequency regions, respectively. In this case, we set $\Theta_T$ equals to 20 minutes and maintain the sensor’s transmission rate at 120 bps. The remaining constants and parameters used in this experiment are listed in table II. The results are depicted by Fig. 10. The three sub figures, Fig 9(a), 9(b) and 9(c) show the results for severe, moderate and calm environments, respectively.

The results show that the optimal cost of the infrastructure does not increase significantly when the reliability constraint does not exceed 0.925. Consequently, if the desired reliability does not exceed 0.925, a low-cost hybrid infrastructure using a low region of frequencies, is feasible. Achieving higher reliability, however, gives rise to trade-offs between the frequency used and the noise environment.

For example, for a reliability requirement of 0.99, although
6 KHz frequency results in low-cost infrastructure in a calm environment, using a frequency of 18 KHz achieves minimum cost, $C_{tot}$, of approximately 2.93% less than the cost of an infrastructure operating with 6 KHz in moderate environment. The difference becomes more notable for higher reliability requirements in severe environment. Rather than using undersea sensors operating with a frequency of 6 KHz, the optimization framework identifies the 18-KHz-based infrastructure a more cost-efficient infrastructure to achieve. The findings provide the basis to determine an optimal carrier frequency for different ambient noise levels. These findings will be discussed in detail in the following section.

3) The Results under Different Carrying Frequencies $f$: Based on the findings observed in the previous section, a case analysis under different acoustic carrier frequencies and environment factors is the subject of this section. To this end, a reliability constraint of 0.99 is selected while retaining the timeliness constraint at 20 minutes. Fig. 11 shows the results of this study.

The result confirms the findings in section V-G2. Each ambient noise level imposes an optimal frequency range to use in order to achieve the minimum cost. In a calm environment, the optimal cost is achieved for low-range frequencies, namely 6 to 12 KHz. The frequency range shifts to a higher region as the environment becomes noisier.

In moderate environments, the optimal infrastructure cost is achieved for a frequency range of 10 to 16 KHz, whereas in severe environments, the frequencies to achieve optimal cost range from 12 to 18 KHz. Based on these results, an optimal cost infrastructure to meet the reliability and timeliness constraints in the three different environments can be achieved using a carrier frequency of 12 KHz. For our case study, the minimum cost infrastructure requires 4, 7 and 9 nodes to be deployed for calm, moderate and severe environments, respectively. Table IV lists, for each environment, the distance, $d_i$, between two consecutive undersea sensors and the length of the optic fiber associated with the configuration.

4) The Results under Different Sensor Tx Rates $r_s$: This section focuses on investigating the impact to the results due to different undersea node’s transmission rates. A frequency of 12 KHz, 20 minutes for the time constraint and 0.99 for the reliability constraint are used. The result is show in Fig. 12. A higher transmission rate requires a shorter acoustic link length to achieve the expected reliability. The cost increases exponentially and becomes more significant in severe noise environments. Table V shows the optimal results for the transmission rates of 40 and 160 bps. A 40 bps transmission rate doesn’t incur significant increase in total cost when the environment becomes noisier. The cost increase is contributed by the number of undersea sensors. A more significant cost increase is observed for higher transmission rates. As the noise becomes worse, the cost increase is contributed by both the need of extra underwater sensors and the extension of the fiber optic cable. These results suggest that lower transmission rates is less sensitive to the impact of different ambient noises. However, selecting a very low transmission rate may violate the application data delivery time constraint, especially when larger amount of data are to be sent.

VI. CONCLUSION AND FUTURE WORK

The impact of tsunami on humans and the environment can be disastrous, causing severe damage to the infrastructure and great loss of lives, particularly in countries neighboring

![Fig. 11: Total cost for various frequency with $\Theta_R = 0.99$](image1)

![Fig. 12: Total cost for various node transmission rate under 3 different environments, with $\Theta_R = 0.99$](image2)

<table>
<thead>
<tr>
<th>Noise</th>
<th>$d_1$</th>
<th>$d_2$</th>
<th>$d_3$</th>
<th>$d_4$</th>
<th>$d_5$</th>
<th>$d_6$</th>
<th>$d_7$</th>
<th>$d_8$</th>
<th>$d_9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calm</td>
<td>8.23</td>
<td>8.60</td>
<td>8.85</td>
<td>8.04</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Moderate</td>
<td>3.08</td>
<td>3.85</td>
<td>4.19</td>
<td>4.10</td>
<td>5.18</td>
<td>4.68</td>
<td>3.49</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Severe</td>
<td>1.54</td>
<td>2.50</td>
<td>2.57</td>
<td>3.02</td>
<td>3.09</td>
<td>3.36</td>
<td>3.35</td>
<td>3.13</td>
<td>3.38</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Node’s Rate (bps)</th>
<th>Number of Sensor $N_s$ (unit)</th>
<th>Fiber Optic Length $L$ (Km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>4 6 7</td>
<td>Calm Moderate Severe</td>
</tr>
<tr>
<td>160</td>
<td>4 7 0</td>
<td>10.27 11.51 35.5</td>
</tr>
</tbody>
</table>

TABLE IV: Optimal configuration at frequency of 12 KHz

TABLE V: Optimal configuration with node’s rate of 40 bps and 160 bps
the Indian Ocean. Lessons learned from previous tsunamis reveal that a reliable and timely warning system increases the community resilience to tsunami disaster. To this end, we develop an optimization framework, which is used to derive a feasible and cost-effective infrastructure for NFT detection and warning. A case study is used to demonstrate the proposed approach and derive a feasible infrastructure for a region, which is prone to NFT, namely Padang City, West Sumatra, Indonesia. The results show that the proposed approach can lead to the derivation of an infrastructure that can guarantee 20 minute warning time and 99% data communication reliability.

The proposed framework can be used to provide insights and guidance related to the development and deployment of undersea tsunami detection and warning systems. As future work, the model can further be enhanced by incorporating multi-path loss models for a more realistic communication model and the development of energy management strategies to extend the lifetime of the undersea sensor subnetwork.
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Abstract—SCADA (Supervisory Control and Data Acquisition) systems are used to control and monitor critical national infrastructure functions like electricity, gas, water and railways. Field devices such as PLC’s (Programmable Logic Controllers) are one of the most critical components of a control system. Cyber-attacks usually target valuable infrastructures assets, taking advantage of architectural/technical vulnerabilities or even weaknesses in the defense systems. Even though novel intrusion detection systems are being implemented and used for defending cyber-attacks, certain vulnerabilities of SCADA systems can still be exploited. In this article we present an attack scenario based on a Human Interface Device (HID) device which is used as a means of communication/exploitation tool to compromise SCADA systems. The attack, which is a normal series of commands that are sent from the HID to the PLC cannot be detected through current intrusion detection mechanisms. Finally, we provide possible counter measures and defense mechanisms against this kind of cyber attacks.

Index Terms—SCADA; Cyber Security; HID; PLC

I. INTRODUCTION

One of the biggest issues that SCADA systems face is that they were designed to work solely in their environment segregated from inter-connected IT networks or ad-hoc systems. The primary reason for this is that there was no need for remote access at the time of their introduction. However, nowadays organizations want to establish local convenience or remote access, which will enable them to take decisions on production changes and apply them quickly from a centralized location rather than have to travel to different locations in order to make changes to their ICS systems. This interconnection of Industrial Control System (ICS) networks with organizational ICT network infrastructures, and even with the exterior has brought a new wave of security problems and attacks. In fact, the number of externally initiated attacks on ICS systems has increased much more rapidly than internal ones [1].

Moreover, SCADA communication protocols, which are responsible for the interaction between field devices, such as PLC (Programmable Logic Controller) or RTU (Remote Terminal Unit) components and the stations that control and monitor them, pose security concerns [2]. One such example is the Modbus protocol, originally developed by Modicon. Modbus messages are exchanged between entities by using TCP, which imposes more complexity with regard to managing the reliable delivery of packets in a control environment with strong real time constraints. In addition, it provides attackers with new avenues to target industrial systems [3]. Modbus is one of the most popular protocols for SCADA applications, but it suffers from security problems such as the lack of encryption or any other protection measures which thus exposes it to different vulnerabilities.

Serial communication has not been considered as an important or viable attack vector, but the researchers say breaching a power system through serial communication devices can be easier than attacking through the IP network since it does not require bypassing layers of firewalls [4]. Potential attackers use common vulnerabilities in order to put controlling servers into infinite loops. This case is not the same as not having access to the field network, but it could mean that the operators are not aware of the conditions on the ground. The worst of the vulnerabilities exposed so far enables a potential buffer-overflow attack, whereby code stored for one purpose overflows its container, and can end up being executed in different time instances than programmed to or in a different way. This allows for malicious code to be injected into control servers, giving access to attackers to the control system.

Modern intrusion detection systems (IDSs) focus mainly on analyzing the traffic that flows in the network. By capturing behaviour or traffic patterns in the network, misbehavior is detected and dedicated security events are reported. IDSs can be classified into centralized intrusion detection systems (CIDSs) and distributed intrusion detection systems (DIDSs), according to the way in which their components are distributed. Due to the rapid increase of sophisticated cyber threats with exponentially destructive effects, IDSs are systematically evolving [5], [6]. Among other approaches, neural networks, support vector machines, K-nearest neighbor (KNN) and the Hidden Markov model can be used for intrusion detection, while existing signature-based network IDS, such as Snort or Suricata can
be effective in SCADA environments. However, most of the approaches that have been introduced recently cannot deal with attacks that come straight from serial communication devices.

In this article we investigate the vulnerabilities of a SCADA system and perform an attack directed to an ABB PMS64 PLC, using a HID. The Teensy device used is an Arduino based one that allows the user to utilize onboard memory storage on a microcontroller and to emulate a keyboard/mouse. By using this HID device (see Figure 1) we can bypass any autorun protections on the system since it is shown as a keyboard that is connected to the workstation. By sniffing the packets that are exchanged between the HMI and the PLC we manage to extract the information of a STOP command, replicate it and store it in a web host. As the PLC has been set to run, we insert the Teensy HID device into the engineer’s machine, or a machine connected to the same subnet. Once the Teensy USB has been plugged into the system, it waits for a specific amount of time in order to download the code and execute it. The attack, although primitive, cannot be detected by any current IDS as it involves the execution of a legitimate 'STOP' order from an authorized device.

![Teensy HID](image)

**Fig. 1: Teensy HID**

### II. EXISTING SOLUTIONS

The current defense mechanisms that IT systems currently employ do not offer security to SCADA systems, this is primarily to the fact that SCADA systems were intended to be isolated from IT infrastructures. Using current IT security measures directly to SCADA systems does not solve the issue, with latency being one of the major concerns when using a firewall within SCADA systems.

**A. Segregation and Perimeter Security**

In order to create a secure network the perimeter needs to be fully identified and secured first. This traditionally is achieved, by firewalls but as this is not simply an IT system we take the perimeter as the wall that stands between the corporate network and also the external network (Internet). One of the best techniques to avoid unauthorized access from different devices/users of a network is to segregate the network. This way administrators can control the way traffic can flow and which part of the network can communicate with another part (i.e corporate network/management network)[9].

By segregating the network into different areas, the routing of information is controlled, policies can be created specific to the network, more security controls can be available in areas where it was not possible before, and from a monitoring prospective it is also easier to monitor specific parts of the network. ISA-SP99 Part 1-Terminology [10] concepts and models, recommend the use of “Zones and conduit” model. This involves separating the networks by using groups. This model defines the assets that need to be inserted in each group, and when this is done, the groups containing assets that match based on some criteria, are put in the same zone, otherwise they are separated. From a security perspective it is also better to have a zoned approach, because if there is a breach on one part of the network it may be possible to protect the other sections.

**B. Firewall/IPS**

A Firewall/IPS is a system which can be configured to allow or deny traffic from location to location or from a host to a network e.t.c. This system has a rules database which is explicitly created for the specific organization; generic rules may still apply but may also leave important areas or parts of the networks unprotected. The general rule when using a firewall is to close all the ports, and only enable the ones that you need. Although generally firewalls are supplied with some well-known ports open by default. An IPS on the other hand has greater capabilities than a firewall. It is able to see anomalous traffic via signatures and it can take an action based on it’s predefined rules, to either drop, alert, log or allow traffic to flow.

A firewall works more with protocols rather than just ports. It does this by inspecting the packet, looking at the destination port and the protocol, and if these do not match to a predefined rule it will drop the packet, or otherwise it will be let to pass. Deep packet inspection for encrypted traffic is not available to the general public and only government-based organizations will have access to such hardware in order to do some real-time analysis and decryption of data packets. Deep packet inspection can be very beneficial. MODBUS TCP protocol which is used by PLC’s can be analyzed for behavioral changes; for example, the HMI should be able to read values from a PLC but not write, if this behavior occurs then a red flag should be raised.

**C. Honeypots**

The definition of a honeypot ”A honeypot is an information system resource whose value lies in unauthorized or illicit use of that resource” is given in [11]. The idea of the honeypot is to emulate a real network and attract attackers so that a company/business can predict how an attack evolved and the type of the actual attack. This way they can mitigate the risks and prevent them from occurring in real systems. There are different types of honeypot systems that could be used, the main types are low-interaction honeypots and high interaction honeypots. The major difference of the types of honeypots...
is described in the ability of an attacker to interact with the application or service.

D. IDS systems

The use of Intrusion Detection Systems in SCADA is recommended as they are able to scan the protocols which ICS systems use. Some of these protocols are MODBUS, DNP3, and TCP/IP (Ethernet). One of the best and well-known IDS system is SNORT. This IDS has SCADA preprocessors, which can sniff data packets and provide alerts or logs if there is an appropriate rule/signature for that type of packet. It is generally good practice to put IDS systems in between networks and not for example at the gateway, as threats may not necessary come directly from the outside. An IDS should be in front of the gateway which allows communications between two or more networks, and the IDS needs to be configured so that the alerts produce only relevant data and not false-positives. This system should be integrated in a Security Operations Environment (SOC) and a Security Information and Event Management (SIEM) system, so that data can be examined. It is important to state that an IDS will not block or drop any packet.

E. Air-gaps

This method is advisable but highly unrealistic in today’s world. Disconnecting means simply un-plugging one network from the internet, in other words you need to separate and isolate the SCADA network from the corporate network making that way impossible to access remotely that network from the outside. This technique was used in SCADA before the idea of remote access. Although segregating and air-gaping primarily have the same concept, the main difference is that when apply air-gap policy you physically remove any links to and from the two networks, whereas segregating does involves mostly logically dividing a network.

F. DMZ

De-militarized zones is a good practice of increasing the security in a network. The idea is that you leave systems on a part of the network which you wish to allow the public to access. These systems can be viewed by the internal network but systems in the DMZ can not access the internal network, so it is a one-way system if it is configured appropriately.

G. VPN

Virtual Private network connection can also be used in SCADA systems. These systems need to connect to a network which allows the IPSec protocol, as most SCADA systems mainly use MODBUS and TCP/IP this can be supported as an add-on. In terms of Firewall and IDS detection, using a VPN will not have a significant effect. Essentially more rules are added to the IDS firewall which are used in order to monitor connections coming to and from the VPN.

H. Network Access Control

The most important mechanism into creating a secure architecture is network access control policies. This policy is used in order to establish which devices are allowed to communicate with one another, what limitations these devices need, what type of access do they need i.e. read/write, which ports they can communicate with, what type of protocols do they use e.t.c. The types of authentication that can be used or are supported by the hardware already in place, are sometimes missed and can provide a pivotal point of access to intruders if omitted or miss-configured.

I. VLANs

VLAN’s are local area networks that map workstations on different basis rather than geographical location. These are not suitable security mechanisms for segregation, due to the fact that there have been reported numerous VLAN hopping attacks. During these attacks communications which should not be accessible from one VLAN to another were possible reducing the security level of the system.

J. Redundancy

Redundancy is sometimes missed when creating a security architecture, but it can be catastrophic if it is not in place. When doing a security audit you need to assess which hardware or devices are critical to the ICS processes. Risk assessments provide such audit and point out the most critical components of the network. Redundancy allows a better up time if a critical component failed, as it would mean that the business will only be halted for a short period of time.

K. Host-Based Security

The weakest link to any security architecture are people, although it may be an un-intentional mistake or they might fall victims of a social engineering attack without their knowledge. A good example of an attack that originated from within the system is Stuxnet. This worm made subtle changes to the process of the ICS systems at the Nuclear Enrichment programme in Iran, and although it was very sophisticated, it could have been prevented if the company had white listing tools, that stop an unknown executable or DLL from running if it is not listed as a know process. This type of attack required an excellent knowledge of the systems in place and also the current security that the plant had in place.

Although the above mechanisms are useful for protecting a network from known attacks, they don’t prevent attacks such as Zero-days attacks. Organizations can use a lot more techniques / methods in order to raise their security level. OS hardening is primarily seen as the security solution, essentially it indicates that the Operating system needs to have all the latest security updates in place and security policies. Periodic backup also is essential, since if a device or a O/S fail, the company can revert back to their backups and be up and running again. Device control, which can also be used as a security measure, means that no unauthorized external devices should be plugged into computers which are used to control
field devices, or any other critical device. Software white listing is also recommended. The SANS Institute recommend the use of tools which will only allow application/process to run from the list created by an administrator, any file that is not on the allowed list will not be permitted to run. This typically prevents viruses from executing, since the virus process will not be on the white list tool and it simply will not execute.

User access control and authentication is one of the most important steps in securing the network. Knowing who to trust and which privileges to allow is a very important aspect. By limiting the ability of users on the operating system, even if they are compromised their account limitation may prevent the attacker to perform a task that requires Administrative privileges. In authentication, password policies should be hardened and the use of complex passwords must be introduced, as this will minimize any brute-force attempt on passwords.

Training is also an essential part of host based security, and employers need to be aware of certain risk which could compromise their systems. By providing security awareness training and applying best practice guides, the employees are aware of security issues and can help the organization stay on top of security threats by not using the system for any other reason apart from their task.

III. POSSIBLE IMPACTS

If there is not adequate security in place, then the impact of an attack or a disruption in the process of these critical infrastructures could prove hard to deal with, such impacts include:

- Physical Impacts - Loss of life, property and data, also potential damage to the environment i.e. oil spillage.
- Economic Impacts - Loss of income, revenue from attacks which cause the normal process of industrial systems to be halted.
- Social Impacts - If an attack compromises transportation networks or systems which will have a social impact i.e. water distribution systems the public will lose confidence in the Government.

The NIST Guide to ICS security also includes the following as potential consequences from an ICS incident:

- Impact on national security/facilitate an act of terrorism
- Reduction or loss of production at one site or multiple sites simultaneously
- Injury or death of employees
- Injury or death of persons in the community
- Damage to equipment
- Release, diversion, or theft of hazardous materials
- Environmental damage
- Violation of regulatory requirements
- Product contamination
- Criminal or civil legal liabilities
- Loss of proprietary or confidential information
- Loss of brand image or customer confidence.

IV. SCADA RISKS

One of the biggest issues that SCADA systems face is that they were designed to work solely in their environment segregated from inter-connected IT networks or ad-hoc systems. The primary reason for this is that there was no need for remote access at the time of their introduction, where as now organizations want to establish a local convenience or remote access, this enables them to take decisions on production changes and apply them quickly from a centralized location rather than have to travel to different locations in order to make changes to their ICS systems.

As most ICS systems compromise significant legacy systems, it is difficult to add a security mechanism or firewall hardware as this will interrupt their normal process. If there is no redundancy in place a company may simply not afford their process to stop in order to add these devices. One of the key points is to understand the attack vectors and be able to deal with them. Companies need to prepare for the worst case scenario, there is no certainty that the end-point security solutions applied will ever be breached. There is a need to always prepare for the worst case, that is why it is advisable if possible to harden the security of the network. There are many ways this can be applied, one of which is to start by disabling all services/ports and only enabling what is needed. This will preserve attack cases were intruders were able to gain access to systems via ports that were open but not used by the company, hence there was no specific reason for the port to be open.

V. SCADA ATTACKS

There are a lot of threats to our National Critical Infrastructure systems (SCADA) which have a major effect not only on the public, but also the government and the economy of a country or nation. Most of the attacks have used sophisticated mechanisms to gain entry and exploit well-known vulnerabilities and ones that have yet to be discovered.

A. Stuxnet

Stuxnet is a computer worm which was built to attack and infiltrate previously unknown vulnerabilities which were present in Windows operating system, and also Siemens Simatic WinCC, PCS7 and the s7 products. These vulnerabilities are known as Zero-Day exploits, Zero-Day is the term used to define an attack/exploit on a previously unknown vulnerability. Stuxnet discovered by Kaspersky Labs2 in 2010 [12], and the main reason for its discovery was that Stuxnet infected except from the target system many others systems worldwide.

Stuxnet was of 500Kb size(KiloByte) which included two digital warhead; the file was transferred via a USB device; half of the file was intended for the Windows Exploits and the other for the Siemens specific PLC. Once the file was executed on the engineers laptop, Stuxnet would then start to look for specific versions of product files and software, once it found what it was looking for it then started to reconnaissance the
normal day-to-day process of the PLC. This step would later come to be Stuxnets shield.

After a month Stuxnet started to alter the PLC’s working logic to it’s own version of the code and played back previous recorded months to the engineers screen so that the attack went unnoticed for over a year. Stuxnet managed to alter the Programmable logic controller language to it’s own malicious version, it altered the Hz frequency of the drives outside of its normal working frequency; the normal working frequency was 807Hz and 1210Hz. Stuxnet altered the frequency to 2Hz and 1410Hz, to either spin slower or faster depending on its output.

B. Maroochy

The Maroochy shire water sewage system cyber attack is one of the most well known and publicized attacks. It infected a SCADA controlled system with 142 pumping stations over 1157 sq km, that was initially installed in 1999. In 2000 the cyber attack took palce, which caused 800,000 litres of raw sewage to spill into local parks, rivers and the Hyatt regency hotel. Vitek Boden was an employee of Hunter Watertech who were responsible for the installlation of the SCADA system for the Councils sewage system. After an unsuccessful attempt to gain employment at the council, Boden decided to take revenge on his previous employer and the council. He stole radio equipment from his job before leaving along with a computer and he began his attack by connecting to the wireless network of the command and control center which in turn connected to pumping stations via wireless link, which at that time were not passworded. The above example makes it very clear how attacks can occur and the consequences they have on the public, environment and national infrastructure. The actual cause of the problems that the attack caused are many, but the lack of monitoring and logging mechanisms, and the lack of an incident response plan in the Maroochy council made it difficult to deal with this attack.

C. Duqu

In 2011 there was another piece of malware that was detected named Duqu that targets Microsoft Windows computers. On its first analysis, the analysts at CrySys Labs discovered that Duqu was very similar to Stuxnet in terms of its design philosophy, structure and its various mechanisms [13]. In terms of the threat it is very identical to Stuxnet too, but it is completely built for a different purpose, it’s aim is to gather intelligence data and assets from entities such as Industrial infrastructures and system vendors so that an attack could be more easy to be performed in the future. Information within documents which include a plants design, technical data and other relevant data which could help attackers to mount a future attack on various industries including those of ICS are stolen during a Duqu attack.

D. Flame

Flame is another piece of malware detected by Kaspersky Labs, and it has ben dubbed as an espionage toolkit, created by a state-run cyber-espionage operation [14]. It’s main difference between Stuxnet and Duqu is that it is not only intended for Industrial infrastructures but also individuals and educational institutions. Although it may appear that this is not directly related to SCADA one may assume that the Mal aware was in fact looking to continue Stuxnets attack, since most of the infected machines have been in Iran since 2010 to until 2012.

E. Havex

Havex is a remote administration tool that was used to target Industrial Control systems (ICS) and SCADA used by energy companies in Europe and the United States. The way the attackers managed to get access to machines used by Command and Control centers was by using a technique called ”watering hole”, watering hole attacks that exploit vulnerabilities in websites. Once this was accomplished the cyber criminal could plant a compromised version of legitimate software to the compromised site. In this case they used PLC vendors website to upload their own version of the software, so that once the software was executed, it created a back-door connection to the attacker and they could have full control of the infected machine.

F. HID Related attacks

In reference to SCADA there have not been any attempts to attack their systems with a HID device, such as the Teensy 3.1 which falls under the HID category as this is how it is recognised by the system although it connects via USB. Further research showed that the primary use of the Teensy board was for personal projects which can all be found under the PJRC13 store. The teensy board itself has been used as a penetration testing tool kit.

VI. EXPERIMENTAL SETUP

Our earlier research showed that the commands sent from an engineer’s machine to a PLC go through the TCP/IP protocol. We connected the machine and the PLC together (see Figure 2, Figure 3) via a switch so that we could confine any action to a safe environment without disrupting any other interconnected devices on the network.

By using the Codesys software to start and stop the PLC, while sniffing the connection between these two devices, we noticed that the commands sent between these devices were not encrypted, but rather, were in plain text (HEX). This characteristic is a vulnerability of the system that can be exploited. Since no authentication/encryption is used we can replicate this information without the need of the ABB suite of tools. The packets that are exchanged have a lot of raw data that do not perform any specific action on the PLC. One of the most important findings is the 3-way handshake being performed between the PLC and the computer. To attempt any sort of command execution we need to establish a connection using this 3-way handshake mechanism.

The packets also revealed that when an AA// was included in the raw data it meant that the following code was an attempt at communication. The above syntax was a key, as without
this syntax we would have to go through every single piece of data and use a trial and error approach in order to interpret data to actual commands. In order to craft packets, we used a Linux tool which has been made available for Windows called Scapy, which is able to create a packet with a set of parameters specified by the user. Specifically, it is a packet manipulation tool developed by Phillipe Biondi with the ability to forge, decode packets from a different range of protocols and to send them or reply to a request.

In order to be certain that this data did not change per every single connection attempt, we captured the data many times and compared these values. We concluded that the data exchanged in order to perform specific actions on the PLC are exactly the same every time. This finding lead us to the view that ABB PLCs with the specific firmware version use the same set of data to communicate with a workstation. This is very beneficial for our research since it means the attack can work for the same model of PLC without the need to alter the code. Using the same strategy we managed to sniff the ‘STOP’ command that is sent from a workstation to the PLC. The series of commands was crafted into a packet and was correctly sent from our device to the PLC, since no authentication or encryption was demanded from the PLC. The script was converted to a simple executable program and the file is hosted on local internet host; ready to download.

VII. Results and Analysis

The attack script starts by accessing the Scapy library and importing the time which is important because without this the PLC and engineer’s machine could not talk to each other in different times, i.e. they have to be synced. We create a connection socket specifying the IP and port of the PLC. We then define four variables that include the RAW Hex data, send the request, and wait (sleep) 0.1s before sending the second request. After the second request is sent we dispatch the third, which is the ACK and the fourth request is the STOP command. Finally the last raw data that we sent is to close the socket (See Figure 4). We have to mention here that the full information cannot be disclosed in this article for security reasons.

Based on the research and experimental work that we conducted we found that a ready malicious executable file can cause a PLC to STOP running. The executable file can be downloaded from the internet and executed from the workstation that controls the PLC. It can be copied to the startup location of the workstation so that the payload will run with every restart.

VIII. Discussion

A. Current ICS security practices

IT systems security practices have provided rich experience in defending against systems attacks. However these practices can hardly be applied directly as ICS is fundamentally different from IT systems. IT systems values confidentiality, integrity and availability (CIA), whereas ICS values reliability, maintainability and availability (RMA) [15]. This has resulted in different security defense mechanisms in terms of performance requirements, availability requirements, risk management requirements, physical interaction, time-critical responses, system operation, resource constraints, communications, architecture security focus, change management, managed support, component lifetime and access to components [15]. Moreover, attack can be performed as different levels including RTUs and edge devices, SCADA protocols and Network topology [16]. Existing IT system defense mechanism
def pkt_send():
    mysocket = socket.socket()
    mysocket.connect(("192.168.0.10", 1201))
    myStream = StreamSocket(mysocket)
    req = Raw(load="\xbb\xbb\x00\x00 ......")
    req1 = Raw(load="\xbb\xbb\x00\x00 ......")
    req2 = Raw(load="\xbb\xbb\x00\x00 ......")
    req3 = Raw(load="\xbb\xbb\x00\x00 ......")
    myStream.send(req)
    time.sleep(0.1)
    myStream.send(req1)
    time.sleep(0.1)
    myStream.send(req2)
    time.sleep(1)
    myStream.send(req3)
    time.sleep(0.1)
    mysocket.close()
    pkt_send()

Fig. 4: Attack code

has to be tailored to address the above-mentioned aspects in ICS security defense.

There have been some existing researches on adapting existing IT system security to satisfy the needs of ICS security. Snort, a signature-based intrusion detection open source solution have been widely used. Yang et al. [17] proposed a rule-based Intrusion Detection System (IDS), which is a signature-based and model-based approach specifically designed for SCADA networks. The proposed rules were implemented and validated using Snort rules. Cheung et al. also used Snort implementation for a model-based intrusion detection approach for SCADA Networks [18]. Artificial intelligence has also been applied into ICS security defending. Tsang and Kwong [19] proposed multi-agent intrusion detection systems and distributed the operational process into multiple agents. Jiang and Yasakethu [20] applied support vector machines (SVMs) for automated anomaly detection in SCADA. The results showed that the proposed algorithm achieves high detection rates. Maglaras [5] extended this work and applied OCSVM (One-Class Support Vector Machine) for detecting intrusions.

Existing work also provide control system security standards, guidelines and best practices. IEC/ISA-62443 [21] is an internationally recognised industrial control system security standard. The content is organized into four categories, which are General, Policy & Procedures, Systems and Component. NIST SP 800-82 [15] provides cross-industry guidance for establishing secure industrial control systems (ICS). The U.K.

CPNI has produced a good practice guide for ICS security. It includes seven parts encompassing both technical aspect (implementation [22] of security techniques) and managerial aspects (governance [25] and security awareness [24]). The U.S. Department of Homeland Security [26] produced guidance on the enhancement of ICS security. It provides a general structure of ICS security management and rich links to other industrial guidelines. The Swedish Civil Contingencies Agency (SEMA) has also produced guidelines to increase security and people’s awareness of industrial control system security [27]. It provides 15 recommendations and these recommendations were integrated into Deming Cycle, also known as the PDCA (plan, do, check and act) [28].

B. Future directions for ICS security

Although security standards, guidelines, best practices and security mechanisms are available for ICS, limited researches can be found in the change management and interdependencies between IT and ICS systems.

1) Change management: unlike IT systems, ICS system availability is a primary concern and ICS processes are always continuous in nature. Frequent software patching and updates are not suitable for ICS. Future research should focus on developing new security mechanisms to allow patching and updating equipment without affecting the main operation of ICS systems. The impact of patches and system updates needs to be thoroughly measured and tested.

2) Complex interdependencies: ICS has complex integration with IT systems and physical system. Future research should investigate interdependencies on communication networks and ICT components, develop new tools and processes for security defense.

Future research should focus on these directions and retrofit IT security into existing ICS components. This is consistent with H2020 call in the protection of critical infrastructure [22]. Future research should consider developing security solutions for the next generation ICS and integrating security measure in the ICS product lifecycle.

C. Proposed defense mechanisms

The Teensy HID device appears on the system under the Universal Serial Bus. Traditionally, Windows does not require any privileges for the installation of this device as these drivers are already part of the O/S and by default are automatically installed. A way to stop any input from a certain HID device is to blacklist it by vendor and product ID, but this is not very reliable as the vendor can change the identifiers which then” can by-pass the blacklist enabled within Windows [7]. Another option would be to create a policy within Windows to allow only one keyboard and mouse to be present at any one time. Another available option is to allow the administrator to specify a list of device set-up GUIDs (global unique identifiers) for device drivers that windows is allowed to install. Cryptographic solutions are incomplete without effective key management which remains an open problem in SCADA networks.
The security properties of ICS can be improved by using many of the current cryptographic methods. Although SCADA protocols typically do not support any sort of cryptography, this capability would be useful in securing these networks. The unique characteristics of SCADA networks, on the other hand, make it difficult to adapt existing cryptographic techniques for these systems. Except from strict policies and maintenance issues, security technologies and procedures that are applied on a SCADA network must be audited and updated in a regular basis. Regarding which, more research is needed to develop proper metrics to assess the security of SCADA networks. The integration of new technologies introduce new threats to the security of the ICS. In the ICS network there are three crucial aspects of security that must be protected: Confidentiality, Integrity, and Availability [8].

IX. CONCLUSION

This article has investigated the vulnerabilities of a SCADA system and performed an attack directed at an ABB PM564 PLC, using a HID (Human Interface Device). This PLC uses the Codesys programming software as its SCADA programming interface. The HID device is inserted into the workstation and is recognized as a keyboard. Once the Teensy USB has been plugged into the system it will wait for a specific amount of time (set in the code) in order to download the code and execute it. The attack, although primitive, cannot be detected by any current IDS, since it involves the execution of a legitimate 'STOP' order from an authorized device. The malicious packet which alters the behaviour of the PLC can be executed in random time periods and in different PLCs, thus making the situation harder to be controlled.

The article then reviewed current security counter measures and ICS defense mechanisms from both technical and managerial perspectives. It also provided possible counter measures and defense mechanisms against this kind of cyber attack. As future work, more sophisticated attacks are going to be performed with real time defense systems tested against them in order to assess their detection capabilities.
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I. INTRODUCTION

Due to the enormous research and development of the recent years, the lack of information has not been an issue in the most fields of human activity. On the contrary, besides new technology, there is a huge volume of data available for people. Therefore, sorting the data and obtaining specific information from databases has become of great significance. In the last decade, data mining as a research field has expanded and progress in data processing is getting both more accurate and convenient. Besides text data mining; novel data mining algorithms; web mining and social network analysis, image mining belongs to the spheres of interest.

Analysing image data forms a keystone of many research areas including medicine (evaluating MRI, interpreting X-Rays/CT scans), forensic criminology (fingerprint identification, face recognition), robotics and industrial automation (robotic vision), meteorology and geography (satellite imagery) as well as education (computer-aided visualization) and many other fields.

Searching information within images represents a special entity of data processing. Images as a unique category of data differ from text data in several aspects as in terms of their nature so in terms of storing and retrieving. Images have visual character, they can be represented in numerical form, however large amount of numbers is to be evaluated in order to search image databases. Finding, extracting and classifying objects from images are the basic requirements of processing an image successfully. Tools of data mining have been utilised for these tasks to be performed with increased efficiency. Nevertheless, applying data mining solely would not bring satisfactory results for image processing.

Image mining deals with extraction of implicit knowledge, image data relationship or other patterns not explicitly stored in image [1]. Unlike other image processing techniques, IM does not aim at detecting a specific pattern in images. It focuses rather on identifying and finding image patterns and deriving the knowledge from images within an image set based on the low-level (pixel) information. As a research field, it has developed to an interdisciplinary area combining knowledge and tools of data mining, databases, computer vision, image processing, image retrieval, statistics, recognition, machine learning, artificial intelligence, etc. Image mining process consists of several components including

- image analysis covering image preprocessing, object recognition and feature extraction,
- image classification,
- image indexing,
- image retrieval,
- data management.

A number of approaches for each of the above mentioned procedures have been proposed. Yet, image processing stays a domain where humans still can outperform computer.

This paper aims at reviewing the steps of image mining, the most often utilised techniques for the individual subprocesses of IM and at identifying the major current issues and challenges in image mining.

II. IMAGE ANALYSIS

Image analysis is an inevitable step of image Mining. The analysis is often said to be a pre-processing stage of the image mining [2]. The objective of analysing an image is to find and extract all relevant features required to represent an image.

A. Image Preprocessing

Image preprocessing is an initial step of processing images. It is utilised for improving the quality of an image before object detection algorithms are applied. Normalising images is usually performed in order to reduce noise and/or enhance resolution of an image. Different pre-processing procedures
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might by employed including average, median and wiener filtering for lowering the impact of noise and interpolation based Discrete Wavelet Transform (DWT) and Multiresolution Image Fusion to enhance the resolution [3], [4], [5].

B. Object Recognition

Object recognition is a step resulting in segmentation of an image. It focuses on identifying objects in an image and dividing an image into several regions accordingly. It is a task which until recently was considered the main objective of image processing. Visual objects are to be detected from an image according to a model. The model represents certain patterns obtained as an outcome of applying a training algorithm on the training sample. For this purposes, supervised machine learning needs to be deployed.

Once the objects can be identified within an image, it can be segmented into subareas. Berlage distinguishes three segmentation approaches [6]:

1) Marker-based segmentation - Objects are represented by an area covered by a marker. The object to be detected is identified based on labelling the space within an image.
2) Object-based segmentation - Objects are identified without the boundaries being exactly determined.
3) Contour-based segmentation - The contours need to be matched pixel precisely.

Many algorithms for object identification have already been proposed and are exploited in practice. Face and smile detection algorithms utilised by cameras or recognition systems, tool detection applied for improving robotic vision, tumour detection from MRI are just examples of successful deploying the recognition/detection systems. Still, there are unsolved issues in object detection. Additionally, currently, the task is not only to detect an object, but also to extract, mark or in other way represent the pixel information for further processing.

C. Feature Extraction

Extracting features stands for a process of compressing the information derived from identified objects into a set of attributes. Both local and global descriptors may be used for representing the image. Global descriptors are easier to compute and do not tend to segmentation errors. In comparison, local descriptors provide much precise representation and might discover even subtle patterns [7]. Features are usually represented numerically and provide complex mathematical representation of an image. They describe objects in terms of shape, texture and/or colour, etc.

As a result of attempt to unify the way video and audio are described, MPEG-7 was standardised as ISO/IEC 15938 (International Organization for Standardization / International Electro-technical Commission). This standard is often referred to as Multimedia content description interface. According to Martinez, visual descriptors are divided into the following description tools [7]:

1) Basic Elements - Grid layout, time series, 2D3D multiple view, spatial 2D coordinates, and temporal interpolation are examples of tools further used by other descriptors.
2) Colour - Colour histogram is the most commonly used description. It enables easy computing and provides effective characteristics of colour distribution in an image. Furthermore, as a descriptor, colour histogram is invariant to rotation and translation [8]. Colour moments can be also used as descriptors. They are usually applied as the first filter before applying other, more sophisticated methods for image retrieval [9]. Colour Space, Colour Quantization, Scalable Colour, Dominant Colour, Colour Layout, Colour Structure, and Group-of-Frames/Group-of-Pictures Colour are described as colour descriptors by [7].
3) Texture - Texture is a visual description tool characterising the visual patterns occurring in images based on the granularity, directionality and repetitiveness. Statistical methods used for defining image intensity include e.g. Tamura Features, Shift Invariant Principal Component Analysis, Fourier Power Spectra and Markov Random Field as well as multi-resolution filtering techniques Gabor and Wavelet transform [8]. The descriptors of texture defined by MPEG-7 are Homogeneous Texture, Non-Homogeneous Texture (Edge histogram), and Texture Browsing [7].
4) Shape - Boundary-based (rectilinear shapes, polygonal approximation, finite element models, Fourier-based), region-based (statistical moments) and 3D Shape methods are the most often utilised techniques for shape descrip-
III. IMAGE CLASSIFICATION

The objective of classification is to categorise objects detected in an image. Currently, classification objects is an extensively researched domain. Different approaches have been proposed and tested. However, the field remains in its infancy and categorising into non-pre-defined classes is still an issue to be solved. The researched methods of categorising objects as described by [6], [8], [11] are:

A. Supervised Classification

Supervised classification is the original approach of categorising images. The objective is to divide the detected objects into pre-defined categories. Methods of machine learning (decision tree, rule-based classification, support vector machines, neural networks) are applied on training the system based on the labelled (pre-classified) samples and following, on labelling new images using the obtained (trained) classifiers.

B. Image Clustering

In contrast to standard classification methods, clustering represents unsupervised categorization of objects. The objects are grouped into clusters based on the similarity, not on the basis of predefined labels. Cluster analysis aims at searching for common characteristics without knowing the exact data types. It is oriented on decomposing images into groups of objects similar to each other and different from the other objects as much as possible. The similarity is evaluated based on the calculated features (texture, shape, colour, ...).

Hierarchical clustering, partition based clustering, mixture resolving, nearest neighbour clustering, fuzzy clustering, evolutionary clustering are some of approaches used for unsupervised categorization. After accomplishing the clustering process (dividing the objects into clusters), an expert form the particular field is needed to identify the individual categories (clusters).

IV. DATA MANAGEMENT

Images cover a huge amount of information. Depending on the way of storing and indexing images, various knowledge might be searched and retrieved from an image database.

A. Storing Images

Zhang et al. identified several differences between image databases and relational databases pointing out the misusing and misunderstanding the term of Image Mining [11]. IM cannot be understood barely as applying data mining techniques on images, as compared to relational databases, there are important differences in handling images:

- Relativity of values - Images can be numerically represented, however, in contrast to relational databases, the values are only significant in a certain context.
- Dependency on the spatial information - When working with image databases, the position of individual pixels is an inevitable factor for correct interpretation of image content.
- Multiple interpretations - In comparison with relational databases, image databases are more difficult to handle, as the same patterns derived from images might have multiple interpretations depending on the context and position.

There are different ways of storing images. Several compression formats (JPEG, MPEG 7, DICOM) store the meta data in one file with an image. According to [6], this approach might result in difficulties with analysing images. Databases of such images are not the most suitable candidates for data mining, as they are not optimised for time- and memory-consumption when performing image retrieval.

[12] and [13] propose separating the metadata into relational databases from raw images stored in file system in order to provide faster and more efficient image management. This technique needs additional referencing, which requires a certain degree of self-discipline.

Complex data management in the form of object-oriented databases is also a solution proposed by [14]. However, standardising is required to enable broader exploitation of the method.

B. Image Indexing and Image Retrieval

In order to enable retrieving images from databases efficiently, a suitable indexing is required. Relational databases provide indexing based on primary and secondary keys. This approach is not applicable when mining image databases, as the image retrieval is most often similarity-based. K-D-B tree, R-tree, R+-tree, SR-tree, TV-tree, X-tree and iMiniMax are the most utilised indexing methods as described by ([11], [15], [16], [17], [18], [19], [20]).

The retrieval techniques as described by [21] cover:
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Fig. 4: Example of Multimodal Retrieval System for Image Mining [16]

- **Query by Associate Attributes** - Retrieving images based on the attributes stored as metadata
- **Query by Description** - Description of the context stands for key words assigned to images (e.g. in file names)
- **Query by Content** - Organising pictures according to their visual content (according to the detected features, such as texture, shape, colour; according to the similarity, etc.)

Many later applications are focused on combining the above mentioned methods in order to enable more specific and comfortable search for particular data.

Multimodal retrieval was proposed for managing several kinds of unstructured data including image, video, audio and text simultaneously by [22]. The proposed algorithm enables both retrieving data based on visual features and text models. Framework deploying deep learning architecture was proposed by [23] as a tool for improving accuracy of image retrieval in medical image data management. [24] also developed a text based indexing system for mammographic image retrieval and classification. Extracting an accurate information from large amount of data is accomplished leaning on Bayesian Naive classifier.

V. CHALLENGES

Automated Image Analysis and consequent Knowledge Acquisition based on computer-driven processing images have tremendous potential. The research is still at the beginning and many areas need further investigation. There are many issues to be solved in order for the computer to be able to efficiently analyse images and to derive knowledge accordingly:

- Moving away from low-level pixel representation of images is evident. For successful image mining, developing representation of images able to encode the contextual information hidden in an image is crucial.
- A necessary step in Image Mining is classification of the obtained patterns. Automatic deriving of appropriate decision criteria for clustering represents an obstacle still difficult to be overcome.
- Proposing a suitable indexing method is also of concern. There is need for standardising the procedures of indexing and retrieving knowledge from images.
- A query language able to request both visual patterns and textual information (metadata related to an image) needs to be developed and unified.
- World Wide Web can be seen as an image database containing huge volume of images. Beyond the images, there is an unlimited amount of information. Analysing the Web and retrieving particular/searched knowledge from the images stored online currently represents the major challenge for image mining and image processing as such.

VI. CONCLUSION

The goal of this paper was to emphasize the fact, that nowadays, users (including doctors, meteorologists, investigators, teachers and students, etc.) need to face and utilize an incredible amount of pictures stemming from the Internet or various private and commercial databases. The review aims at stressing out the need of automating their processing and classification with the purpose of obtaining particular information/knowledge from an image collection.

Following the objectives, Image Mining was described as an interdisciplinary research area, the particular steps needed for IM were reviewed and the commonly exploited IM techniques were summarised.

The tasks of introducing automated detection of unknown patterns in image sets and deriving contextual information based on these patterns were defined as the main purposes of Image Mining. Accordingly, at each IM level, the benefits and bottlenecks of individual techniques pointing out the future focusing were identified. Besides, the final part of the paper outlines the challenges to be faced within the future research.
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