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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Managing Editor
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Abstract—The recent years have witnessed rapid
developments in the field of image encryption algorithms for
secure color image processing. Image encryption algorithms have
been classified in different ways in the past. This paper reviews
the different image encryption algorithms developed during the
period 2007-2015, highlighting their contrasting features. At the
same time a broad classification of the said algorithms into: (1)
full encryption algorithm and (2) partial encryption algorithm,
each further sub-classified with respect to their domain
orientations (spatial, frequency and hybrid domains) have been
attempted. Efforts have also been made to cover different
algorithms useful for color images of various color spaces like
Red-Green-Blue (RGB), Hue-Saturation-Intensity (HSI), Cyan-
Magenta-Yellow (CMY) etc. Chaotic cryptosystems, various
transforms like wavelets, affine transforms etc. and visual
cryptography systems are being discussed in detail.

Keywords—RGB; HIS; CMY; Chaotic cryptosystem; wavelets;
affine transforms and visual cryptography

I.  INTRODUCTION

A. Background/Preliminary:

The field of encryption, which deals with information
security, is an active research domain in modern times.
Irrespective of the kind of data (multimedia or plain text data)
dealt with, security is wvery crucial, attracting lots of
researchers into this important domain. World-over,
researchers are worried on security issues during: (1)
transmission of data across a secure channel and (2) the
storage of data, so that it is not attacked or retrieved by
unauthorized parties. Encryption techniques in general help
manage these two aspects related to security of any data.

The present review focuses on enlisting and exploring
various encryption techniques related to image data. Image is
an array or a matrix representation of square picture elements
(pixels) that is systematically arranged in rows and columns.
For example, a given 2D image | can be represented as MxN
matrix where M and N represent the number of rows and
columns respectively. Each pixel represented in the image
matrix has an intensity value. In case of gray scale images the
pixel can take intensity value between the ranges [0,255].
Figure 1 shows an instance of a gray scale image matrix with
its intensity value representation.

A given Image data will differ from the corresponding text
data in several ways. For instance, an image data is inherently

Wen-Zhan Song

Department of Computer Science,
Georgia State University (GSU),
Atlanta, Georgia, USA

redundant with the pixels highly correlated (This is generally
derived from the fact that an image has smooth texture).

Fig. 1. Each pixel in the gray scale image matrix can take any of the 256
values between [0,255]

Some cryptosystems like the chaotic cryptosystem [1-2] make
use of this inherent property of images for encrypting them.
Moreover, traditional cryptosystems used for text is not used
in case of images for the following two reasons: Firstly, the
size of the image data and normal text data varies greatly, with
the former being many times bulkier, going up to several
Gigabytes in size. Due to the size variation between the two
kinds of data at hand, it is obvious that traditional
cryptosystems would take a lot more time encrypting image
data than normal text data, which is not a very wise choice to
go with. A second constraint while dealing with the text data
arises out of the requirement that the decrypted data must be
same as the original data (in terms of size and content). In
contrast, small distortions in the decrypted image data are
acceptable as it always depends on human perception which is
different for different people. Moreover, lossy compression
can be applied to image data before encryption, though this
would lead to slight loss of redundant data in the decrypted
image [3].

In image encryption, it is important to verify the following
three parameters of transmitted digital images: integrity,
confidentiality and authenticity [4]. Some of the applications
in which image encryption algorithms come really handy are:
internet communication, multimedia systems, medical
imaging, telemedicine, military communication etc. [3].
Figure 2 shows an illustration of the encryption/decryption
process of image data.
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Fig. 2. Encryption and decryption process illustration of a single image
matrix

Image compression is another interesting area of research
that goes hand in hand with image encryption. Many
encryption algorithms like to compress the initial image first
before actually encrypting it so as to get rid of any redundant
data in the beginning itself [5]. However, some researchers
still prefer to encrypt data first and then compress it before
transmitting [5] [6] [7] [8]. Compression before encryption
works better for data that is highly redundant in nature [5] [6].
In addition to removing redundant data, compression also
reduces the bandwidth requirement for transmission of the
encrypted image along secure channels. However, it may be
added that not all encryption algorithms make use of
compression. Most of the algorithms which are frequency
domain- oriented and those that involve usage of transforms
like DCT, affine etc. have compression either of lossy or
lossless form, inherently added to them.

B. Types of Images:

Images can be divided broadly into two categories: (1)
Gray-scale images and (2) Color-images. A simple definition
of gray scale images would be an image which has only
shades of gray and is devoid of any other color. In simpler
words gray scale images contain no color information and is
mostly referred to as one-color images [29]. The difference
between gray-scale images and colored images is that for gray
scale images, only less information is required to represent a
given pixel of the image. A given pixel of a gray scaled image
can take up any of the 256 values ranging from [0-255], which
is basically called the intensity of the pixel [9].

Color images can be picturized as a three-band
monochrome image data, where each band of the image
corresponds to different color [29]. For example: RGB images
corresponds to red, green and blue bands if separated into their
individual components. Figure-3 shows the famous picture of
Lena as a binary image (consists of black and white color
only), gray scale image (consists of shades of gray ranging
from [0-255] i.e. range from black-shades of gray-white) and
RGB colored image (consists of 3 individual components R, G
and B) [9].

RGB color images consist of three separate components of
8 bits each. Thus RGB has a color depth of 24 bits in total
compared to the 8 bits of gray scaled images. There are
various other color space representations of images which are
more effective than the RGB representation of images. For
instance: Y1Q color space (luminance (Y), Chrominancel ()
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and Chrominance2 (Q)), HSI color space (Hue (H), Saturation
(S) and Intensity (1)) etc. [9]. Recent experimental results of
correlation indicate that Y1Q color space algorithm is better
than RGB algorithm [9].

el |

a) Bizary lmage

Fig. 3. Image of Lena as a binary, gray-scale and RGB color image
(courtesy: ref [9])

C. Full Encryption Algorithms vs. Partial Encryption
Algorithms:

The image encryption algorithms can be broadly divided
into two categories: full encryption algorithms and partial
encryption algorithms (selective encryption algorithms). These
algorithms will be discussed with respect to their domain
orientation, i.e., whether they are spatial domain specific,
frequency domain specific or a mix of both (hybrid domain
specific) as shown in Figure 4 [4].

Fig. 4. Broad classification of Image encryption algorithms into full and
partial encryption algorithms

Full encryption algorithms, as the name itself suggest,
deals with the image as a whole and encrypts the whole image.
Partial encryption algorithms encrypts only a part of the image
rather than encrypting the whole image. Region of Interest
(ROI) is used in selecting the part of image that needs to be
encrypted in partial encryption algorithm [20]. Visual
cryptography (VC) algorithms also fall into the category of
partial encryption algorithms. The application areas of these
two classes of encryption algorithms vary greatly. For the first
comparison, we look at the computation requirements of both
the algorithms. It is seen that in partial encryption algorithms,
the computational requirements are greatly reduced as only the
lowest portion of data is encrypted. In fact, the full encryption
algorithms have greater computational complexity than partial
encryption algorithms. For the second comparison, the overall
time required by both sections of the algorithms is looked at.
Time can be further divided into two categories, (i) the
encryption-decryption time (EDT) and (ii) the actual
transmission time of the encrypted data over a secure channel.

2|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

EDT for full encryption algorithms are bound to be larger as
compared to partial encryption algorithms as the latter focuses
on encrypting-decrypting only a small region of the image [4].
Figure 5 a) and b) shows the flow and stages of full encryption
algorithms and partial encryption algorithms.

Fig. 5. a) Full encryption algorithm b) partial encryption algorithm

D. Evaluation and Comparison Criteria of Image Encryption
Algorithms:
Most of the papers discussed under the category of full
encryption based algorithms under spatial domain category [1-
4] are evaluated based on the following four parameters:

1) Security - Security as an evaluation parameter indicates
the confidentiality and robustness of the encryption scheme
against various attacks like statistical and differential attacks
[9].

2) Speed-A factor used to differentiate partial and full
encryption algorithms. Less data to encrypt implies usage of
less CPU time which further implies faster encryption and
decryption. This is the advantage of partial encryption
algorithms over full encryption algorithms [9].

3) Correlation — Main aim of encryption is to destroy the
correlation between adjacent pixels of the encrypted image
(which is it will be nearly zero). Image data inherently
processes the feature of highly correlated pixels (correlation
value close to one), encryption aims to destroy that [1-4] [9].

4) Key space analysis — The key space of an encryption
space should be large enough so as to avert any brute force or
exhaustive attacks from the intruder. Moreover the encryption
scheme must also be sensitive to the key [9].

Correlation of adjacent pixels of an encrypted image has to
be reduced. But many encryption algorithms on color images
existing today are just an extension of the original encryption
algorithm on a gray scale image. The correlation analysis does
not work out well for such group of algorithms as they apply
the encryption schemes on the R, G and B components
separately. While doing so, such class of algorithms
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conveniently neglect the correlations of the R, G and B
components together. Most of the papers discussed here [1]
[2-15] are not an extension of the gray scale image encryption
scheme, with the exception of [2]. The comparison criteria of
most of the papers [1-9] are based on the following:

1) Number of Pixel Change Rate (NPCR)-This depicts
that the more a particular cryptosystem is sensitive to
changing of the original inputted data, the more effective that
cryptosystem is to resist a statistical attack from an intruder.
The higher the value of NPCR (close to 100%), better is the
cryptosystem able to resist statistical attacks.

Yi,jD (R,G,B) (i,j) x 100%
NPCR (R,G,B) = T

Where, W and H represent the height and width of the
image.

2) Correlation coefficient-the correlation coefficient
between the pixels of the encrypted image should be low i.e.
close to zero as it will help resist statistical attacks. The
correlation coefficient between each pair of adjacent pixels of
an image can be calculated as:

N
1
D) = ) (i = E@)Y

Where,

1 N
Cov (,y) = 1) (xi = EC) i - E®)

= N
E@ = oy xi
X) = N Xl
i=1
Cov (x,y)

VD)D)
3) Unified Average Changing Intensity (UACI) — UACI

values are given so as greater is the possibility that the
cryptosystem can avert a differential attack from an intruder.

ri{x,y} =

UACI (R,G,B)
_ 1 XijICRG, B){i,j) — C'{R,G,B){i,))|
WxH 255

Here, W and H represent the width and height of the
inputted image and C (R, G, B) and C’ (R, G, B) are encrypted
images before and after a pixel in the original inputted image
has been changed.

4) Entropy-This parameter deals with the idea of self-
information. It indicates how much of information has been
lost in the decrypted image. The ideal value discussed in here
for [1-8] is 8. If an encryption scheme has a value closer to 8
means it has lost very little to negligible amount of
information. If there are M messages as m is a symbol then

entropy H(m) can be defined as:
M-1

_ 1
H(m) = zo p(m i)log 5
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Il. FULL ENCRYPTION ALGORITHMS

Full encryption algorithms are discussed in [10-17]. These
papers are divided into spatial domain [10-13], frequency
domain [14-15] or hybrid domain [16-17] based algorithms.
[10], [11] and [13] are encryption algorithms that are based on
chaotic cryptosystems. Chaotic cryptosystem is based on the
mathematical theory of ‘Chaos’. In theory, chaotic
cryptosystems are those dynamic systems that are highly
sensitive to system parameters and initial conditions. If the
system parameters change by chance then the decrypted image
at the receiving end would be totally different from the
original inputted image [10]. Chaotic cryptographic systems
exploit the inherent feature of bulk data capacity and high data
redundancy of an image [30]. The reason chaotic
cryptosystems is most useful is because the encryption
algorithm destroys any original pattern existing in the
reconstructed image, thus making it difficult for an intruder to
reconstruct the image based on visual perception of the
graphical information. Chaotic cryptosystems are tied to two
properties of good ciphers i.e. confusion and diffusion [18].
Diffusion is based on the dependency of the output bits on the
input bits whereas confusion is made possible by permuting
the data sequence thus guaranteeing the relationship between
the key and cipher text to be as complex as possible [18]. The
secret key for chaotic cryptosystems described in [10] [11]
[13] [16] [17] are the initial conditions and the system
parameters defined.

The first step for designing a chaotic cryptosystem is
selection of a chaotic map. The dynamics of the chaotic map is
determined by control parameters [18]. A particular chaotic
cryptosystem will choose the number of chaotic maps it needs.
A single chaotic map has only a small key space making it
easy for intruders to perform brute force attacks to break the
system. Thus to avoid such a situation, multidimensional
couple maps can be used together so as to improve the
security. A chaotic map is generally used to produce a chaotic
sequence after certain number of hops which is very important
as this sequence controls the entire encryption process.
Though the chaotic cryptosystems seem perfect in theory, in
practice they also have a few limitations. First of all, the
performance of a chaotic cryptosystem is relatively slow when
compared to other cryptosystems (traditional cryptosystems).
In addition, the fact that the chaotic cryptosystem is highly
sensitive to system parameters and initial conditions of the
system sounds great in theory. But in practice, it is difficult to
get the correct decrypted image if the processors at the senders
and receivers end are different! Because of these limitations,
chaotic cryptosystems are very much limited in real world
applications [18] [19]. Moreover most of the chaotic
cryptosystems are already dysfunctional [31].

Rhouma et al [10] have made use of a piecewise linear
chaotic map to build their chaotic cryptosystem. The main
encryption procedure had three sub procedures which were
interleaved with each other. While dealing with color images
(in RGB color space) the first step of the encryption algorithm
was to convert the image into its three individual vector
components by scanning the original image matrix from left to
right and top to bottom. The second step involved the division
of the phase space of the skew tent map used to build the
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cryptosystem into 256 equal width intervals. A mapping
function was also defined to help map the respective values.
Finally, each of the color pixels belonging to R, G or B were
individually encrypted by going through certain number of
predetermined rounds. The results of [10] showed that the key
space (key space = 1093) was not exhaustive enough (as in the
case with most chaotic based cryptosystems) and it was
vulnerable to brute force attacks. In order to prove that the
encryption algorithm suggested by the authors was a secure
one, they proved that the values of NPCR and UACI were
high enough to avert any differential attacks. Information loss
incurred by [10] was very small, almost negligible, as seen
from entropy factor calculations (entropy = 7.9551, as against
the ideal value of 8).

Ahmad and Alam et al [11] also talked about encryption
and decryption of images by using a chaotic cryptosystem.
The main difference between [10] and [11] is that in [11], the
authors made use of three different chaotic maps namely, 2D
cat map, 2D coupled logistics map and 1D logistics map. The
original image was initially broken down to 8x8 sized blocks
and were then shuffled by using the 2D cat map. The control
parameters for the shuffling process were generated randomly
as dictated by the 2D coupled logistics map and lastly, the
shuffled blocks of the image was encrypted in accordance to
the chaotic sequence that was generated by the 1D logistics
map. Unlike the work described in [10], [11] surprisingly has
a huge key space (about 10112) which was capable of
preventing any sort of statistical or differential attack. The
information loss as measured by calculating entropy (7.9992,
ideal entropy value = 8) was low here too and the coefficient
correlation was obtained to be very low as desired (that is,
0.0095, ideally if low correlation that has to be closer to 0).
The work in [10] did not really calculate the coefficient
correlation value, so was hard to tell whether the correlation of
adjacent pixels of the encrypted image was low or high.

Chandel et al [12] made use of the color images found in
the wang dataset. The security in [12] was increased because
of two operations performed one after another: splitting
procedure followed by the encryption procedure. Both the
procedures have their own respective keys. The encryption
algorithm used here is not really new but simple RSA
encryption algorithm, which is a public key cryptography
method. Initially, the color image from the database was split
into many portions by making use of a splitting algorithm.
RSA encryption algorithm was then used to encrypt each of
the split pieces. On the receiving end, the inverse of RSA was
successfully applied to decrypt each of the split pieces and
finally all the split pieces were merged together to form the
final decrypted image. The keys and number of split pieces
were predetermined by the authorized sender in this
encryption methodology. This work made use of histograms
only to measure the color bins of both the original and the
encrypted images. The encryption scheme in [12] did not have
an exhaustive analysis of the key space nor did it calculate the
coefficient correlation between adjacent pixels of the
encrypted image. The only criteria calculated in [12] was the
entropy and it consequently proved that the information loss
was almost negligible for each of the color images considered
from the wang dataset. Since no other analysis was shown by
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the authors in [12] against any attacks it is difficult to say how
effective this encryption methodology can really be. But on a
positive note, the encryption scheme in [12] can be plainly
noted for its simplicity.

Just like works in [10] and [11], Wang et al [13] was also
based on chaotic cryptosystems. This paper made use of a
single chaotic map that is the logistics map. The encryption
algorithm was very similar to that discussed in [10]. Initially a
RGB-color image was broken down to its independent R, G
and B components. Then a permutation algorithm was
performed on each of the independent component matrices.
The permutation algorithm facilitated combined row and
combined column scrambling which helped the R, G and B
pixels to be mutually permuted. Lastly, a diffusion process
was applied to the R, G and B components of the image to
give the resultant cipher image. The encryption process
discussed when applied in the reverse order gives back the
original color image. This algorithm was effective against
exhaustive attacks as it had a huge key space which could
reach up to 10%. Histogram analysis was also performed
which showed that after encryption the R, G and B’s
components of the cipher image was fairly uniform proving it
hard for an intruder to decrypt. Thus the methodology
described in [13] was safe against statistical attacks. The
correlation coefficient of the cipher image was also very
small. NPCR and UACI values calculated by [13] were at a
higher range which proved that it was secure against any
differential attacks. The authors of [13] also proved that their
methodology was safe against cipher text only attacks, known
plaintext attacks, chosen plaintext and chosen cipher text
attacks.

With Chen et al [14] deals with a new domain, viz.,
frequency domain. This paper made use of two transforms:
affine transforms and the gyrator transforms. The affine
transform was used twice in the encryption process. The
parameters for these transforms served as the secret key in
[14]. Initially the RGB image was broken down into its 3
independent components. A function of the affine transform
was then used to mix these R, G and B components. Basically,
the components were converted to a complex function (real
and imaginary parts) with the help of the affine transform.
The scrambled pieces of the images was then combined using
the gyrator transform. In other words the gyrator function
helped to encode and transform the complex function obtained
in the first step of using the affine transform. And lastly, the
encrypted image came into being by using the final function of
the affine transform. The reason the affine transform was
performed twice for this encryption scheme was in order to
enhance the security of the algorithm. The work in [14] has
also demonstrated some numerical simulations to prove that
the methodology is valid, secure and robust in nature. Figure 6
shows the encryption scheme as discussed in [14].

Vol. 7, No. 10, 2016

Fig. 6. Encryption algorithm as demonstrated in [14]

Samson et al [15] bought in compression before the
encryption process. The compression achieved by the use of
wavelets in [15] was however lossless in nature. In order to
achieve additional compression, [15] made use of lossless
predictive coding alongside wavelets. The encryption scheme
in [15] flowed as following: firstly, the input color image was
compressed using a wavelet of sender’s choice, the level of
decomposition was also set according to the sender’s choice.
Then additional compression was achieved using lossless
predictive coding. The second step was the encryption process
which was achieved using the regular secure advanced hill
cipher. This in turn involved a pair of involutory matrices (that
is the inverse of a matrix A is equal to the matrix A itself), a
mix() function and an XOR operator. The decryption process
involved firstly the decryption algorithm followed by the
decompression algorithms in order. The wavelet used in [15]
was the simple haar wavelet. One of the drawbacks of the
methodology in [15] was that there was no analysis of the key
space or the nature of attacks possible described in it. The only
form of validity [15] has is that the decrypted image obtained
was the same as the original inputted image. Figure 7 depicts
the flow of stages in [15].

Yu et al [16] and Zhou et al [17] discussed their
methodology in the hybrid domain. Yu et al [16] made use of
both: the chaotic cryptosystem and the wavelet transform to
form its own encryption scheme. This paper made use of the
wavelet decomposition and reconstruction processes twice in
its encryption scheme. Initially the original color image
underwent a 1-level wavelet decomposition. Only the low
frequency coefficients were considered of importance at this
stage and they were encrypted using a chaotic based
encryption algorithm. There were four chaotic maps used for
this purpose alone namely: Logistic maps, Chebyshev map,
2D Arnold map and 3D Arnold map.
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compared to all the other cipher/encrypted images in [10-16]
was that it was non-linear in nature and was a combination of
gray image and a phase matrix. Numerical simulations had
been performed which enabled to illustrate the effectiveness
and the level of security obtained by the proposed encryption
scheme in [17]. Table-1 summarizes the full encryption
algorithms discussed in this section.

TABLE I. SUMMARY OF FULL ENCRYPTION ALGORITHMS. THE WORK
DiSCUSSED IN [14] & [15] BANKS ITS VALIDITY ON YHE FACT YHAT YHE
FINAL DECRYPTED IMAGE SHOULD BE YHE SAME AS YHE ORIGINAL INPUTTED

Encoding Decoding

SAHC based encryption | Lifting scheme based

| inverse transform coding |

ENCRYFITD MAAGE S

Fig. 7. Flowchart of the encryption scheme followed in [15]

The next step in encryption involved that these encrypted
low frequency coefficients act as a key stream and be XORed
with the unencrypted high frequency coefficients. This step
rendered all the image information held by the high frequency
coefficients as hidden. The third step in the encryption process
was the wavelet reconstruction which rendered all the
encrypted low frequency portions to be equally distributed
among the whole image. In order to have effective
confidentiality in the encryption scheme of [16], the authors
decided to make use of chaotic scrambling for the
reconstructed image. Arnold scrambling was used in order to
produce a smooth image as the final decrypted image. The
wavelet decomposition and reconstruction processes were
performed again (level-2 wavelet decomposition). The key
space was large enough to resist brute force attacks (2'%%). The
encryption algorithm proved efficient enough against
statistical and exhaustive attacks. Overall, methodology
discussed in [16] only gave us reasonable performance, but the
encryption time taken by the encryption process was
determined to be 0.266 seconds (which is still long).

The works from [10], [11], [12], [13], [14], [15] and [16]
dealt with image from the RGB color space. Zhou et al [17]
instead dealt with the image from HSI color space only. The
first step in the encryption scheme of [17] was converting the
image from any other color space to the HSI color space. New
phase plates were generated in this encryption scheme using
the fractional fourier transform. The S component obtained a
new random phase with the help of random phase encoding
which was based on fractional fourier transform. The I
component too was transformed into two new phase plates
with the help of double random phase encoding which was
again based on fractional fourier transform and it made use of
the H component and the new random phase component. The
final step to the encryption scheme in [17] was chaos
scrambling which essentially encrypted the image. The
difference between the cipher/encrypted image in [17]
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I1l. PARTIAL ENCRYPTION ALGORITHMS

Partial encryption algorithms are also known as selective
encrypted algorithms. The fundamental rule of these
algorithms is that there must be independence of the encrypted
regions from the unencrypted regions of the image. Since they
deal with encrypting only a fraction of the whole image, the
computation requirements are greatly lessened by this class of
algorithms. Another important point to take into consideration
is that this class of algorithms play a very important role in
real-time applications. These algorithms play an important
role specifically in medical applications. They generally help
separate out information into sensitive and insensitive data
only based on perception. [20-26] are papers that fall into the
category of partial encryption algorithms. [20-26] are further
are divided into spatial domain [20-24] and frequency domain
[25-26] based algorithms.

Along with ROI based algorithms VC algorithms also
forms a part of the partial encryption algorithms class. Visual
cryptography is a class of encryption algorithms that does not
make use of any key. It makes use of a technique where a
secret image is hidden inside an image into multiple layers. So
each layer of the image essentially holds some secret
information. At the receivers end all one has to do is align the
layers and the secret information in a proper way and the
original image is revealed to the receiver plainly by human
perception. The advantage of VC algorithms is that no
complex computation is required to be performed in order to
get the decrypted image. And since VC algorithms do not use
keys, there is no key management needed for these class of
algorithms [21].

The methodology of how a VC algorithm work is as
following: a secret picture needs to be shared among n
participants. So in order to divide this secret image among the
n participants, a splitting algorithm is very important. The
secret picture is divided into n transparencies/shares based on
the splitting algorithm in such a way that if any m shares (as
determined by the sender) are placed together then the original
image become visible to the authorised receiver. But, if fewer
than m shares are placed together than the original image is
not revealed to the authorised receiver. The superimposition of
the pixels of the various shares is achieved by using a simple
logical OR operator. Thus the computational complexity of
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the VC class of algorithms is not much [21]. The only
disadvantage of the VVC class of algorithms is that the quality
of reconstructed image could be very poor for certain classes
of inputted images.

Wong et al [20] proposed a multi-level ROI image
encryption universal architecture which dealt with biometric
data. It made use of the multi-level encryption in addition with
the stream cipher RC4 for encryption purposes. The
encryption scheme in [20] made use of multiple ROIs to select
the regions of interest for specific users (the authorized users
in the receiving end). This implied that a particular user could
only see a part of the decrypted image file which it was
intended to see and not the other parts of the file which it had
no authorized access to. Multiple level ROIs selected for each
image and they were encrypted using three levels of authority
using RC4 and biometric fingerprinting matching algorithms.
If the sender had to send the image to two users at the
receiving end, it first requested the authenticated server (AS)
for encryption keys for the receivers. The AS generated the
keys and send them to the original sender. Using all the keys
obtained from AS, the sender then performed multi-level ROI
encryption on the main image (the encrypted image is the
same but the receivers can only decrypt that part that is sent
for it and not the whole image) to form an encrypted image.
This encrypted image was then send to the two receivers by
the sender. The users at the receiving end send their biometric
information to the AS and requested their specific keys from
the AS. AS who kept a copy of the keys and the level of
authority verifies the same and send the keys to the receivers
if the biometric information matched the template already
stored in the AS biometric database. Once the receivers
received their respective keys from the AS, they can decrypt
the image file and read out the portion of the image file meant
for them. The encryption scheme implemented by the authors
involved implementing two ROIls and also made use of two
levels of authority. The work described in [20] made it less
susceptible to any kind of thefts as it made use of biometric
authentication. The encryption scheme in [20] was thus
proved to be one of the most secure encryption schemes
discussed in this review paper.

Abdulla and Sozan [21] worked on the subtractive color
model CMY (Cyan (C), Magenta (M) and Yellow (Y)). There
was no key involved in the encryption scheme of [21] and it
was purely based on visual cryptography. The original image
was decomposed to its three constituent components based on
the CMY color model. Now, if the C primitive matrix was
considered then every pixel P;; in the matrix had 1/4" of its
value (1/4 P;;) stored in another matrix which represented a
new image. Since the original image was decomposed to its C,
M and Y components, which resulted in three cover images
existing. The encryption scheme in [21] was very simple and
it was based on superimposing (made use of simple OR
logical operator) the secret image (size was equal to or smaller
than that of the cover image) onto the cover image, thus
encrypting the cover image. Three shares were generated such
that each share contained a part of the secret image. In this
paper, the number of pixels in the decrypted image were the
same as the number of pixels in the original image, which was
a rule normally followed by text data. The proposed method in
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[21] was not a huge success when dark pictures with high
contrast were taken into consideration as the decrypted images
appeared corrupted with large amounts of noise. This
distortion basically happened because the secret image
generated was not distinctive. The encryption technique in
[21] thus needs to work on how to get a distinct sharp secret
image when dark high contrast images are involved. The
security of the encryption scheme in [21] depended on the
color composition and the color distribution of the secret
image. This paper did not mention any detailed analysis of
attacks.

Like [21], Patil et al [22] was also an encryption technique
that was based purely on visual cryptography. The work in
[22] also functioned devoid of any key and the encryption
process was very simple to execute. The encryption process
basically consisted of three main operations namely, sieving
(logical XOR operator implemented), division and shuffling.
Sieving meant breaking the original RGB image to its
individual components. Division meant breaking each of the
R, G and B components to numerous number of shares. For
example, R could be broken to shares from Rp to Rs.
Shuffling was the last step in the encryption process which
dealt with shuffling of the divided shares (from the division
step) within itself. These shuffled shares were later combined
to generate random shares, for instance in Figure 8 there are
two random shares generated. Since majority of the operations
in [22] were achieved by using logical operators like OR,
XOR and the Mod operator, the computation cost incurred
was very less and the implementation in [22] was written
purely in java ([10-21] [23-26] implementations were mainly
in MATLAB). Since encryption schemes in [21] and [22] do
not have keys involved, they do not have to bother about key
management or brute force attacks. But the main drawback of
the encryption schemes in [21] and [22] was that, generally
the quality of the decrypted or recovered image is poor. Figure
8 illustrates the encryption scheme as depicted in [22].

AN FLE IMAGE

oM :
IVING DIVISION SUIFLE BININC

Fig. 8. Encryption scheme as illustrated in [22]

Oh et al [23] proposed a selective encryption algorithm
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(SEA), which worked on similar lines to the Advanced
Encryption standard (AES) algorithm. Like AES, the SEA
algorithm also dealt with block cipher. Here the core
computation went through several rounds of iteration
depending on the key size chosen. In short, the number of
iterations required was directly dependent on the key size
chosen at the beginning of the algorithm. AES was generally
not considered suitable for visual data (included audio, video,
image, text etc.) as it could have involved really long
computation processes. This work introduced a selector
component right at the beginning of the encryption process.
The selector component made the selection of ROI from the
inputted image and then it performed compression of the ROI
based on Huffman coding. The remaining rounds of
encryption was very similar to the normal AES algorithm.
Figure 9 and Figure 10 depicts the similarity and differences
between the SEA algorithm and AES algorithm with the SEA
algorithm maintaining the rounds of iteration (computation)
same as that as AES.

Fig. 9. SEA encryption scheme which is likely to AES (courtesy: ref [23])

SEA algorithm had the same security level that the AES
standard algorithm possessed. The only difference between the
two seemed to be that the SEA encryption scheme had a
compressor component and a selector component to its
architecture, something that a normal AES algorithm did not
have.

The encryption technique in Parameshachari et al [24] was
a very simple technique. The key was generated by a random
key generator here. The inputted color image was initially
broken to sub blocks. The selection of the blocks for
encryption happened randomly using the XOR and Mod
operators. The randomly selected block along with the random
key generator gave the encrypted block. The encrypted block
was later combined with all the unencrypted blocks which in
turn produced the partially encrypted image for the encryption
scheme in [24]. The additional feature [24] had was that it
made use of Self-Monitoring Analysis & Reporting
Technology copyback system (SMART) to store long term the
encrypted images generated. Figure 11 explains the flow of
the encryption process at [24].
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Fig. 11. The flow of the encryption scheme in [24](courtesy: ref [24])

Fan et al [25] and Flayh et al [26] were partial encryption
algorithms which were implemented in the frequency domain.
The encoding scheme for [25] was very much similar to the
JPEG compression encoding. The only difference between the
encoding scheme in [25] and that of the JPEG compression
encoding was that, [25] made use of quaternion discrete cosine
transforms (QDCT) instead of discrete cosine transforms used
in the JPEG encoding scheme. Since the quantization phase
was involved in the encryption scheme in [25], the encryption
process was rendered to be lossy in nature. Just like the JPEG
compression, the encryption scheme in [25] initially divided
the original color image into 8x8 sized blocks. The QDCT is
performed instead of normal DCT in [25]. The remaining
phases remain the same as JPEG compression algorithm. That
is, the next subsequent phase was quantization, followed by
the zigzag scanning (exploited redundancy and organized
coefficients in an array in an order of lower frequency
coefficients followed by higher frequency coefficients),
sorting of the coefficients and lastly the entropy coding and
encryption. Figure 12 and Figure 13 attempt to draw a
comparison between the encryption scheme as discussed in
[25] and the JPEG compression encoding scheme.

Vol. 7, No. 10, 2016
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Fig. 12. Encryption scheme in [25] (courtesy: ref [25])

Fig. 13. JPEG compression encoding scheme (courtesy: ref [28])

Flayh et al [26] proposed a wavelet based partial
encryption algorithm. The first step was to select a key which
would be useful in the encryption process. The subsequent
step was to select the wavelet filter that one would like to use
in the encryption process. The encryption scheme in [26]
made use of AES or stream cipher to partially encrypt the
inputted color image. The whole idea behind using wavelets
was to encrypt only the lower frequency coefficients as
opposed to the whole image (consists of lower as well as
higher frequencies). The higher frequency coefficients could
be discarded or could be coded at a lower bit rate and the
lower frequency coefficients could be fully encoded using
AES or stream ciphers thus making it a partially encrypted
algorithm. If there was a necessity to hide any further details
in the cipher/encrypted image then, one could just perform a
simple operation like smoothing over the image. The wavelet
used for the encryption purpose in [26] was the haar wavelet.
The coefficient correlation of the pixels in the cipher image
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was nearly equal to zero which was desirable in an encryption
scheme. The main problem faced in the encryption scheme in
[26] was that, as the amount of encrypted part of the image
decreased, the execution time decreased too, which was a
good aspect but the coefficient correlation of the pixels in the
encrypted image had increased, which was not very desirable
in the encryption scheme discussed in [26]. Table-2
summarizes the partial encryption algorithms discussed in this
section.

TABLE Il. SUMMARY OF PARTIAL ENCRYPTION ALGORITHMS. THE
ALGORITHMS MENTIONED IN THE TABLE ARE CAPABLE OF DEALING WITH
ANY COLOR SPACE

Re Type of .
f Categor Domain Class/Meth dataset/Colo Compressi
y od on used??
No r space
Partial
[20 encryptio Spatial ROI based Biometric
n . N No
] algorith domain algorithms data
ms
Partial
[21 ﬁncryp“o Spatial VC based CMY color No
] algorith domain algorithms model
ms
Partial
[22 (re]ncryptlo Spatial ROI based RGB color No
] algorith domain algorithms model
ms
Partial
[23 encryptio Spatial (VC +RON) Medical/Dico
n . based No
] . domain - m data
algorith algorithms
ms
Partial Any color
encryptio . (VC +ROI) | space (mostly
][24 n igﬁ?;i‘:] based RGB color No
algorith algorithms models dealt
ms with)
Partial Uses QDCT
encryptio | Frequenc a_nd_very Yes. Loss_y
[25 similar to Any color compressio
n y
] . . JPEG space n by use of
algorith domain .
ms compression QDCT
algorithm
Yes. Mostly
Partial lossless
[26 encryptio | Frequenc Uses Haar Any color compressio
] no yoo wavelets space n achieved
algorith domain because of
ms Haar
wavelets

IV. FUTURE WORK

The topic of ‘Image Encryption Algorithms for Color
Images’ is pretty huge to cover in a single survey paper. This
is a topic that has a lot of scope and is still evolving. There is a
future and possibility for the partially encryption algorithms to
evolve. Chaotic cryptosystem, though very new to explore,
having been evolved only during the the last decade, still is
not a strong enough system and can easily be broken. Many
other transforms in the frequency domain of the various
classes of encryption schemes could be explored and their
results could be noted. Visual cryptography (VC) has a lot of
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scope of improvement in the near future. VC based algorithms
generally render poor quality of decrypted image, so a lot of
research is going on as to how to handle certain classes of
images in a better manner (especially dark high contrasted
images). It is difficult to say that any particular cryptosystem
or encryption algorithm is the safest as most of the
cryptosystems have easily been broken into. This is what
makes encryption an ever evolving topic which has a lot of
scope to expand in the future.

V. CONCLUSION

Few significant papers on image encryption algorithms for
color images were discussed during the period 2007-2015 and
the algorithms were classified as full encryption algorithms or
partial encryption algorithms. Traditional cryptosystems fail to
work for bulky and voluminous data like image data and they
fail to produce desirable results for real-time applications. The
algorithms in either of the classes were further divided based
on whether they were spatial domain, frequency domain or
hybrid domain based algorithms. Based on the review one can
safely conclude that full encryption based encryption schemes
were more suitable for higher security applications while
partial encryption based encryption schemes were a lot
suitable for real-time applications as they took lesser EDT
time and the computational requirements and complexity were
smaller.
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Abstract—This paper models the 2016 U.S. presidential
campaign in the context of Twitter. The study analyzes the
presidential candidates’ Twitter activity by crawling their real-
time tweets. More than 16,000 tweets were observed in this work.
We study the interactions between the politicians and their
Twitter followers in the retweet and favorite networks. The most
frequently mentioned unigrams are presented, which serve the
best featuring the political focuses of a candidate. The mention
network among the politicians was constructed by parsing the
content of their tweets. In this paper, we also study the Twitter
profile of the users who follow the presidential candidates. The
gender ratio among the Twitter subscribers is examined using
the government’s census data. We also investigate the geography
of Twitter supporters for each candidate.

Keywords—Twitter; social networks; data mining

. INTRODUCTION

Online social networks, such as Facebook, Twitter and
LinkedIn, have gained increasingly popularity over the decade
[1]. Vast quantities of real-time, fine grained data are available
on social networking sites, including text, images and other
multimedia records. The tremendous amount of data on social
networks can be extracted using their Application Program
Interfaces (APIs), thus be leveraged for analysis. For example,
Sakaki et al. monitored real-time activities on Twitter to detect
earthquakes [2]. Tian et al. extracted knowledge from
Facebook to build an intelligent search system, which
improved users’ search experience on the web [3] [4].
Archambault and Grudin surveyed the Microsoft employees to
study the wusefulness of Twitter in organizational
communication and information-gathering [5]. Bakhshi et al.
studied a pool of images on Instagram and found that photos
with faces are more likely to receive likes and comments [6].
Overall, the availability of massive quantities of data on social
media has given a boost to the scientific study of the field of
social networks [1].

Due to the rapidly growing number of users, online social
media has become the ideal platform for politicians to engage
and interact with their potential voters. Among all, Twitter,
particularly, has become an integral part in the political
campaign [7]. Twitter is an online micro blogging service that
enables users to share with the public short messages called
“tweets”. Currently, there are more than 310 million monthly
active users on Twitter worldwide [8]. Users may subscribe to
other users' tweets, in which case subscribers are called
"followers". Users may also rebroadcast other people’s tweets

Wei Xiong
Department of Information Systems

lona College
New Rochelle, USA

to their own feed, a process known as a "re-tweet". It allows
posts to propagate throughout the network and thus raise their
visibility [9]. Moreover, individual tweets can be marked as
“favorites” by other users. The content of a tweet may contain
text, hyperlinks, images and video clips. Messages regarding
the same topic can be grouped using hash tags, a form of
metadata consisting of words or phrases preceded by a hash
symbol (“#”). Similarly, the "@" sign followed by a username
is used to refer to a specific user [10].

A. Background on the 2016 U.S. Presidential Election

In this study, we analyze the presidential candidates’
Twitter activities by collecting their real-time tweets. We
started extracting data from September 26, 2015 and we will
keep gathering and monitoring the Twitter data until the
Election Day, which will occur on November 8, 2016. At the
beginning of the study, there were five active presidential
candidates. They are Hilary Clinton and Bernie Sanders from
the Democratic Party and Donald Trump, Ted Cruz and John
Kasich from the Republican Party. As of the time of writing,
only two candidates remain in the presidential campaign:
Hilary Clinton as the nominee of the Democratic Party and
Donald Trump being the nominee of the Republican Party.

B. Related Work

The exponential growth of Twitter has made it a popular
subject for research in multiple disciplines [11]. One stream of
research studied the influence and passivity of users. For
example, Romero et al. revealed that users with many
followers may not necessarily be influential to the community
[12]. Another stream of research investigated the commercial
and marketing usage of Twitter. For instance, Jansen et al.
examined the use of Twitter for sharing consumer opinions to
targeting products and brands [13].

With the successful campaign of Barack Obama in the
2008 U.S. Presidential election, the importance of Twitter in
politics has become clear [14] [15]. Twitter, being a platform
for political deliberation, has attracted attention of many
researchers [7]. Tumasjan et al. investigated whether online
tweets can reflect offline political sentiment in the context of a
German election [7]. Conover et al. examined the re-tweet
network and the mention network in pushing the political
communication on Twitter during the 2010 U.S. congressional
midterm elections [16]. A proof-of-concept model was
developed by Livne et al. to predict candidate’s victory using
data in the same context [17].
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The previous studies of Twitter in politics, however,
focused on voters instead of the candidates themselves. Livne
et al. analyzed the differences between candidates [17], but had
an emphasis on each political party as a whole. In this paper,
we concentrate our attention on individual candidates.

Our study analyzes the U.S. presidential candidates’
Twitter activity by collecting their real-time tweets using
Twitter’s REST API [18]. The system monitors the interactions
between the politicians and their followers by studying the
patterns emergent from the re-tweet networks. The paper also
investigates and compares the gender ratio and geographical
distribution of the candidates’ Twitter followers.

The rest of the paper is organized as follows. Section Il
describes the data set used in the experiment and explains the
methods and algorithms adapted in analyzing the data. In
Section 111, we present the results and visualize them in the
form of charts and maps. Section IV concludes the paper and
proposes future directions.

Il. DATA SET AND METHODOLOGY

The study leverages data crawled from Twitter’s REST API
between September 26 of 2015 and the time of writing. During
the one year of data collection, we observed approximately
16,805 tweets. Tweets were extracted from the candidates’
verified Twitter accounts. A verified account is a validation
mechanism on Twitter that ensures the identity of the user. One
of the candidates, Senator Bernie Sanders, has two verified and
highly active Twitter accounts (@BernieSanders and
@SenSanders). Therefore, tweets from both accounts are
stored. Analysis of Bernie Sanders in this paper is based on the
combined data from his two Twitter accounts. Table | shows
the total number of tweets and the average number of posts
tweeted per day by each candidate. As one can see in the table,
the candidates are grouped by their political party. Politicians
in the same party are sorted alphabetically by their last hame.
The same listing order is used for the tables in the rest of this

paper.
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Fig. 1. System architectural overview

A. Top Tweets

As mentioned in Section I, individual tweets can be labeled
as “favorites” by other Twitter users. They can also be re-
tweeted, thus to be shared and rebroadcasted. The volume of
favorites and the rate of re-tweets of a post indicate its
influence on the Twitter network [7]. To evaluate the
relationship between the two measures, we extracted the
number of favorites and the number of re-tweets of all the
tweets posted by the candidates and calculated their
correlation. As seen in Table I1, the amount of favorites and the
level of re-tweets show very high correlation. The overall
correlation of all tweets is as high as 0.95. In our data set, the
number of favorites of a post is in general larger than the
number of re-tweets. Therefore, the former was chosen as the
criterion for top tweets. Our system extracts daily tweets
published by the candidates and selects the most influential
message from the pool with the highest number of favorites,
which we refer as top tweets.

TABLE Il. CORRELATION BETWEEN THE NUMBER OF FAVORITES AND
THE NUMBER OF RE-TWEETS
Candidates Correlation between favorites and
re-tweets
Clinton 0.99
Sanders 0.95
Cruz 0.92
Kasich 0.98
Trump 0.96
Overall 0.95

TABLE I. TOTAL AND DAILY VOLUME OF TWEETS BY CANDIDATES
. Total number Average number
Party Candidates of tweets of tweets per day
Democratic Clinton 3075 12
Sanders 3824 15
Cruz 2437 10
Republican Kasich 2309 9
Trump 5160 21

In this paper, we analyze three aspects of the data — top
favorite and re-tweeted posts by candidates, most frequently
mentioned terms by candidates, and profile analysis of
followers, where we study their gender ratio and geographical
distribution. Figure 1 shows the architectural overview of the
system. The rest of this section elaborates each module.

One factor that needs to be taken into account is the proper
interval between the time a tweet is posted and when the
volume of favorites is measured, since the latter is a constantly
changing variable that accumulates through time. To
investigate the scope of this problem, we used a sample of
tweets and monitored the revolution of favorites in the next 72
hours after the day those tweets are broadcasted. The level of
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favorites was observed every 12 hours. We collected the first
record at the end of the day (11:59PM PST), which is denoted
as county in Table I11. The next measure was examined after 12

Vol. 7, No. 10, 2016

hours, which is represented as count; in the table, and so on. In
other words, for every tweet in our sample pool, a series of
numbers was recorded, ranging from count, to count.

TABLE Ill.  OBSERVATION OF THE NUMBER OF FAVORITES
Time Start of observation | After 12 hours | After 24 hours | After 36 hours | After 48 hours | After 60 hours | After 72 hours
Favorites | count, count; count; countz count, counts counts

To analyze the degree of augmentation of favorites, we
calculated E;, the percentage of increment of the number of
favorites compared to the previous record retrieved 12 hours
ago:
count; —count;_,

Ei= x 100 (%), wherei=1,2,...,6 (1)

count;_,

Table IV shows the average increment of the volume of
favorites from after 12 hours of the day of post to after 72

hours. From the table, one can see that the degree of increment
begins with 6.16% after 12 hours and drops significantly after
the first 36 hours. After 48 hours from the day of post, the
change of favorites reduces to below 1% and becomes
relatively stable. Therefore, we adopted 48 hours as the waiting
interval. In our experiment, volume of favorites was obtained
48 hours after a tweet is published.

TABLE IV.  AVERAGE INCREMENT OF THE NUMBER OF FAVORITES WITH TIME

Time After 12 hours After 24 hours After 36 hours After 48 hours After 60 hours After 72 hours
?Ee;ce“tage of increment | & 1605 3.36% 1.48% 0.94% 0.40% 0.25%
B. Top Terms the gender ratio among the followers for each candidate, as

In this work, we investigate the content of the tweets by
extracting unique unigrams from the candidates’ accounts.
Table V shows the number of unique terms mentioned by
candidates in their tweets. Terms are stored in a knowledge
base and sorted in the order of their appearances. The top terms
play an important role in identifying content produced by each
candidate. These keywords serve the best as features to reflect
a candidate’s political beliefs.

TABLE V. NUMBER OF UNIQUE TERMS IN TWEETS
Candidates Number of unique terms
Clinton 11456
Sanders 12738
Cruz 6565
Kasich 8135
Trump 12090

Stop words were filtered out from the list of terms. In this
study, we considered three types of stop words. They are 1)
common functional terms, such as “the”, “but”, “and”, etc., 2)
frequently occurred words in a political campaign without
individual characteristics, for instance, “America”, “people”,
“president” and so on, and 3) stop words targeting only certain
candidates. For example, Bernie Sanders regularly includes his
username @BernieSanders in the re-tweets. While it reveals
nothing about the content of Sanders’ tweets, it can be an
important indicator when mentioned by other candidates.

C. Followers Profile Analysis

Previous research suggested that the number of supporters
on social media can be successful acting as a sign for electoral
success [19]. Some candidate, such as Donald Trump, has
more than 9 million followers on Twitter as of the time of
writing. In this study, we extract the followers’ Twitter profiles
and examine them in two facets. We are interested in learning

well as their geographical distribution within the U.S..

Twitter does not ask users to share their gender. However,
registered users are required to provide their full name when
signing up. To determine the gender of a user, our approach
utilizes his profile name. We trimmed the name by removing
non-English characters and checked it against a list of 4275
female first names and a list of 1219 male given names
provided by the U.S. Census Bureau [20]. We were able to
identify gender of 55% followers in total. Figure 2 shows the
number of followers with gender identified and the number of
followers with unknown gender. The gender of a user cannot
be determined based on the profile name in the following
situations: 1) the name is not in English, 2) it is an unusual
name written in English, for example, a foreign name, 3) the
name provided in the user profile is a screen name or nickname
that does not exist in the lists in [20].

Another aspect we investigated is the geography of the
followers. More specifically, we are interested in learning
which U.S. state a follower is based in. Twitter allows its users
to list their geographical location in the profiles. In most cases,
this information is manually entered by the user. Thus, the
geographical data for some users may be missing or incorrect
[21].

To analyze the location data, first, they were passed to a list
of U.S. states, which contains the full name of each state and
its abbreviation. If the state of the location cannot be
determined, we then queried it in another list, which is
constructed with all the cities and towns in the U.S. together
with their mapping states [22]. Using this approach, we were
able to identify the location of approximately 47% followers.
Table VI lists the size of overall followership for each
candidate and the number of followers with location identified.
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Fig. 2. Number of followers with gender identified

TABLE VI.  NUMBER OF FOLLOWERS WITH GEOGRAPHICAL LOCATION
IDENTIFIED
. Total number of Followers with

Candidates followers location identified
Clinton 6993523 3007215

Sanders 4736727 2652567

Cruz 1280041 627220

Kasich 349039 209423

Trump 9153680 4119156

The location of a user cannot be analyzed if the data is
missing or incorrect. Another scenario is that a city along can
be interpreted as different places in the U.S. Two cities from
different parts of the country may share the same name. For
example, there are Manhattan in New York State, Manhattan in
Kansas, Manhattan in the state of Illinois, and so on. If a user
specifies his location as Manhattan, we cannot know which
Manhattan he is referring to based on this information.

In Section 111, we will see that some states have more
followers than others for a particular candidate. It is likely that
these states are more supportive of the politician. However,
there is another possible situation that these states have larger
population than others regardless of the public opinions.
Therefore, the state population [23] has been considered in the
analysis. We used P; to represent the number of followers per
ten thousand among the overall population of a U.S. state:

_ follower_count;

P x 10000 (%/00). i € {U.S. states}  (2)

population;
To further investigate the geography of the followers, we
applied Jenks natural breaks classification method [24] to all
the P; values of each candidate. Jenks natural break
classification method is a clustering algorithm designed for one
dimensional data to arrange values into different groups. In our
experiment, we split the P; data into six classes. The classes
with higher P; values represents the more supportive (positive)
U.S. states, while the other groups with lower P; values
indicates the less supportive (negative) states. Results of the
method will be demonstrated in Section I11.

Our system also examines the percentage of high-impact
followers of each candidate. It is anticipated that users with a
large number of followers also have strong influence in the real

world. These users may include popular artists, politicians, and
So on.

I1l.  RESULTS

This section presents the results of our work using the
methodology described in Section 1. We divide the section
into three subtopics: top tweets, top terms and follower profile
analysis.

A. Top Tweets

As previously seen in Section Il, our system selects the
daily top tweets for each candidate based on the volume of
favorites received. Table VII shows the average number of
favorites collected per tweet for each candidate. The standard
deviation reveals that the amount of variation is large among
tweets. In the table, we also list the highest number of favorites
a candidate has received during the period of observation.

TABLE VII. AVERAGE NUMBER OF FAVORITES AND HIGHEST NUMBER OF
FAVORITES

. Average Standard Highest
Candidates favorites deviation favorites
Clinton 3881 12751 551388
Sanders 4395 3427 56412
Cruz 901 846 16417
Kasich 409 510 5138
Trump 12911 12830 262457

Figure 3 provides an example of how the system visualizes
the change of top tweets. Each data point in the chart represents
the number of favorites gained by the top tweet of the day. The
line chart is available for demonstration on our website
Tweetlitics.net. It provides interaction with the users by
displaying the time and content of the top tweet when a user
hover the mouse over a data point. For example, the chart in
Figure 3 shows the top tweet of July 20, 2016.

The system monitors the trend of evolution in the number
of favorites. A burst in the volume is often caused by emerging
events or news. For instance, we can see in Figure 3 that
Donald Trump’s tweet on July 20 collected 221105 favorites,
which is more than twice as many as the favorites of other top
tweets in the month. The tweet was posted shortly after the
wife of Donald Trump, Melania Trump, delivered her speech at
the Republican National Convention.

15|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

. Q
200,000 4 e Donald Trump

The media s spending more lime
150,000

Hiliary's emails

Favorites

Vol. 7, No. 10, 2016

s doing a lorensic

analysis of Melania's speech than the FBI spent on

-
%, % i %, % %7,

%
»,®, %Y, %
0 % %

Fig. 3. Example of top tweets by Donald Trump

B. Top Terms

Our system shows the top 20 terms that are regularly
tweeted by each candidate. Results are updated periodically.
Table VIII gives a glance of some of the top terms in each

& Ry ol
& e P ﬁ’v’o -

more male followers than female subscribers. Donald Trump,
especially, has 66.7% supporters being male. In contrast,
Hilary Clinton, who is the only female candidate, has slightly
more female followers (50.4%) than male followers (49.6%).

candidate’s profile. 3500000
TABLE VIII. Top TERMS BY CANDIDATE - 3000000
-
Clinton Sanders Cruz Kasich Trump £ 2500000 4
n =}
women health #gopdebate ohio @foxnews = m Male followers
< 2000000
health wall obamacare #gopdebate @cnn = # Female followers
trump wage #iacaucus clinton clinton S 1500000 4
gun jobs iowa hilary cruz g
rights working tax work hilary £ 1000000 1
families climate donald jobs crooked =
#gopdebate security trump hampshire ted 500000 - L
0 'r'/ T T T T r";

We found Donald Trump frequently mentioning other
candidates, such as Hilary Clinton and Ted Cruz. His name, on
the other hand, is also regularly referred by Hilary Clinton and
Ted Cruz. Besides, John Kasich often includes Clinton in his
tweets. Figure 4 demonstrates the relationship of mentions
among the candidates. An arrow pointing from figure A to
figure B represents the mentioning of B in A’s tweets.

|
| Clinton | " Trump

.

T
| Kasich | | Cmz

Fig. 4. Relationship of mentions among candidates

Terms relating to health are addressed by a few candidates,
including Clinton, Sanders and Cruz. Words about economics
(e.g., wage, jobs, work, tax) are frequently mentioned by
Sanders, Cruz and Kasich. Compared to the Republican
records, the Democratic profile covers a wider range of topics,
such as economics, health, security (e.g., gun, security), rights
(e.g., women, rights) and climate.

C. Followers Profile Analysis

As mentioned in Section Il, we extracted Twitter profile of
each candidate’s followers and analyzed their gender ratio.
Figure 5 shows the number of male and female followers of
each candidate. Interestingly, the four male candidates all have

Clinton Sanders Trump Cruz Kasich

Fig. 5. Gender ratio of followers

Besides gender ratio, we also parsed the geographical data
on the followers’ records. As previously discussed in Section
11, the number of Twitter followers in each state was examined.
The size of followership was then compared with the
permyriad (one ten-thousandth) of the total population of a
state, and the proportion was calculated. Figure 6 shows the
results of all U.S. states for Hilary Clinton.

Table IX gives a summary of proportion of followers for
each candidate, including the average proportion among the 50
U.S. states and its standard deviation, the highest proportion
and the lowest proportion.

TABLE IX.  STATISTICS OF PROPORTION OF FOLLOWERS
. Average Standard Highest Lowest
Candidates proportion deviation proportion proportion
Clinton 24 28 171 3
Sanders 14 17 105 2
Cruz 7 7 38 1
Kasich 3 3 16 1
Trump 33 37 233 5

This paper also compares the proportion of Twitter
followers in each U.S. state among the presidential candidates.
As seen in Figure 7, each state is marked with a value, which

www.ijacsa.thesai.org
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specifies the highest proportion of followers of that state. In Hilary Clinton having the highest proportion of followers are
order to reveal the “winner” of each state, we use different marked with blue, while states that follow Donald Trump the
colors to represent the candidates. In Figure 7, states with most are illustrated in red.

L~

B Hisary Clinton
B Oonaid Trump

Fig. 7. Highest proportion of followers in each U.S. state

To better understand the geography of supporters for each splitting the states into six groups renders the best
candidate, we clustered the proportion of followers of each classification. Table X summaries the results in each class,
state into different classes by applying Jenks natural breaks including the range of proportion of followers and the number
optimization [24]. Through experiments, we found that of states that fall in that range.
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TABLE X. RESULTS OF PROPORTION OF FOLLOWERS AFTER APPLYING JENKS NATURAL BREAKS METHOD
Clinton Sanders Cruz Kasich Trump
Range States Range States States States Range States Range States
Group 1 0-3 1 0-2 1 1 1 0-1 1 0-1 1
Group 2 3-15 32 2-17 15 30 30 1-5 27 1-2 23
Group 3 15-29 8 7-13 22 11 11 5-9 13 2-3 18
Group 4 29 - 47 5 13-25 6 5 5 9-15 5 3-5 4
Group 5 47 — 60 2 25-40 4 2 2 15-21 3 5-8 3
Group 6 6071 3 40 - 105 3 2 2 21-38 2 8- 16 2

Another aspect investigated in this work is the social
influence each candidate’s followers may have in the Twitter
community. To study this matter, we traced the number of fans
of every Twitter follower. Table XI lists the number of
supporters that have a large social impact. Specifically, we
examined the percentage of supporters that have more than
10000 fans, 100000 fans, and 1000000 fans respectively. As

one can see in the table, despite the smaller overall number of
followers (recall in Table VI), Ted Cruz and John Kasich have
the largest percentage of influential subscribers. Another
interesting finding is that between the two nominees of the
Republican Party and the Democratic Party, Hilary Clinton has
more affecting supporters than Donald Trump does, although
the latter is followed the most on Twitter.

TABLE XI.  STATISTICS OF FOLLOWERS WITH A SOCIAL IMPACT
. Followers with Followers with Followers with
Candidates over 10000 fans Percentage over 100000 fans Percentage over 1000000 fans Percentage
Clinton 28396 0.41% 4245 0.06% 462 0.007%
Sanders 23313 0.49% 3028 0.06% 294 0.006%
Cruz 8676 0.68% 1288 0.10% 94 0.007%
Kasich 3370 0.97% 506 0.15% 47 0.013%
Trump 27243 0.30% 3670 0.04% 299 0.003%

We developed a website (Tweetlitics.net) to demonstrate
the results of our study and the comparisons between
candidates. The website is written in JavaScript. AngularJS
was used as the framework for the client-side, while Node.JS
was adapted for the server-side. We chose Node.JS mainly for
its ability of parallel processing in order to deal with the
massive amount of Twitter data. MongoDB was used as the
knowledge base for data storage.

IV. CONCLUSIONS AND FUTURE WORK

This paper closely monitors the Twitter activity of the
candidates during the 2016 U.S. presidential campaign. We
analyzed the interactions between the politicians and their
Twitter followers in the retweet/favorite networks. The study
collects the real-time tweets published by the candidates and
keeps track of the daily top tweets. We found that a burst in the
volume of favorites often corresponds to an emerging event.
The study also gathers the top terms tweeted by each candidate.
These keywords can feature the political focuses of a candidate
or a political party. The Democratic Party seems to include a
larger range of subjects in their tweets, such as economics,
health, rights, security and climate. It is found that some
candidates frequently mention others on Twitter. With the
extracted top terms, we were able to construct the mention
network among the politicians.

This paper also studies the user profiles of the candidates’
Twitter supporters. Using the government census data, we
examined the ratio of male followers and female subscribers
for each candidate. We found that besides Hilary Clinton, the
other candidates have the majority of their supporters being
male. Moreover, we investigated the geographical distribution
of the candidates’ Twitter followers. It is found that Donald
Trump has the highest number of supporters in most of the

U.S. states. Lastly, we studied the proportion of influential
supporters of each candidate. We found that despite the larger
volume of Twitter followers, Donald Trump has a smaller
number of impacting supporters compared to what Hilary
Clinton does.

This study has several limitations. First, we have found in
the study that the Twitter followers in the presidential election
are a small part of the general voters. Comparing the size of
followership with the overall population of a U.S. state, on
average, only 0.24% of the population follows Hilary Clinton
and 0.33% subscribes Donald Trump on Twitter. Second, the
paper only considered unigrams as the top terms extracted from
the candidates’ tweets. In the future, we plan to include n-
grams in the analysis.

Additionally, the results of this paper are based on the
tweets broadcasted by the presidential candidates. It would be
interesting to study the public opinions by steaming tweets
published by the general public. Future work includes
conducting a sentiment analysis regarding the election by
mining the content on Twitter regarding the candidates and
other political events.
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Abstract—Regardless of the recent growth in the use of “Big
Data” and “Business Intelligence” (BI) tools, little research has
been undertaken about the implications involved. Analytical tools
affect the development and sustainability of a company, as
evaluating clientele needs to advance in the competitive market is
critical. With the advancement of the population, processing
large amounts of data has become too cumbersome for
companies. At some stage in a company’s lifecycle, all companies
need to create new and better data processing systems that
improve their decision-making processes. Companies use Bl
Results to collect data that is drawn from interpretations
grouped from cues in the data set Bl information system that
helps organisations with activities that give them the advantage
in a competitive market. However, many organizations establish
such systems, without conducting a preliminary analysis of the
needs and wants of a company, or without determining the
benefits and targets that they aim to achieve with the
implementation. They rarely measure the large costs associated
with the implementation blowout of such applications, which
results in these impulsive solutions that are unfinished or too
complex and unfeasible, in other words unsustainable even if
implemented. Bl open source tools are specific tools that solve
this issue for organizations in need, with data storage and
management. This paper compares two of the best positioned Bl
open source tools in the market: Pentaho and Jaspersoft,
processing big data through six different sized databases,
especially focussing on their Extract Transform and Load (ETL)
and Reporting processes by measuring their performances using
Computer Algebra Systems (CAS). The ETL experimental
analysis results clearly show that Jaspersoft Bl has an increment
of CPU time in the process of data over Pentaho BI, which is
represented by an average of 42.28% in performance metrics
over the six databases. Meanwhile, Pentaho Bl had a marked
increment of the CPU time in the process of data over Jaspersoft
evidenced by the reporting analysis outcomes with an average of
43.12% over six databases that prove the point of this study. This
study is a guiding reference for many researchers and those IT
professionals who support the conveniences of Big Data
processing, and the implementation of Bl open source tool based
on their needs.
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l. INTRODUCTION

Business Intelligence software converts stored data of a
company’s clientele profile and turns it into information that
forms the pool of knowledge to create a competitive value and
advantage in the market it is in [1]. Additionally, Business
Intelligence is used to back up and improve the business with
reasonable data and use the analysis of this data, to
continuously improve an organisation’s competitiveness. Part
of this analysis is to provide timely reports, for management’s
to make the decision based on factual information, so their
decision-making is based on concrete evidence. Howard
Dresner, from Gartner Group [2], was the first to coin the term
Business Intelligence (BI), as a term to define a collection of
notions and procedures to support the decision-making, by
using information found upon facts.

Bl system gives enough data to use and evaluate the needs
and desires of customers and in addition it allows to: [3]: i)
Design reports for departments or global areas in a company,
ii) Build a database for customers, iii) Create scenarios for
decision-making, iv) Share information between areas or
departments of a company, v) Sandbox studies of
multidimensional designs, vi) Extract, transform and process
data, vii) Give a new approach to decision-making and viii)
Improve the quality of customer service.

The benefits of systemizing Bl include the amalgamation
of information from several sources. [4], creating user profiles
for information management, reducing the dependence on the
systems department, the reduction in the time of obtaining
information, improves the analysis, and also improves the
availability to access real-time information according to
specific current business criteria.

The recent publication of Gartner Magic Quadrant for
Business Intelligence Platforms 2015 [5] has highlighted the
changes being taken by the BI sector to rapidly deploy
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platforms that can be used by both business users and analysts
to extract information from collected data. Traditionally,
business intelligence has been understood as a set of
methodologies, applications and technologies used to
transform data into information and then information into a
personal profile of clients that is generated into structured data
to serve different areas of business enterprise [6].

Therefore, Big Data will aid to develop better procedures
that allow (BI) tools to be used to gather information, such as
[7]: i) Process and analyse volumes of information; ii)
Increase the universe of data to consider when decision-
making: and inherent historical data of the company, to
incorporate data from external sources ; iii) Provide an
immediate response to the continued provision of real-time
data of the devices and the possibilities of interconnections
between devices; iv) Working with structures of complex and
heterogeneous data: logs, emails, conversations, locations,
voice, etc.; v) and lastly, to Isolate from the physical
constraints of storage and process by making use of scalable
solutions and high availability at a competitive prices.

This paper presents an experimental analysis of the
comparison of two of the best positioned open source Bl
systems in the market: Pentaho and Jaspersoft, processing Big
data and focussing on their Extract Transform and Load (ETL)
and reporting processes by measuring their performance using
Computer Algebra Systems. The aim of this paper is to
analyse and evaluate these tools and outline how they improve
the quality of data, and inadvertently helps us understand the
market conditions to make future predictions base on trends.

Section Il describes the capabilities and components of
both Pentaho and Jaspersoft BI Open Sources. Section Il
introduces the computer algebra systems SageMath and
Matlab. This is followed by the materials and methods
(Section 1V) used in the analysis and experimentation,
especially the ETL and Reporting measurements and how they
were implemented. In Section V, the results of the study for
CPUtime as a function of the "size" from the input data for the
ETL and Reporting processes from both Pentaho and
Jaspersoft Business Intelligence Open Sources, applying two
different Computer Algebra Systems. Section VI contains the
discussion of the experimentation. Section VII, the conclusion
of the study.

Il.  PENTAHO AND JASPERSOFT BUSINESS INTELLIGENCE
OPEN SOURCES

A. Pentaho

Pentaho, created in 2004 is the current leader of Business
Solutions Intelligence Open Source. It offers its own solutions
across the spectrum of resources to develop and maintain the
operations of Bl projects from the ETL with data integration
to the dashboards with Dashboard Designer [8]. Pentaho has
built its solution Business Intelligence integrating different
existing and recognized solvency projects. Data Integration
was previously known as Kettle; indeed, it retains its old name
as a colloguial name. Mondrian is another component of
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Pentaho that retaining its own entity.
Pentaho has the following components:

a) ETL: Pentaho Data Integration (previously Kettle) is
one of the most widely used ETL solutions and better valued
in the market [9]. It has a long history, solidity, and robustness
that make it a highly recommended tool. It allows
transformations and works in a very simple and intuitive way,
as it is shown in Fig. 1. Likewise, the Data Integration projects
are very easy to maintain.

Fig. 1. Pentaho Data Integration Interface, the ETL solution allows
transformations and works in a very simple and intuitive way

b) Web Application-Bl Server: The Bl Pentaho Server is
a 100% Java2EE allows us to manage all BI resources [10]. It
has a Bl user interface available where reports are stored,
OLAP views and dashboards as it is illustrated in Fig. 2. In
addition, it offers access to a management support that allows
managing and monitoring both application and usage.

o
P T e—

Fig. 2. Pentaho Server User Interface to manage Bl resources where all the
reports are founded, OLAP views, and dashboards. Also the access to a
management supports that allows managing and monitoring both application
and usage

c) Pentaho  Reporting: Pentaho  provides a
comprehensive reporting solution. Covering all aspects needed
in any reporting environment, as shown in Fig. 3. The Pentaho
reporting tool is the old form of JFreeReport [11]: i) It
provides a tool for reporting (Pentaho Reporting), ii) Provides
an execution engine, iii) Provides Metadata tool for
conducting reports Ad-hoc, and iv) Provides a user interface
that allows ad-hoc reports (WAQR).
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Fig. 3. Pentaho Reporting Interface with a comprehensive reporting
solution, covering all aspects needed in any reporting environment

d) OLAP Mondrian: Online Analytical Processing is the
technology that allows us to organize information in a
dimensional structure that will allow us to move information
by scrolling through its dimensions [12]. Mondrian is the
Pentaho OLAP engine. Although it can be integrated
independently on any other platform, and indeed it is the
component. Data Integration that is used independently.
Mondrian is a Hybrid OLAP engine that combines the
flexibility of ROLAP engines with a cache that provides
speed.

e Viewer OLAP: Pentaho Analyser: OLAP Viewer that
comes with the Enterprise version [13]. Modern and
easier to use than JPivot as it is illustrated in Fig. 4.
AJAX provides an interface that allows great flexibility
when creating the OLAP views.

e (Al
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Fig. 4. Pentaho Analyser Interface to create OLAP views that provide a
comprehensive reporting solution. Covering all aspects needed in any
reporting environment

e) Dashboards: Pentaho provides the possibility of
making dashboards [13] through the web interface using the
dashboard designer as it is shown in Fig. 5.
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Fig. 5. Pentaho Dashboards Interface that provides the possibility of making
dashboards through the web interface by using the dashboard designer

B. Jaspersoft

Jaspersoft is the company behind the famous and extended
Jaster Reports. Open Source reporting solution preferred by
most developers to embed in any Java application that requires
a reporting system. Jaspersoft has built its solution B.I. around
its reporting engine [14]. This has been done differently from
Pentaho. Jasper has integrated its projects that also solves
existing and consolidates projects nonetheless, has not
absorbed it. This strategy makes it "depend" on Talend
solution regarding ETL and Mondrian - Pentaho for the OLAP
engine. Jasper has access to the code Mondrian that can adapt
and continue its developments with Mondrian.

Jaspersoft has the following components:

a) ETL - JasperETL is actually Talend Studio. Talend,
unlike Kettle, it has not been absorbed by Jasper and remains
an independent company that offers its products independently
[15]. Working with Talend is also quite user-interface intuitive
and proprietary although the approach is completely different.
Talend is a code generator that is the result of an ETL exercise
and it is native Java or Perl code. It can also compile and
generate Java procedures or instructions. Talend is more
oriented to a type of programmer used with a higher level of
technical expertise than it requires by Kettle as it is illustrated
in Fig. 6. To sum up, the flexibility is much better with this
approach.

|
N

Fig. 6. Jaspersoft ETL Interface is actually Talend Studio, it is also quite
user-interface intuitive and a code generator
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b) Web Application-JasperServer: JasperServer is a
100% Java2EE that allows us to manage all Bl resources [16].
The overall look of the web application is a bit minimalist
without sacrificing the power as shown in Fig. 7. However,
having all resources available on the top button bar makes it a
100% functional application and has all the necessary
resources for BI.

Comvert wing | TP

Fig. 7. Jaspersoft Server Interface is a 100% Java2EE to manage business
intelligence resources

c) Reports:  As described, the report engine is the
solution of Jaspersoft as it is illustrated in Fig. 8. The
component provides features such as i) Report development
environment: lreport as a system based on environment
NetBeans. What makes it challenging to machine resources?
In return it offers great flexibility, ii) System of metadata
(Domains) the web. These, along with ad-hoc reports, are the
strengths of this solution, iii) Web Interface for ad-hoc reports
really well resolved, iv) The runtime JasperReports widely
was known and used in many projects where a solvent
reporting engine is needed, and v) The reports can be exported
into PDF, HTML, XML, CSV, RTF, XLS and TXT.

e Predefined - Ireport: IReport is a working
environment that allows a large number of features
[17]. Here something like that Talend is a working
environment with larger demands as a result of offering
a number of possibilities occurs.

e Ad hoc: This is the real strength of Jasper solutions.
The editor of ad-hoc reports is the best structured and
best featured tool for analysing [17]. It offers: i)
Selection of different types of templates and formats,
ii) Selection of different data sources, iii) Validation
consultation on the fly, iv) Creation of reports by
dragging fields to the desired location: i) Tables, ii)
Graphics, iii) Crosstable (Pivot), and iv) Edition of all
aspects of the reports.
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Fig. 8. Jaspersoft Reporting Interface that includes report development
environment, a system of metadata (Domains) web, web interface for ad-hoc
reports and runtime JasperReports

d) OLAP: The OLAP engine that uses JasperServer is
Mondrian and uses a Viewfinder-JasperAnalysis [18], which
is no longer JPivot but with a layer of makeup as shown in
Fig. 9. Already mentioned in Pentaho paragraph.
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Fig. 9. The OLAP engine that uses JasperServer is Mondrian and uses a
Viewfinder-JasperAnalysis which is no longer JPivot but with a layer of
makeup

e) Dashboards: Illustrated in

Fig.10.
e Predefined: They do not make much sense, given the
designer panels [19]. In any case, to be a Java platform
it can always include proper developments.

Dashboard Designer.

e Ad-hoc: Dashboard Designer: It is back to a really easy
and simple use of the web editor.
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Fig. 10. Jaspersoft Dashboards Designers Interface able to select predefined
or ad-hoc

IIl.  COMPUTER ALGEBRA SYSTEMS

A. Sagemath

SageMath is a computer algebra system (CAS) that is built
on mathematical packages and contrasted as NumPy, Sympy,
PARI / GP or Maxima. It accesses the combined power of the
same through a common language based on Python. The
interaction code combines cells with graphics, texts or
formulas enriched with LaTeX rendered. Additionally,
SageMath is divided into a core that performs calculations and
an interface that displays and interacts with the user. Even, a
command line-based text is also available using Python that
allows interactive control calculations [20]. The Python
programming language supports object-oriented expressions
and functional programming. Internally, SageMath is written
in Python and a modified version of Pyrex called Cython. It
allows parallel processing [21] using both multi-core
processors and symmetric multiprocessors. It also provides
interfaces to other non-free software as Mathematica, Magma,
and Maple (undistributed with SageMath) that allows users to
combine software and compare results and performances.

All the packages cover most features such as i) Libraries of
elementary and special functions, ii) 2D and 3D graphs of
both functions and data, iii) Data manipulation tools and
duties, iv) A toolkit for adding user interfaces to calculations
and apply, v) Tools for image processing using Python and
Pylab, vi) Tools to visualize and analyze graphs, vii) Filters
for importing and exporting data, images, video, sound, CAD,
and GIS, viii) Sage embedded in documents LaTeX6 [22].

B. Matlab

Matlab is a computer algebra system (CAS) that provides
an integrated environment that develops and offers
representative characteristics such as the implementation of
algorithms, data representation and functions. Also,
communication with programs in other languages and other
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hardware devices [23], among others are advanced. The
Matlab package has two extra tools that extend those
functionalities: Simulink is a platform for multi-domain
simulation and GUIDE that is a graphic user interface - GUI.
Additionally, its potential could be expanded using Matlab
toolboxes; and Simulink blocks with block sets.

The language of Matlab is interpreted, and can run in both
interactive environments through a script file (*.m files). This
language allows vector and matrix operations to function,
lambda calculus, and object-oriented programming. An
additional tool called Matlab Builder has been launched that
contains an "Application Deployment" which allows using
Matlab functions, as library files, that provides the ability to
be used with environments such as .NET or Java. Matlab
Component Runtime (MCR) should be used on the same
machine where the main application is set for the Matlab
function properly [24]. One of the versatilities of this CAS is
that it is quite useful to carry out measurements and it
provides an interface to interact with other programming
languages. Thus, Matlab can call functions or subroutines
written in C or FORTRAN [25]. As the process is
accomplished by, creating a wrapper function that allows them
to be passed and returned by their data types Matlab.

IV. MATERIALS AND METHODS

Accurately measuring the processing times is not a trivial
task, and the results may vary significantly from one computer
to another. The number of factors that influence the execution
times has used an algorithm, operating system, processor
speed, the number of processors and instruction sets that
understands the amount of RAM, and cache, and speed of
each, math coprocessor, GPU Among each other. Even on the
same machine, the same algorithm sometimes takes much
longer to give results, due to factors such as using more time
than other applications, or if there is enough RAM when
running the program.

The objective is to compare only the ETL and Reporting
processes, trying to draw independent conclusions from one
machine to another. The same algorithm can be called with
different input data.

The goal of this study is to measure the run-time as a
function of the "size" of the input data. For this, two
techniques are used: - Measure run time of programs with
different input data sizes and - Count the number of operations
performed by the program.

A. ELT Measurement

With Sage was measured the run time and efficiency of
ETL processes in both Bl tools mentioned previously as it is
illustrated in Fig. 11. For the CPU time, Sage uses the
concepts of CPU time and Wall time [12], which are the times
that the computer is dedicated solely to the program.

The following flow chart shows the ETL process
measurement.
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Fig. 11. The ETL process measurement using the Sage computer algebra
system for all databases

The CPU time is dedicated to our calculations, and Wall
time clock time between the beginning and the end of the
calculations. Both measurements are susceptible to
unpredictable variations. The easiest way to get the run time
of a command is to put the word time to the command as it is
shown in Fig. 12.

Sage: HTo small data size
Sage. Time Is_prime (factorial (500) + 1)
False

Time: 0.09 s CPU, Wall: 0.009 s

Sage: ITo higher data size, takes longer (in general)
Sage: time is_prime (factorial (100) + 1)

False

Time: 0.72 s CPU, Wall: 0.76 &

Fig. 12. Sage code to measure CPU time of ETL processes in both Bl tools
for small and higher data sizes

Vol. 7, No. 10, 2016

The time command is not flexible enough and needs the
CPUtime functions and Walltime. CPUtime is a kind of meter:
a meter progresses as the calculations are done, and moves
many seconds as the CPU dedicated to Sage. The Walltime is
a conventional clock (the clock UNIX). For the time spent on
the program, also the before and after times of the execution
were recorded and calculated and the differences are
illustrated in Fig. 13.

Sage: #cputime only advances when the cpu runs

Sage: #(a taximeter cpu)

Sage: #runs this function several times to see as time increases
Sage: #if you want. Executes commands in between

Sage: cputime ()

2.0600000000000001

Sage: #walltime inexorable advance (it is an ordinary clock)
Sage: walltime ()

12983659972.163182

Fig. 13. Sage code using CPUtime functions and Walltime to measure the
ETL process in both tools

The following code saves the list of the CPU times used to
run the factorial function with data of different sizes as shown
in Fig. 14.

Sage: numbers = [2 A j for j in range (8,20)]

Sage: time =]

Sage: for numberin numbers:

...TepuO = cputime ()

...11 = factorial (number)

...Times.append (cputime () =tcpu0))

Fig. 14. Sage code to save lists of the CPU times used to run the factorial
function with data of different sizes

B. Reporting Measurements

With Matlab the measured run time and efficiency of
Reporting processes in both Bl tools mentioned previously is
shown in the flow chart in Fig. 15.
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Fig. 15. The Reporting measurement process using the Matlab computer
algebra system for all databases

For doing this activity, a C function was used that
implemented a High-Resolution Performance Counter for
measurement the Reporting processes on both BI tools as it is
illustrated in Fig. 16.
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C. Databases Analysis

Six different Excel databases with different sizes have
been used to perform the analysis. Those databases were
acquired from UCI Machine Learning Repository [26] and
their main features are described in Table 1:

TABLE I. DESCRIPTION OF THE SIX EXCEL DATABASES INCLUDING
THEIR NUMBER OF ATTRIBUTES, INSTANCES AND SIZES
Number of Number of .

Database Attributes Instances Size

DB 1 21 65.055 0.009 Mb

DB 2 26 118.439 0.017 Mb

DB 3 35 609.287 0.134 Mb

DB 4 40 999.231 1.321 Mb

DB 5 51 1.458.723 35.278 Mb

DB 6 62 2.686.655 144.195

* returns “a - b" in seconds */
double performancecounter diff(LARGE _INTEGER *a, LARGE_INTEGER *b)
(

LARGE _INTEGER freq;

QueryPerfarmanceFrequency{&freqg);

return (double)(a->QuadPart b->QuadPart) / (doutle)freq.QuadPart;

int main(int argc, char *argv(])
1
LARGE_INTEGER t_fini, T_fin;

double secs;

secs = performancecounter diff{&t fin, &t _ini);
peintf("%.16¢ milliseconds\n™, secs * 1890.8);

return B;

Fig. 16. Code to measure the reporting process

In this case, Query Performance Counter acts as a clock ()
and Query Performance Frequency as CLOCKS PER_SEC.
That is the first function that gives the counter value and the
second frequency (in cycles per second, hertz). It is clear that
an LARGE_INTEGER is a way to represent a 64-bit integer
by a union.

D. Computer system

In order to perform the experiment and examination, the
Business Intelligence Tools, Computer Algebra Systems and
Databases are set on and customised in a PC with the
following features: i) Operating system: x64-based PC, ii)
Operating system version: 10.0.10240 N/D iii) Compilation
10240, iv) Number of processors: 1, v) Processor: Intel (R)
Core (TM) i5-3317U vi) Processor speed: 1.7 GHz, vii)
Instructions: CISC, viii) RAM: 12 Gb, ixX) RAM speed: 1600
MHz, x) Cache: SSD express 24 Gb, xi) Math coprocessor:
80387, xii) GPU: HD 400 on board.

V. RESULTS

In this study, results for CPUtime as a function of the
"size" was obtained from the data input for the ETL and
Reporting processes from both Pentaho and Jaspersoft
Business Intelligence Open Sources, applying two different
Computer Algebra Systems.

The measurements of the computational times might
fluctuate considerably based on many factors such as the used
algorithm, operating system, processor speed, number of
processors and instruction set that understand the amount of
RAM, and cache, of each speed, along with math coprocessor,
GPU among others. Even on the same machine, the same
algorithm sometimes takes much longer to give the result of
others, due to factors that it is more time-consuming than
other applications that are running or if it has enough RAM
when running the program.

Tables 2 and 3 shows the results of the CPU time (in
minutes) of the ETL and Reporting processes and they present
the times it took per tool in processing the different sized
databases. Additionally, the increment of processing data can
be considered as a difference between those Bl tools in
process. As a result of the first examination (Table 2), it is
clear that the computational times for Pentaho ETL process
measured by Sage were: 8 min; 12.01 min; 21 min; 32.01 min;
39.06 min and 48.01 min. Conversely, the computational
times for Jaspersoft, were 9.54 min; 19.32 min; 31.88 min;
44.73 min; 55 min and 67.69 min, processing 0.009 Mb from
DB1; 0.017 Mb from DB2; 0.134 Mb from DB3; 1.321 Mb
from DB4; 35.278 Mb from DB5 and 144.195 Mb from DBS6,
respectively for both tools.
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The results of the CPU time of the ETL process is shown
in Table 2 and it presents the times that it took per tool in
different databases.

TABLE Il. RESULTS OF THE CPU TIME OF THE ETL PROCESS WITH THE
TIMES TOOK PER TOOL AND THE INCREMENT IN THE PROCESS DATA IN THE
DIFFERENT DATABASES

Time (Minutes

Tool Process g1 | DBz | DB3 | DB4 | DB5 | DB6
Pentaho ETL 8 1201 | 21 | 3201 | 39.06 | 48.01
Jaspersoft | ETL 954 | 19.32 | 31.88 | 4473 | 55 67.69

Increment in the Process of Data

DB1 | DB2 DB3 DB4 DB5 DB6

19.2 | 60.85 | 51.79 | 39.75 | 40.77 | 40.99

Jaspersoft ETL 206 % % % % %

On the other hand, as a result of the second examination
(Table 3), we can detect and see that the result of the Pentaho
Reporting process measured by Matlab was: 3.75 min; 5.35
min; 8.47 min; 12.03 min; 17.07 min and 22.60 min.
Conversely, the reporting process for Jaspersoft were 3 min;
4.02 min; 6.05 min; 8.13 min; 11.16 min and 14.15 min,
processing 0.009 Mb from DB1; 0.017 Mb from DB2; 0.134
Mb from DB3; 1.321 Mb from DB4; 35.278 Mb from DB5
and 144.195 Mb from DB6, respectively for both tools. The
results of the CPU time of the Reporting process are shown in
Table 3 and it presents the time it took per tool in different
databases.

TABLE IlIl.  RESULTS OF THE CPU TIME OF THE REPORTING PROCESS WITH
THE TIMES TOOK PER TOOL AND THE INCREMENT IN THE PROCESS DATA IN
THE DIFFERENT DATABASES

Time (Minutes)

Tool Process 'op1 | DB2 | DB3 | DB4 | DB5 | DB6
Pentaho Egpor“ 375 | 535 | 847 | 1203 | 17.07 | 22.60
Jaspersoft Egepor“ 3 402 | 605 | 813 | 1116 | 1415

Increment in the Process of Data

DB1 | DB2 DB3 | DB4 DB5 DB6

Reporti 32.99 59.75
ng 25% % 40% | 48% 53% %

Pentaho

The Graphical comparison results of the CPU times for the
ETL and Reporting processes performed by the BI tools,
accessing six different sized databases which is illustrated
below. In Fig. 17, we observe that Jaspersoft has significantly
increased the results of the CPU time of the ETL process
represented by 19.22%, 60.85% 51.79%, 39.75%, 40.77 and
40.99% processing DB1, DB2, DB3, DB4, DB5 and DBS,
respectively. This means that in the ETL process, Pentaho had
a better performance than Jaspersoft.
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ETL Process

CPU Time (Min)

—o— log(Pentaho)
—x— log(Jaspersoft)

107 10° 10
Size of Databases (Mb)

Fig. 17. CPU Time of the ETL process with the times it took per tool in

processing data in the different databases

In Fig. 18, it is evident that Pentaho had a considerable rise
in the outcomes of the Reporting process denoted by 25%,
32.99%, 40%, 48%, 53% and 59.75% processing DB1, DB2,
DB3, DB4, DB5 and DB6, correspondingly. In this case,
Jaspersoft had a better performance than Pentaho in the
Reporting process.

Reporting Process

/3\6

—o—log(Pentaho) ||
—*— log(Jaspersoft)

=

o
N
T

CPU Time (Min)

107 10° 102
Size of Databases (Mb)

Fig. 18. CPU Time of the Reporting process with the times took per tool in
the process data in different databases

The outcomes also showed that both results of CPU time
of the ETL and Reporting process are directly related to the
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sizes of the databases. What is more, is that the study could
identify that Pentaho had a superior performance for ETL
process and Jaspersoft an improved performance for
Reporting process.

V1. DISCUSSION

The ETL experimental analysis results clearly shows that
Jaspersoft Bl had an increment of CPU time in the process of
data over Pentaho BI, represented in an average of 42.28% of
performance metrics over six databases. Pentaho provided its
data integration and ETL capabilities as shown in [9], having a
better performance. Evidently, for this part of the
experimentation, our study has demonstrated that Pentaho had
higher performance ETL capabilities with the aim of covering
the whole data integration requirements, simultaneously by
big data as well. That high performance is provided by its
parallel processing engine and these features are shown in
[11].

Pentaho Bl had a marked increment of the CPU time in the
process of data over Jaspersoft evidenced by the Reporting
analysis outcomes with an average 43.12% over six databases.
Clearly, in this part of the examination, the analysis has
confirmed that Jaspersoft has had a higher performance
Reporting capability with the objective of generating reports.
This particular feature is aligned with other studies, which
argue that Jaspersoft extends the range of its Bl requirements
including reporting based on its operational production,
interactive end-user query, data integration and analysis as
shown in [11]. On top of this, investigating various security
features [27-29] could be an interesting avenue to explore in
the future to protect BigData.

VII. CONCLUSION

This study has tested two of the best positioned open
source Business Intelligence (Bl) systems in the market:
Pentaho and Jaspersoft. Both Bl systems present notable
features on their components. Pentaho on one side along with
ETL component with great usability, maintainability and
flexibility in making the transformations: Web Application
with Java j2EE application 100% extensible, adaptable and
configurable; the configuration management is integrated in
most environments, that communicate with other applications
via web services; it integrates all the information resources
into a single operating platform; Reports with an intuitive tool
that allows clients to create reports easily; OLAP Mondrian
with a consolidated engine widely used in environments of
JAVA; Dashboard Designer makes dashboards Ad-hoc,
dashboards based on SQL queries or Metadata and a great
freedom by offering a wide range of components and options.
Jaspersoft on the other side has JasperETL (Talend) with
Java / Perl native, Web Application with a Java j2EE
application 100% extensible, adaptable and customizable; the
management settings are very well resolved, it allows almost
all through the same Web application; It integrates all
information resources into a single operating platform; the
editor Ad-hoc reports and Box Editor Ad-hoc command are
best resolved; Reports are fast; Ad hoc and have a nice
interface, with good flexibility and power, simple, intuitive
and easy to use.
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The experimental analysis has focussed on their ETL and
Reporting processes by measuring their performance s using
the two Computer Algebra Systems, Sage and Matlab. During
the ETL analysis results, clearly showed that it could observe
Jaspersoft Bl and has an increment of CPU time in the process
of data over Pentaho B, represented in an average of 42.28%
of performance metrics over six databases. Meanwhile,
Pentaho Bl had a marked increment CPU time in the process
of data over Jaspersoft evidenced by the Reporting analysis
outcomes with an average 43.12% over the databases. This
study is a useful reference for many researchers and those who
are supporting decisions of Big Data processing and the
implementation of Bl open source tool based on their process
expectations. The future work of the author would involve
new studies and implementations of Bl with Data warehousing
to create a technological tool to support the decision-making
at the enterprise level by taking this paper as a base.
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Abstract—Globally, heart disease is the leading cause of death
for both men and women. One in every four people is afflicted
with and dies of heart disease. Early and accurate diagnoses of
heart disease thus are crucial in improving the chances of long-
term survival for patients and saving millions of lives. In this
research, an advanced ensemble machine learning technology,
utilizing an adaptive Boosting algorithm, is developed for
accurate coronary heart disease diagnosis and outcome
predictions. The developed ensemble learning classification and
prediction models were applied to 4 different data sets for
coronary heart disease diagnosis, including patients diagnosed
with heart disease from Cleveland Clinic Foundation (CCF),
Hungarian Institute of Cardiology (HIC), Long Beach Medical
Center (LBMC), and Switzerland University Hospital (SUH).
The testing results showed that the developed ensemble learning
classification and prediction models achieved model accuracies of
80.14% for CCF, 89.12% for HIC, 77.78% for LBMC, and
96.72% for SUH, exceeding the accuracies of previously
published research. Therefore, coronary heart disease diagnoses
derived from the developed ensemble learning classification and
prediction models are reliable and clinically useful, and can aid
patients globally, especially those from developing countries and
areas where there are few heart disease diagnostic specialists.

Keywords—accuracy; adaptive Boosting algorithm; AUC;
classifier; classification error; coronary heart disease; diagnosis;
ensemble learning; F-score; K-S measure; machine learning;
precision; prediction; recall; ROC; sensitivity; specificity

. INTRODUCTION

Globally, heart disease is the leading cause of death for
both men and women [1], with more than half of the deaths
occurring in men. One in every four people is afflicted with
and dies of heart disease, and in the United States, over
610,000 afflicted Americans lose their lives annually [2].

Heart disease encompasses several types of heart
conditions. The most common type of heart condition is
coronary heart disease [3], which can cause heart attacks that
kill more than 370,000 people every year. In the United
States, for every 43 seconds, one person suffers a heart attack,
and for every minute one person dies of heart disease [2]. As a
result, the total annual cost of coronary heart disease,
including health care services, medications, and lost
productivity, is about $108.9 billion in the United States.

Coronary heart disease occurs when plaque builds up in a
patient’s arteries [4]. As plaque continues to accumulate, the
patient's coronary arteries detrimentally narrow over time and

reduce blood flow to the heart, thus increasing the risk of heart
attack or stroke.

High blood pressure, high cholesterol, and smoking are
three key risk factors for heart disease. Several other medical
conditions and lifestyle choices, including diabetes, obesity,
poor diet, physical inactivity, and excessive alcohol use, can
also place people at a higher risk for heart disease.

Currently, there are four main methods that are utilized to
diagnose the severity of heart disease in patients. They include
chest X-rays, coronary angiograms, electrocardiograms, also
known as ECG or EKG, and exercise stress tests [3]. In terms
of diagnosing heart disease and saving the lives of patients,
time and diagnostic accuracy at early stages are very crucial.
Early detection of coronary heart disease aids physicians in
determining the most appropriate treatment and enhances the
chances of survival for patients. In many developing countries
and areas, however, specialists are not widely available to
perform these diagnostic tests. Additionally, for many cases,
inaccurate diagnoses and erroneously conducted medical
procedures could lead to compromises in the patients' health.
Thus, early and accurate diagnoses of heart disease have
become immensely important in improving the chances of
long-term survival for patients.

Diagnosing coronary heart disease is a challenging task,
but computer-aided detection (CAD) have been developed to
provide automated predictions for heart disease in patients. As
one of the modern computer-aided detection methods,
machine learning is an emerging technology for analyzing
medical data and providing prognosis on early detection
outcomes. One research report used CAD approaches to
diagnose heart disease patients based on a method of
integrating multiple different types of decision trees [5]. In
other research reports, methods include support vector
machine (SVM) learning [6]-[8], principal component analysis
(PCA)-based evolution classifier [9], rotation forest (RF)
classifier [10], artificial neural network (ANN) and fuzzy
neural network (FNN) [11], and particle swarm optimization
[12]. These methods were developed using the medical data of
patients to classify and predict heart disease outcomes.

In this research, an alternative and enhanced machine
learning approach is proposed for coronary heart disease
prediction based on classification and prediction models
utilizing an adaptive Boosting algorithm that combines a set of
weak classifiers into a strong ensemble learning prediction
model. The developed classification and prediction models
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contain two components: an ensemble learning-based training
model and a prediction model (also called a diagnosis model).
The training model is based on the adaptive Boosting
algorithm to form ensemble learning consisting of an
optimally weighted majority vote on a number of individual
classifiers. On the other hand, the diagnosis model is used to
distinguish and classify the presence or absence of coronary
heart disease for heart disease outcome predictions. The
classification and prediction model for diagnosing coronary
heart disease was evaluated using the model sensitivity (or
recall), specificity, precision, F-score, probability of the model
misclassification error and the model accuracy, receiver
operating characteristic (ROC) curve, area under the ROC
(AUC), and Kolmogorov-Smirnov (K-S) measure.

Il.  MATERIALS AND METHODS

In this section, the coronary heart disease data sets are
introduced. The classification and prediction models for the
coronary heart disease prediction based on the ensemble
learning using the adaptive Boosting algorithm are presented.
Lastly, the evaluation methods of the ensemble learning model
are discussed in detail.

A. Heart Disease Dataset

The heart disease data sets, which were used in this
research, were obtained from the Heart Disease Databases
available in the UCI Machine Learning Repository [13]. These
databases contain data information on heart disease clinical
instances, contributed by the Cleveland Clinic Foundation
(CCF), Hungarian Institute of Cardiology (HIC), Long Beach
Medical Center (LBMC), and University Hospital in
Switzerland (SUH), respectively.

There are 4 different heart disease databases contributed
by 4 different medical institutions, including CCF, HIC,
LBMC, and SUH. The databases contain 303 clinical
instances, 294 clinical instances, 200 clinical instances, and
123 clinical instances in each data set, respectively. This
results in a total combination of 920 clinical instances.

Each heart disease database has the same clinical instance
format for each patient. Each clinical instance contains a total
of 75 attributes and one target attribute. The target attribute
refers to the status of the presence of heart disease in the
patients. It is represented by an integer valued from “0” to “4,”
where “0” signifies absence and the values (“1,” “2,” “3,” and
“4”) signify the presence and severity of heart disease. In this
research, the target attribute is reclassified into a binary value
of “0” or “1,” indicating the diagnoses of absence or presence
of coronary heart disease in the patients, respectively.

B. Adaptive Boosting Algorithm and its Classifiers

In this section, the diagnostic method for predicting and
classifying the presence or absence of coronary heart disease
is designed and developed based on ensemble learning
classification and prediction models using an adaptive
Boosting algorithm. The developed ensemble learning
classification and prediction (or diagnostic) models, associated
with their algorithms and methods, are presented in detail.

The adaptive Boosting algorithm, also known as
“AdaBoost,” is a machine learning meta-algorithm [14]. This
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algorithm is adaptive because it runs multiple iterations to
generate a strong composite ensemble learning method by
using an optimally weighted majority vote of a number of
weak classifiers. While the individual weak classifiers are
only slightly correlated to the true classifier, the adaptive
Boosting algorithm creates a strong ensemble learning
classifier, which is well-correlated with the resulting true
classifier by iteratively adding the weak classifiers.

Given M training data {(X1, ¥1),..., (Xm ,Ym)}» Xi is a vector
corresponding to an input sample data, associated with P input
attributes, and y; is a target variable with a class label of either
1 or -1. In this research, the P input attributes are represented
by the 75 input attributes in the heart disease data sets that can
be utilized to build classification and prediction models.

The adaptive Boosting algorithm can be stated and
described in the following [14]-[16]:

Initialize weights D, [i] = %for i=1,...M.

For each iteration, t = 1,...,T"

Train a weak classifier using distribution D,.

Select a weak classifier with low weighted error:

g = Prp [h[x;] # yi]. 1)
e Calculate a new component S, based on its error:
_ l 1-¢&¢
e =3 (52) @

Update distribution D[] for i = 1,...,M:

i D, [ile(—Btyihtlx;l)
Dyyqli] = t[l]ez—t 3)
where Z; is a normalization constant such that the weights

D, ,1[i] sum to one.

After all of the boosting iterations, a final ensemble
learning classifier, which has a weighted error that is better
than chance, is obtained by combining all weak classifiers
with an optimal weight,

H[x] = sign(Xi=; Behe[x]). (4)

Eq. (4) is guaranteed to have a lower exponential loss over
the training samples. This is equivalent to say that the final
classifier H[x] is computed as a weighted majority vote of the
weak classifiers hy[x], where each classifier is assigned by
weighting S;.

During the training, the adaptive Boosting iterations also
decrease the classification error of the ensemble learning
classifier over the training samples. In addition, the
classification error must quickly decrease exponentially if the
weighted errors of the component classifiers, €., are better
than chance, that is, e, < 0.5. The ensemble learning-based
classification error is bound by

err(H[x]) < TI} 2\/e.(1 — &) Q)

Furthermore, the weighted error of each new component
classifier, &, in Eqg. (5) can be expressed:

ge = 0.5 =2 (X Delily; he[x]). (6)
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Eq. (6) shows that the weighted error of each new
component classifier tends to increase in association with a
function of adaptive Boosting iterations.

During each training round, a new weak classifier is added
to the ensemble learning process, and a weighting vector is
adjusted to focus on training samples that were misclassified
in previous rounds. As a result, the final model H[x] is a
classifier that has a higher accuracy than those of the weak
classifiers.

C. The Methods of Adaptive Boosting Model Evaluations

In order to evaluate the performances of the adaptive
Boosting algorithm-based ensemble learning classification and
prediction models, one of the best methods is to analyze the
model’s accuracy and misclassification error, sensitivity (also
known as recall), specificity, precision, F-score, ROC, AUC,
and K-S measure using the training and testing data sets. In
this research, these analyses depend on the number of false
positive and false negative instances of the heart disease data
according to the references [17]-[21]. The diagnostic results,
associated with the positive or negative results for
distinguishing between presence and absence of coronary
heart disease from the ensemble learning classification and
prediction model, are shown in Table 1.

TABLE I. A MATRIX OF THE DEVELOPED ENSEMBLE LEARNING
CLASSIFICATION AND PREDICTION MODELS' DIAGNOSTIC RESULTS FOR
DISTINGUISHING BETWEEN PRESENCE AND ABSENCE OF CORONARY HEART
DISEASE

Actual Heart | Actual No

Total Number

Disease Heart Disease

Predicted - .
heart disease True Positive | False Positive TP+ FP

- (TP) (FP)
patients
Predicted no .
heart disease Eeflelsgtive FN) -(I-T",ile) Negative | cn 4 TN
patients 9
Total Number | TP +FN FP+ TN TP+FP+FN+ TN

The sensitivity is defined as the probability of correctly
identifying the presence of heart disease in patients given by
[18],

U]

The sensitivity is also referred to as the true positive rate
or recall in the field of machine learning.

Sensitivity = e

The specificity is defined as the probability of correctly
identifying the absence of heart disease in patients given by,
TN
FP+TN ’

(8)

The specificity is sometimes called the true negative rate.
The difference of (1 — specificity) is known as the false
positive rate.

Specificity =

The precision or the positive predictive value is defined as

©)

Thus, the probability of the misclassification error (PME)
is obtained by

TP
TP+FP '

Precision =
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PME = — IN*FP (10)

TP+FN+FP+TN '
and the model’s accuracy is defined by

TP+TN
TP+FN+FP+TN

Accuracy = ) (11)

where the model’s accuracy = (1 — PME).

Notice that both the recall in Eq. (7) and precision in Eq.
(9) are in a mutual relationship based on the understanding
and measure of relevance. The recall is a measure of quantity,
while the precision is a measure of quality. Thus, based on the
harmonic mean of recall and precision, the relationship
between the recall and precision definitions is given by a F-
score, which is defined as

F_score = 2 (Precisioanecall) , (12)

Precision+Recall

where a F-score of 1 would signify the best score in terms
of accuracy of the classification and prediction model, and a
F-score of 0 would be the worst score.

Thus, the F-score in Eq. (12) is used to measure the model
performances and likewise can be used as a single measure of
a model's accuracy during the testing. In addition, the F-score
can also be interpreted as a weighted average of the recall and
precision.

A ROC curve for classification and prediction models is a
graph plot, which is obtained by using a set of trade-off points
between the sensitivity and the difference of (1 — specificity)
for cases classified as presence of heart disease. The
corresponding AUC under the ROC curve can be used to
evaluate and rank the quality of the performance of
classification and prediction models [18]. To estimate the
AUC, a trapezoidal approximation formula is given by [18],
[22],

Jy FOOdx = B (225) (xypy — %), (13)

where f(x) denoted the function of the ROC curve analysis,
yiand x; represented the sensitivity and (1-specificity) at the ith
i =01, 2 .. M) point, respectively. An AUC of 1
represents that the classification and prediction model is a
perfect model in terms of diagnostic accuracy in
distinguishing the presence of heart disease from absence of
heart disease. On the other hand, an AUC of 0.5 indicates that
the model is simply based on chance and is unmeaningful.
Thus, the higher the AUC is, the better the classification and
prediction model performs.

The AUC under the ROC curve is one of the most
important parameters to evaluate and rank the quality of the
performance of classification and prediction models under a
condition of balance samples; that is, the number of presence
and the number of absence of heart disease cases are
approximately equal in the training and testing data sets.
However, if unbalanced samples are represented in the data
set, the F-score in Eq. (12) is the most important parameter for
quality evaluation of the classification and prediction models.
In that case, the AUC would not be an effective method of
ranking the quality of the performance of the classification
and prediction models.
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In this research, the K-S measure [20], [21] will also be
used to measure performance of the ensemble learning
classification and prediction models. More accurately, in our
research, the K-S measure is used to determine the degree of
separation between the distributions of the presence and
absence of heart disease in patients. The K-S measure can
achieve a value of 100% if the scores of the model partition
the population into two separate groups, in which one group
contains all clinical instances classified with presence of
coronary heart disease and the other consists of all clinical
instances classified with absence of heart disease. In other
words, the K-S measure results in 100% if output probabilities
(or model scores) of the developed ensemble learning
classification and prediction model allow the results of the
presence and absence of heart disease in patients to be
perfectly separated. In an unusual case, the K-S measure
would be 0 if the developed ensemble learning classification
and prediction model cannot differentiate between presence
and absence of coronary heart disease. However, in most cases
for classification models, the K-S measure will fall in a range
between 0% and 100%. Thus, the higher the K-S measure
value is, the better the developed ensemble learning
classification and prediction model is at diagnosing the
presence or absence of coronary heart disease in patients.

1. RESULTS

In this paper, an advanced ensemble machine learning
technology, utilizing an adaptive Boosting algorithm, is
proposed for accurate heart disease diagnosis and outcome
predictions. The proposed adaptive Boosting model is an
ensemble machine learning meta-algorithm, which combines a
set of outputs from other learning algorithms into a weighted
sum, thereby converging multiple mathematical models into a
strong and enhanced classification and prediction model.

The proposed ensemble learning classification and
prediction models were applied to 4 different data sets for
coronary heart disease diagnosis. With data collected from
four different medical institutions, these 4 data sets contain
clinical instances of patients diagnosed with heart disease: 303
instances from the CCF, 294 instances from the HIC, 200
instances from the LBMC, and 123 instances from the SUH.
Table 2 shows the details of the clinical instances in terms of
the number of cases with the presence or absence of coronary
heart disease in each of the 4 data sets, after the removal of
clinical instances with missing values.

As can be seen in Table 2, there are large differences in
terms of the percentage of the presence of coronary heart
disease in patients, with the lowest at 36.18% and the highest
at 93.44% in the data sets.

In each data set, each clinical instance consists of 76 raw
attributes. Among all of the raw attributes, only 29 of them
were used for developing the ensemble learning classification
and prediction models due to a large number of missing
values. Table 3 lists the detailed 29 raw attributes, which had
been used for the model development in this research.

To evaluate the performances of the developed ensemble
learning classification and prediction models based on the
adaptive Boosting algorithm, the probabilities of the model
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misclassification error and the model accuracy were estimated
using a nonparametric approach based on a holdout method
[23]. The holdout method is also known as the H method. The
pattern data {X,d} are partitioned into two mutually exclusive
data sets {X,6}; and {X,d},. For the holdout method, the
ensemble learning classification and prediction models were
trained using the training data {X,&},, and then the ensemble
learning classification and prediction models were tested using
the testing data {X, 6},

TABLE Il.  THE CLINICAL INSTANCES IN TERMS OF THE PRESENCE AND
ABSENCE OF HEART DISEASE IN EACH DATA SET
Cases with Cases with Total Percentage of
L the Presence
Presence of | Absence of Clinical
of Heart
Heart Heart Instance - -
Disease Disease Cases Disease in
Data Set
CCF 125 157 282 44.33%
HIC 106 187 293 36.18%
LBMC 113 32 145 77.93%
SUH 114 8 122 93.44%
TABLE Ill.  THE 29 RAW ATTRIBUTE NAMES AND THEIR DESCRIPTIONS
xg:@ble Descriptions \ngrrllz:ble Descriptions
Peak exercise blood
Age Age in years Tpeakbps | pressure (first of 2
parts)
0= Peak exercise blood
Sex ?ex (1 = male; 0= Tpeakbpd | pressure (second of 2
emale)
parts)
Chest pain type (1 =
typical angina;
CcP 2 = atypical angina; 3= | dummy Integer, from 94 to 200
non-anginal pain;
4 = asymptomatic)
Htn Binary, 0 and 1 tresrbpd Resting blood pressure
. Exercise induced
Chol Serum cholesterol in exang angina (1 = yes; 0 =
mg/dl
no)
Resting
electrocardiographic
results (0 = normal; 1 =
having ST-T wave
abnormality where T
Restecg \év‘?ﬁéca\ﬁgsr:oc?rs and/or xhypo (1 =yes; 0=no)
depression of > 0.05
mV; 2 = showing
probable or definite left
ventricular hypertrophy
by Estes' criteria)
. ST depression induced
Ekgmo Moqth of exercise ECG oldpeak by exercise relative to
reading
rest
Ekgday Day_of exercise ECG cmo Month of cardiac cath
reading
Ekgyr :223: r?g exercise ECG cday Day of cardiac cath
Beta blocker used
Prop during exercise ECG cyr Year of cardiac cath
(1 =yes; 0=no)
Nitrates used during
Nitr exercise ECG Lvx3 Integer, from 0 to 8
(1 =yes; 0 =no)
Pro glec‘alglll::?]uzzgn;jrling Lvx4 Integer, from 0 to 8
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exercise ECG (1 = yes;
0=no)
Thaldur Duration of exercise Ivf Integer, from 1 to 4
test in minutes
Diagnosis of heart
disease (angiographic
. disease status)
Thalach Maxlmum heart rate num 0 (< 50% diameter
achieved -
narrowing)
1 (> 50% diameter
narrowing)
Thalrest Resting heart rate

Each data set was separated into equally sized training and
testing data sets. The ensemble learning classification and
prediction models were trained and tested by using the
training and testing data sets, respectively. To train the
classification and prediction models, the adaptive Boosting
algorithm parameters were set to 100 iterations for the CCF,
HIC, LBMC, and SUH.

Training And Testing Error

- 1 Train
2 Teatt

20 40 60 B0 100

Paration 110 100

Fig. 1. The model classification error plot at each iteration, where the red
curve represents the training error and the green curve represents the testing
error by using the CCF training and testing data sets, respectively

Fig. 1 displays the trained and tested classification error
curves at each iteration using the CCF training and testing data
sets. Fig. 2 also shows the trained and tested classification
error curves at each iteration using the HIC training and
testing data sets. For the LBMC, the trained and tested
classification error curves at each iteration are shown in Fig. 3,
using the LBMC training and testing data sets. Finally, the
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trained and tested classification error curves using the SUH
training and testing data sets are shown in Fig. 4.

Training And Testing Error

w
N
! Train
2 Testt

T T T T T

0 20 40 6o B0 100

Herabion 1 %0 100

Fig. 2. The model classification error plot at each iteration, where the red
curve represents the training error and the green curve represents the testing
error by using the HIC training and testing data sets, respectively

Training And Testing Error

1t Train

o |2 Testt

v 2
=
L |
' 2 2 2 2
3 1
1
i 1 1
T T T T T |
0 20 10 80 80 100

Nematon 130 100

Fig. 3. The model classification error plot at each iteration, where the red
curve represents the training error and the green curve represents the testing
error by using the LBMC training and testing data sets, respectively
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Training And Testing Error
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Fig. 4. The model classification error plot at each iteration, where the red curve represents the training error and the green curve represents the testing error by

using the SUH training and testing data sets, respectively

TABLE IV.  TRAINING RESULTS OF THE MODEL PERFORMANCES FOR THE CCF, HIC, LBMC, AND SUH USING THE TRAINING DATA SETS
TP FP FN TN Total Sensitivity (Recall) | Specificity Precision F-Score Error Accuracy
CCF 60 1 3 77 141 95.24% 98.72% 98.36% 0.97 2.84% 97.16%
HIC 54 0 2 90 146 96.43% 100% 100% 0.98 1.37% 98.63%
LBMC 57 5 0 11 73 100% 68.75% 91.94% 0.96 6.85% 93.15%
SUH 50 0 0 11 61 100% 100% 100% 1 0% 100%
TABLE V. TESTING RESULTS OF THE MODEL PERFORMANCES FOR THE CCF, HIC, LBMC, AND SUH USING THE TESTING DATA SETS
TP FP FN TN Total Sensitivity (Recall) | Specificity Precision F-Score Error Accuracy
CCF 44 10 |18 69 141 70.97% 87.34% 81.48% 0.76 19.86% 80.14%
HIC 40 6 10 91 147 80.00% 93.81% 86.96% 0.83 10.88% 89.12%
LBMC 54 14 |2 2 72 96.43% 12.50% 79.41% 0.87 22.22% 77.78%
SUH 56 2 0 3 61 100% 60.00% 96.55% 0.98 3.28% 96.72%
Table 4 displays the detailed training model performances
of the developed ensemble learning classification and
prediction models in predicting the presence and absence of =
coronary heart disease using the training data sets. The ,_,—'—’—f_’
training results of the model accuracies of the developed N ;
ensemble learning classification and prediction models were ~

the following: 97.16% for CCF, 98.63% for HIC, 93.15% for
LBMC, and 100% for SUH. The corresponding F-score for the
trained ensemble learning classification and prediction models
were 0.97 for CCF, 0.98 for HIC, 0.96 for LBMC and 1 for
SUH.

Table 5 shows the detailed testing model performances of
the developed ensemble learning classification and prediction
models in predicting the presence and absence of coronary
heart disease using the testing data sets. As shown, the testing
results of the model accuracies of the developed ensemble
learning classification and prediction models were the
following: 80.14% for CCF, 89.12% for HIC, 77.78% for
LBMC, and 96.72% for SUH. The corresponding F-scores for
the tested ensemble learning classification and prediction
models were 0.76 for CCF, 0.83 for HIC, 0.87 for LBMC and
0.98 for SUH.

False posiive rale

Fig. 5. An estimated AUC under the ROC curve of the developed ensemble
learning classification and prediction model for cases classified as presence of
heart disease and absence of heart disease in the CCF dataset, where the true
positive rate is sensitivity on the y-axis and the false positive rate is the
difference (1 — specificity) on the x-axis
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The ROC curve results of the developed ensemble learning
classification and prediction models were produced by varying
a set of trade-off points between the model sensitivity on the
y-axis and the difference value (1 — specificity) on the x-axis
for CCF, HIC, LBMC, and SUH as shown in Figures 5, 6, 7,
and 8, respectively. The corresponding estimated AUCs under
the ROC curve for CCF, HIC, LBMC, and SUH were 0.8526,
0.9212, 0.6864, and 0.6357, respectively. The estimated AUCs
of the ROC curves based on CCF and HIC implied that the
proposed ensemble learning classification and prediction
models can provide a consistently high accuracy in diagnosing
and classifying presence of heart disease and absence of heart
disease for predicting coronary heart disease outcome.
Additionally, because the samples are approximately balanced
in terms of the presence and absence heart disease cases in
both of the CCF and HIC data sets, the AUCs under the ROC
curves can be used to evaluate and rank the quality of the
performances of the ensemble learning classification and
prediction models.

Falve positrew rais

Fig. 6. An estimated AUC under the ROC curve of the developed ensemble
learning classification and prediction model for cases classified as presence of
heart disease and absence of heart disease in the HIC dataset, where the true
positive rate is sensitivity on the y-axis and the false positive rate is the
difference (1 — specificity) on the x-axis

The developed ensemble learning classification and
prediction models also enabled the production of a set of
model probabilities (also called the model scores), which were
associated with the presence and absence of coronary heart
disease in the cases crossing over the 4 datasets. By sorting the
model scores, the K-S charts were generated according to the
cumulative counts of instances of the presence and absence of
coronary heart disease cases.

Vol. 7, No. 10, 2016

True positive rate

Faise positive rate

Fig. 7. An estimated AUC under the ROC curve of the developed ensemble
learning classification and prediction model for cases classified as presence of
heart disease and absence of heart disease in the LBMC dataset, where the true
positive rate is sensitivity on the y-axis and the false positive rate is the
difference (1 — specificity) on the x-axis

As a result, Fig. 9 shows a K-S chart of the CCF with the
highest K-S value of 58.66% at the 4" decile population. Fig.
10 is a K-S chart of the HIC with the highest K-S value of
66.54% located at the 4™ decile population. Fig. 11 is the K-S
chart of the LBMC with the highest K-S value of 41.96% at
the 5th decile population. For the SUH, the K-S chart is shown
in Fig. 12 with the highest K-S value of 52.86% located at the
9" decile population. As shown in the charts from Fig. 9 to Fig.
12, the highest K-S values are consistently associated with the
tested model accuracies as listed in Table 5. Likewise, the
higher the highest K-S test value is, the better and more
accurate the developed ensemble learning classification and
prediction model is in distinguishing between the presence and
absence of coronary heart disease in patients.

Therefore, when applied to patients with chest pain
syndromes and intermediate disease prevalence, the diagnostic
results of coronary heart disease diagnoses derived from the
ensemble learning classification and prediction models are
reliable and clinically useful. The results can be used to aid
patients, especially those in developing countries and areas
where there are few heart disease diagnostic
specialists available.
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Fig. 8. An estimated AUC under the ROC curve of the developed ensemble
learning classification and prediction model for cases classified as presence of
heart disease and absence of heart disease in the SUH dataset, where the true
positive rate is sensitivity on the y-axis and the false positive rate is the
difference (1 — specificity) on the x-axis

IV. DISCUSSION

In this research, the ensemble learning classification and
prediction models were designed and developed based on an
adaptive Boosting algorithm. The developed classification and
prediction models were utilized to diagnose and classify the
presence and absence of coronary heart disease in diagnostic
outcome predictions. The developed ensemble learning
classification and prediction models were applied to 4
different coronary heart disease databases, where data sets
were collected from 4 different medical institutions at the
CCF, HIC, LBMC, and SUH. The performances of the
developed ensemble learning classification and prediction
models were tested and measured by using the training and
testing data sets. Based on these testing results, the developed
ensemble learning classification and prediction models were
further evaluated by wusing the model accuracy and
misclassification error, sensitivity (or recall), precision,
specificity, F-score, ROC curve, AUC, and the K-S measure.

As shown in Table 5, the tested model accuracies of the
developed ensemble learning classification and prediction
models, utilizing the 28 input attributes, were the following:
80.14% for the CCF, 89.12% for the HIC, 77.78% for the
LBMC, and 96.72% for the SUH using the testing data sets.
Furthermore, the F-scores of the developed ensemble learning
classification and prediction models were 0.76 for the CCF,
0.83 for the HIC, 0.87 for the LBMC, and 0.98 for the SUH.
The corresponding AUCs under the ROC curves were 0.8526
for the CCF, 0.9212 for the HIC, 0.6864 for the LBMC, and
0.6357 for the SUH. In addition, the highest K-S values of the
developed ensemble learning classification and prediction
model were 58.66% for the CCF, 66.54% for the HIC, 41.96%
for the LBMC, and 52.86% for the SUH. Thus, based on the
testing results, the average diagnostic accuracy of the
developed ensemble learning classification and prediction-
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Fig. 9. The K-S chart for the CCF was generated by using the model output
probabilities. The highest K-S value is 58.66%, located at the 4th decile
population
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Fig. 10. The K-S chart for the HIC was generated by using the model output
probabilities. The highest K-S value is 66.54%, located at the 4th decile
population

-model would be 85.27% accurate in distinguishing between
presence and absence of coronary heart disease in a new
patient with clinical heart disease data, crossing over the 4
different locations in the CCF, HIC, LBMC, and SUH overall.
Additionally, the average developed model sensitivity (or
recall) was 86.61%; the average specificity was 83.76%; the
average model precision was 85.84%; the average model F-
score 0.86; and the average highest K-S value was 55.01%.

Thus, the developed ensemble learning classification
and prediction models were able to achieve a consistently high
accuracy in diagnosing the presence and absence of coronary
heart disease for heart disease patient outcome predictions.

In comparison to related papers, there were several
different methods developed using the same heart disease data
sets. However, the methods associated with these developed
models only considered 13 input attributes and in most cases
were developed to classify and predict heart disease outcomes
using only one of the 4 data sets.
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Fig. 11. The K-S chart for the LBMC was generated by using the model
output probabilities. The highest K-S value is 41.96%, located at the 5th decile
population
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Fig. 12. The K-S chart for the SUH was generated by using the model output
probabilities. The highest K-S value is 52.86%, located at the 9th decile
population

In general, these previous methods showed different
performances in terms of the model accuracies within a range
of approximately 77% to 85%. The previous model accuracies
of using a new probability algorithm [24] showed 77% for the
HIC, 79% for the LBMC, and 81% for the SUH. The
classification accuracy was 77% for the CCF based on the
instance-based prediction model [25]. The conceptual
clustering model [26] achieved 78.9% accuracy on the CCF
data set. A decision tree (J4.8) was 78.9% accuracy and a
Bagging algorithm [27] achieved 81.41% accuracy in
diagnosing heart disease for the CCF data set. Recently, the
data mining approaches [28], including Naive Bayes, J48
decision tree, and Bagging algorithm, achieved the model
accuracies of 82.31%, 84.35%, and 85.03% for the HIC data,
respectively.

On the other hand, in this research, the developed
ensemble learning classification and prediction models based
on the 28 input attributes were not only applied to the CCF
data set but also applied to the HIC, LBMC, and SUH data
sets. The testing results, as shown in Table 5 and Figures from
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5 to 12, also indicate that the model accuracy of the developed
ensemble learning classification and prediction models is
comparably higher than most of those of the previously
published methods. In addition, the developed ensemble
learning classification and prediction models had more
flexibility due to its use of the adaptive Boosting algorithm,
regardless of whether or not there were overlapping data (or
clusters) between the presence and absence of heart disease
cases. The developed ensemble learning classification and
prediction models moreover provided a more reliable and
greater percentage of accuracy in distinguishing between the
presence and absence of coronary heart disease in the patient
outcome predictions.

Therefore, the proposed ensemble learning classification
and prediction models achieve significant potential in reducing
the number of unnecessary, inaccurate diagnoses and
erroneously conducted medical procedures that have
compromised patients’ health. The proposed ensemble
learning classification and prediction models enable early and
accurate heart disease diagnose and thus help improve chances
of long-term survival for heart disease patients and save
millions of lives.

V. CONCLUSION AND FUTURE WORK

In this paper, ensemble learning classification and
prediction models have been developed to diagnose and
classify the presence and absence of coronary heart disease in
patient outcome predictions; additionally, the model
accuracies, sensitivities (or recalls), precisions, specificities,
F-scores, ROC curves, AUCs, and K-S measures have been
evaluated. The developed classification and prediction models,
based on the adaptive Boosting algorithm, were ensemble
learning classifiers that had high flexibility in adjusting a
weighting vector to generate a strong, single composite
ensemble learning classification and prediction model by using
an optimally weighted majority vote of a number of weak
classifiers.

The developed ensemble learning classification and
prediction models were trained and tested using the holdout
method based on 4 different data sets from 4 different medical
institutions. The testing results showed that the developed
ensemble learning classification and prediction models had an
average sensitivity (or recall) of 86.61% in diagnosing the
presence of heart disease, an average specificity of 83.76% in
diagnosing the absence of coronary heart disease, an average
model precision of 85.84%, an average model F-score of 0.86,
and an average model accuracy of 85.27% in diagnosing both
the presence and absence of coronary heart disease. In each
data set, the accuracies of the testing results of the ensemble
machine learning models were the following: 80.14% for
CCF, 89.12% for HIC, 77.78% for LBMC, and 96.72% for
SUH. Therefore, the developed ensemble learning
classification and prediction models using the 28 input
attributes can provide highly accurate and consistent diagnoses
for coronary heart disease patient outcome predictions, thereby
allowing patients to bypass unnecessary, inaccurate diagnoses
and erroneously conducted medical procedures.

From Fig. 1 to Fig. 4, the classification errors based on the
testing data sets are higher than the classification errors based
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on the training data sets at the 100th iterations, where data sets
were collected from the 4 different medical institutions. This
phenomenon involving the differences of the classification
errors between the model training and testing processes is an
expected encounter, known as an over-fitting problem in the
field of machine learning during model development.
Minimizing training error will often result in the over-fitting
problem during each iteration in the adaptive Boosting
algorithm since the Boosting algorithm is sensitive to noise
and/or outlier samples. Thus, in future research, other
enhanced methods that prevent and/or reduce the over-fitting
problem associated with the adaptive Boosting algorithm
during a training process would be investigated, thereby
further enhancing the performances of the ensemble learning
classification and prediction model and coronary heart disease
diagnosis.
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Abstract—In this paper we will present a contribution to the
backstepping control for induction motor (IM) based on the
principle of Field Orientated Control (FOC). This law is
established step by step while ensuring the stability of the
machine in the closed loop, by a suitable choice of the function
Lyapunov, In addition it is executed to assure the convergence
the error’s speed tracking at all initials conditions are possible.
Both the speed and the rotor flux are supposed obtained by
sensors. The control of the IM by five-level NPC inverter
generally uses Pulse-width modulation techniques (PWM).
Finally, we represent some of the simulation results by
simulations in Matlab/Simulink environment.

Keywords—Backstepping control; Five-level NPC inverter;
Field orientated control; Induction motor

. INTRODUCTION

The control of electric actuators plays a key role in the
field of motion control called Mechatronics. Because the
simplicity of a control, the DC motor have been the traditional
choice for the accurate control with the very high dynamic
performance for a large range. The actuators are hard and
costly to construct for rapid applications and high power; it is
heavy, with an important inertia of the rotor and large
dimensions.

Since a long time the AC motor was the choice for
industrial applications for high-power and constant speed.
These actuators have advantages that the DC motor for simple
rotor it has to be no brushes construction contrary to their non-
linear dynamics they have been considered unsuitable for high
dynamic performance and hard to check.

The new discoveries in electronics powers as well as the
apparition of new technologies of microprocessors lows the
result of the advance’s implementing non-linear checking
exploiting ESPACE, DSP and AC machines have been
replaced the DC machines in a large application’s varieties,
there are even plans in the future to replace the traditional
choice of hydraulic and pneumatic actuators by the
asynchronous motor. About applications include robotics,
aviation, and space engines. Because of these factors, AC
motors became interesting references problems to try new
non-linear control. The challenge of the increasing number of
applications and controlling problems has more the incentive

to deal the physical systems class. The importance of electric
actuators in industry thousands of paper, and book number
with investigations in this field have published through the last
thirty years, much time is lost, and it will be a hard
undertaking to start all these approaches’ details but this is not
the objective of the work. The lack of natural decoupling
between the inductor and rotor makes the control of the
induction motor more difficult, opposite to its structural
simplicity, the study of the modeling will be done in the usual
context of simplifying hypotheses [1, 2].

Amongst the various techniques of harmonic elimination
used there is the technique of multilevel structures. The latter
is able to generate numerous voltage levels at the output of the
converter. However, the complexity of its structure constitutes
an important disadvantage for the number of semiconductors
increases with desired levels.[3-5].

The principle of backstepping technique is to establish in a
constructive manner the control law of the nonlinear system,
considering some state variables as Virtual control and its
interim control laws making The application of this
backstepping technique on the IM depends on choosing a
Lyapunov function [6], ensuring the overall stability of the
system. It presents the advantage of being robust to parametric
variations of the machine and a good references pursuit. The
association of backstepping technique with FOC control gives
the induction machine control interesting qualities of
robustness. [7, 8].

This work is organized as follows. First, we present the
model of IM. After that, we talk about the three-phase five-
level NPC inverter. Next give a backstepping application on
this IM model, where we will choose both current isq, isq as
virtual control, we propose to eliminate the conventional PI
controller in the FOC of the machine and replace them with
control laws by backstepping. Finally, we give some
simulation results.

Il.  PROBLEM FORMULATION

The asynchronous motor can be described by five non-
linear differential equations, with two electric coordinates
(stator current) and two magnetic coordinates (rotor speed),
the stator voltages are the two physical inputs of the system. In
a rotating frame d and g-axes, the IM is described by:
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«Q m(¢rd Isq —#rglsg )— cs2 —]T|
?rd —ag.q + (o5 — pQR)prq +aMigy
?rq = —a(prq —(CCOS — pQ)(Drd + aMisq

I_.Sd ba¢7rd + bp.Q(qu — ﬂsd + a)sisq + leSd
L Isq | _ba(/)rq — pr(prd - ﬂsq - a)sisd + mlvsq ]

1)

where g, isq, Vsgr Vsgo @rds @rg €2 Ty and ay respectively
denote the fluxes rotor, the voltage inputs stator, the currents
stator, the angular speed, the loading torque and the stator
frequency. The s and r subscripts refer to both rotor and stator.
The setting are:

a=R,/L,
b =MoL,
c=f,/J

7 =(LR +M2Rr)/O-LsL$
o=1-(M?/LL,)
m=pM/JL,

m, =1/ol,

we denote by R and R, the resistances, L and L, the self
inductances, M the mutual inductance between the stator and
rotor windings, P the number of pole-pair, J the inertia of the
system (motor and load) and f, the viscous damping
coefficient.

The assumptions are respectively presented:

1) The currents stator are capable for measurement also
they show the measurable system’s outputs;

2) The load torque is unchanged, obscure and it is famous
with its troubledness;

3) The resistance stator known as an overflowing
parameter changing with temperature;

4) The remained parameters are given by offline
identification with limited ambiguity and they are also fixed.

IIl.  MULTILEVEL INVERTER MODELLING

The three-phase five-level NPC inverter, is demonstrated
by Figure 1, it has three arms of IGBT or MOSFET with
antiparallel diode and three arms of two diodes. Whereas
Table 1 shows the five-level output voltage according the
states of the switches.

TABLE 1. THE SWITCHES STATE FOR THE 5-LEVEL OF OUTPUT VOLTAGE
(K=1,2,3)
BTDkl BTDk2 BTDk3 BTDk4 BTDkS BTDk6 VkM
1 1 1 0 0 0 2Uc
1 1 0 0 0 1 Uc
1 0 0 1 0 1 0
0 0 1 1 1 0 -Uc
0 0 0 1 1 1 -2Uc

PMW strategy is the most discussed method of the
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selected switching control methods (in the literature). This
strategy is based on comparison between several triangular
signals to a sinusoidal reference [9-12]. In the case of five-
level converter the strategy consists of comparing four
triangular carries having the same frequency and amplitude to
the sinusoidal reference. Thus, the reference waveform is
placed in the middle of the carrier bands [13-15].

IV. ROBUST BACKSTEPPING AND FIELD ORIENTED
CONTROL

In this section, it is proposed to eliminate conventional Pl
regulators in vector control of the IM and replace them by
backstepping control laws.

The controller design is done in two steps. First step, the
control problem is to choose isgrer aNd isgrer iN Such a way to
force Qand ¢4 to track their desired reference signals 2. and
orer the second step is devoted to the current loops design: find
the controls vy and v such that the currents iy and i
converge fast to desired references isgrer and isqrer respectively.
This design is detailed below.

Step 1: Start with the first equation of (2), we define ey, e,
errors and representing respectively

6'1 = Qref - Q
2
{62 = Pref — Pa ( )
The derivative of (2) is computed as
. . . T
[ 61 = Qper — MPyisq + QL +71 @)
€, = (pref —@q = (pref +apg —aMig,
The first Lyapunov v, candidates chosen as:
1
vy =3 (ef +ef) @
So, the derivative of (4) is computed as:
. . . T
[vl =e (Qref —m@glsg + cQ + 71) 5)
+ez(¢ref +apg — aMisd)
The tracking objectives can be satisfied by choosing:
. 11 . T
(lsq)ref = [k1e1 + Qpep +cQ + TZ] -

. 1
(lsd)ref = aM [kzez + Dref + aq)d]

where k; and k, positive design constants that determine
the closed loop dynamics.

The derivative of the function Lyapunov becomes:

v = kie;? —kye,2 <0 @)
SO sqrer aNd isgrer are asymptotically stable.

Step 2: Define other errors signals about currents:

e3 = isqref - isq
_ . )
€4 = lsdref lsa
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Fig. 1. The three-phase five-level NPC inverter
we find:

1 . T .
e =— [kle1 + Qpep +cQ + TL] —isq o)
1 . .
€ =y [kzez + Qreg t a‘Pd] — lsq

With this definition, taking into account the system (3) the
dynamics e; and e, are written:

(e e vty 1)
From (9), the errors dynamics are given by:
{ é, = (i;q)ref — A —myvy,
= —[keés + Grey + aga] — isa (12)
€y = (is.d)ref_B — My vy
where
A = —yiy, — bPQ@y — Pigg — aM%
o (12)
B =yig, — abQeq — PQig, — aM%
Lyapunov function candidate is chosen following:
v, = %(el2 +e,% +e3” +e,%) (13)
Its derivative is:
Uy =e16; +e,6, +e363 +e,é, (14)

This equation can be rewritten in the following from

{1'72 = Kie)” — Kye,” — Kue* + e3(K3e3 + (isd)ref) (15)

—A - mvg, + e4—(K4e4 + (isd)ref —-B- mlvsd)

The choice k3 > 0 and k4 > 0 can be made such that v, <
0. We choose the d-axis and g-axis voltage control input as:

1 .
Vsq = m_1 (K4e4) + (lsd)ref - B

(16)
1 .
Vsq = m_l(K363) + (lsq)ref —A
So, (11) can be expressed as:
é3 = _K3e3 - mel
{é4 = _aMez - Kze4_ (17)

To show boundedness of all states, we can rearrange the
dynamical equations from (10) and (17)

(18)

we can prove the boundedness of all the states, where A
can be shown to be Hurwitz.

é = Ae

V.  SIMULATION RESULTS

In this section we represent a simulation of the model of
induction motor fed by a three-phase five-level voltage NPC
inverter and controlled by the performing backstepping
regulator, using MATLAB/SIMULINK. In order to evaluate
the performance of the proposed controller, the testing was led
at a high reference change. The dynamic response of IM is
shown with Figures 2 to 6, and Table. 2 illustrates the
considered simulation parameters for the control system.

Those results, shows; the stator voltage, the rotor speed
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and the rotor flux components in which present the 2
performance of the backstepping control in the nominal case. I
It is observed that the rotor speed converges to the reference
one without instabilities effects. As result the decoupling

10

between the flux and the torque is better. 5 LT CETE T
e M VWWWUWMMMHJ AAALATIREh A
TABLE Il. P s.M:JLAmN pARNAMET_ERsI | P, AR i UUUUUUW WWUUUUWUWUU
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VI. CONCLUSIONS

In this paper, a nonlinear feedback controller based on a
backstepping method for IM Fed by five-level NPC Inverter
has been developed. To achieve global asymptotic stability of
the proposed controller, Lyapunov theory is applied. Some
simulation results were carried out to illustrate the
effectiveness of the proposed control system. It is pointed out
that the robustness of the controlled IM drive against speed
and load torque variations is guaranteed. Furthermore, the
proposed control scheme decreases considerably the torque
ripples and assures good speed tracking without overshoot.

REFERENCES

[1] C. Heising, V. Staudt and A. Steimel, “Speed-sensorless stator-flux-
oriented control of induction motor drives in traction”, 2010 First
Symposium on Sensorless Control for Electrical Drives, Padova, pp.
100-106, 2010.

[2] S. Chaouch, M.S. Nait Said, “A high performance direct stator flux
orientation control (DSFO) for speed sensorless induction motor drive”
Second International Conference on Electrical Systems (ICES’06),
Oum-Elbouaghi, pp 294-299, 8-10 May 2006.

[3] H. Chang, R. Wei, Q. Ge, X. Wang and H. Zhu, “Comparison of
SVPWM for five level NPC H-bridge inverter and traditional five level
NPC inverter based on line-voltage coordinate system”, 18th
International Conference on Electrical Machines and Systems (ICEMS),
pp. 574-577, Pattaya, 2015.

[4] A. Rufer, N. Koch and N. Cherix, “Control of the Actively Balanced
Capacitive Voltage Divider for a Five-Level NPC Inverter - Estimation
of the Intermediary Levels Currents”, PCIM Europe 2016; International
Exhibition and Conference for Power Electronics, Intelligent Motion,
Renewable Energy and Energy Management, Nuremberg, pp. 1-7,
Germany, 2016.

[5] H. Dallagi, “Modelling, simulation and analysis of three phase five level
NPC inverter for induction motor drive”, 16th International Conference
on Sciences and Techniques of Automatic Control and Computer
Engineering (STA), pp. 562-569, Monastir, 2015.

[6] I. Benlaloui, S. Drid, L. Chrifi-Alaoui and D. Benoudjit, “Sensorless
speed backstepping control of induction motor based on sliding mode

(7]

(8]

(9]

[10]

[11]

[12]

[13]

[14]

[15]

Vol. 7, No. 10, 2016

observer: Experimental results”, 15th International Conference on
Sciences and Techniques of Automatic Control and Computer
Engineering (STA), pp. 923-928, Hammamet, 2014.

J. Soltani and R. Yazdanpanah, “Robust Backstepping Control of
Induction Motor Drives Using Artificial Neural Networks”, Power
Electronics and Motion Control Conference (IPEMC'06), pp. 1-5,
Shanghai, 2006.

F. J. Lin, C. K. Chang and P. K. Huang, “FPGA-Based Adaptive
Backstepping Sliding-Mode Control for Linear Induction Motor Drive”,
IEEE Transactions on Power Electronics, vol. 22, no. 4, pp. 1222-1231,
July 2007.

K. Thakre and K. B. Mohanty, “Performance improvement of multilevel
inverter through trapezoidal triangular carrier based PWM?”,
International Conference on Energy, Power and Environment: Towards
Sustainable Growth (ICEPE), pp. 1-6, Shillong, India, 2015.

Calais, M., Borle, L. J., & Agelidis, V. G. “Analysis of multicarrier
PWM methods for a single-phase five level inverter”, In Power
Electronics Specialists Conference, 2001. PESC. 2001 IEEE 32nd
Annual, vol. 3, pp. 1351-1356, 2001.

RAHIM, Nasrudin A. and SELVARAJ, Jeyraj. “Multistring five-level
inverter with novel PWM control scheme for PV application”, IEEE
transactions on industrial electronics, vol. 57, no 6, p. 2111-2123, 2010.

TEKWANI P. N., KANCHAN, R. S., and GOPAKUMAR, K. “A dual
five-level inverter-fed induction motor drive with common-mode
voltage elimination and dc-link capacitor voltage balancing using only
the switching-state redundancy-Part 1”, IEEE Transactions on Industrial
Electronics, vol. 54, no 5, pp. 2600-2608, 2007.

J.L. Galvan, “Multilevel Converters: Topologies, Modelling, Space
Vector Modulation Techniques and Optimizations”, Ph.D. thesis,
University of Seville, 2006.

MCGRATH, Brendan Peter and HOLMES, Donald Grahame,
“Multicarrier PWM strategies for multilevel inverters”, IEEE
transactions on industrial electronics, vol. 49, no 4, p. 858-867, 2002.
BAL Zhihong, ZHANG, Zhongchao, and ZHANG, Yao, “A generalized
three-phase multilevel current source inverter with carrier phase-shifted
SPWM”, In IEEE Power Electronics Specialists Conference. IEEE,
2007. p. 2055-2060, 2007.

44|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 7, No. 10, 2016

On Standards for Application Level Interfaces in
SDN

Yousef Ibrahim Daradkeh®

College of Engineering at Wadi Aldawaser
Prince Sattam bin Abdulaziz University
18611, Kingdom of Saudi Arabia

Mujahed ALdhaifallah?

College of Engineering at Wadi Aldawaser
Prince Sattam bin Abdulaziz University
18611, Kingdom of Saudi Arabia

Abstract—In this paper, authors discuss application level
interfaces for Software Defined Networks. While the Application
Programming Interfaces for the interaction with the hardware
are widely described in Software Defined Networks, the software
interfaces for applications received far less attention. However, it
is obvious that interfaces to software applications are very
important. Actually, application level interfaces should be one of
the main elements in Software Defined Networks. It is a core
feature. In this article, we want to discuss the issues of
standardization of software interfaces for applications in
Software Defined Networks area. Nowadays, there are several
examples of unified Application Program Interfaces in the
telecommunications area. Is it possible to reuse this experience
for Software Defined Networks or Software Defined Networks
standards are radically different? This is the main question
discussed in this paper.

Keywords—SDN;
application

REST API; Northbound interface;

. INTRODUCTION

Software-Defined Networking (SDN) is a paradigm that
separates network’s control logic from the underlying hardware
(e.g., routers, switches etc.). SND paradigm promotes the
centralization of network control and ability to program the
network. It let introduce new abstractions, simplify the network
management, and simplify the application programming. Most
authors highlight two basic moments for this paradigm:

the abstraction of the network logic from hardware
implementation — network logic is a software;

the separation of a control panel and network forwarding

SDN assumes the presence of network controller that
coordinates the above-mentioned tasks.

So, SDN concept, by the definition, is based on the various
programming interfaces. Actually, SDN controller is a bunch
of programming interfaces by itself. In Figure 1, we present the
classical model for SDN.

In this paper, we will discuss so-called northbound API.
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Manfred Sneps-Sneppe*
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This open entity enables the network application ecosystem.
Actually, this ecosystem is the main promise of SDN. It is what
SDN networks are for. The idea is to create an intermediate
level independent from equipment vendors. In this case,
Network Operators can quickly modify or customize their
network control through the application API.

Basically, anyone who wants to develop network
applications is the potential user for Northbound API. Of
course, the question is to propose a common API on this level.
Otherwise, developers will face many different proposals from
the vendors. There will be no portability, as well as no way to
create ‘application store’ for network programming.

SDN Stack
iy &y & b
Applications TT TT Northbound
Controllers
:/‘:\‘ 9
Hardware/Firmware | SOuIE'g?und

[CASNES

Fig.1. SDNAPIs[1]

Originally, many different sets of northbound APIs are
emerging [2]. Currently, more than 20 different SDN
controllers are available -- all featuring different northbound
APls. And the Open Networking Foundation (ONF), a
consortium dedicated to promoting and commercializing SDN,
is studying their variation and why they're all so different [3].
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One possible reason is that requirements for a northbound
API vary, depending on the needs of the applications and
orchestration systems above it. It complicates the collaboration
on common API. Actually, one popular opinion is based on
ideas to collect market feedback (responses from the
developers) first. It makes sense because many programming
standards (and Northbound API is about programming only)
are based on de-facto approaches, adopted by the majority of
developers. For example, as per ONF vision, “the northbound
API is a software interface inside a server, and API standards
generally emerge from the market, not necessarily from a
committee” [4].

The Architecture and Framework Working Group in ONF,
originally, set three goals for the Northbound API
development;

1) to collect use cases for the Northbound API;

2) to collect a list of examples of the Northbound API and
perform some sort of reverse engineering. The goal is to
explore what applications do, describe their data model, and
what they require from SDN controller;

3) to provide recommendations to industry on required
actions.

At this moment, there is no “standard” document that will
describe the common requirements to Northbound (application
level) API. Typically, a Northbound interface abstracts the
low-level instruction sets used by Southbound interfaces to
program forwarding devices. Probably, application level
interface is the less elaborated area in SDN world [5]. As per
this review, most of the existing solutions are either some ad-
hoc (proprietary) API or a pure REST API. Authors conclude
that it is unlikely that a single Northbound interface emerges as
the winner, as the requirements for different network
applications are quite different. One possible path of evolution
for Northbound APIs are vertically-oriented proposals, before
any type of standardization occurs. It is discussed in section 2.

The whole idea of this paper is to discuss the need for
application level API for SDN, as well as the possible model
for such standard. There are several attempts to create a unified
application level program interfaces for telecommunication
services. Because this area is very close to SDN, it would be
interesting to discuss re-usage of the telecom experience (in the
terms of APIs) for SDN. Potentially, it could save a lot of
resources (at the first hand, a time for training of developers). It
is the main motivation for this paper.

SDN model introduces many new concepts. So, the
standardization for SDN is a multi-aspect problem too. In the
subsequent sections, the related works in the various aspects of
SDN stadardization have been discussed.

The rest of our paper is organized as follows. In Section 2,
we present the short history of common APIs. In Section 3, we
discuss Network Functions Virtualization. In Section 4, we will
talk about the Remote Procedure Calls (RPC) and
Representational State Transfer (REST) in SDN. In Section 5,
we discuss the possible sources for Northbound API
requirements. Section 6 presents the discussion. The key
question is: what should be included in basic requirements for
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application level API and how can we reuse existing unified
APIs?

II.  ON TELECOM STANDARDS FOR APPLICATION LEVEL
API

Probably, the most notable example of application-level
API in the area very close to SDN was Parlay. Parlay (Parlay
X) is an attempt to present common application level API in
telecom world [6]. The main idea behind the Parlay is to
combine service delivery mechanisms for network-centric
communications (intelligent network) and service delivery
approaches in the enterprise world. By enabling access to
network capabilities via an API, any solution provider
(independent software vendor) can produce new applications
that add value to functionality resident in communications
networks. The Parlay API hides the basic network complexity
(e.g., signaling capability), but is still able present indirect
access to them to enterprise applications and maintain the
security level like Network Operators do. This can be achieved
by creating an API that resides between the application layer
and the service component layer (Figure 2).

| ' Application

4 i
o Y v

Service Interfaces

API

Ffan)ewo;k~ Inte_rfa_c_s -

Network Resources

Fig. 2. The Parlay API [7]

The basic principles for API are very transparent:

1) The Parlay API is about programming interface, rather
than wire-protocols.

2) The Parlay API should be network independent.

3) End-to-end security.

4) Manageability support. It is the ability to manage the
operation and provision of the API.

5) Simplicity. It should be easy to use for software
developers.

6) Extensibility. The idea was to expand the API in a
series of phases.

At the first hand, it looks very similar to SDN conception.
It the main reason we choose Parlay API for the comparison. It
is absolutely the same idea — separate a logic and hardware,
convert logical part into pure software services. Actually, even
the target areas (developers) are similar. In some sense, a
Parlay-related movement in programming was even bigger,
because there are more developers of telecom services, rather
than programmers for network management systems. So, in our
opinion, the lessons from Parlay development (end especially,
from Parlay failure) could be used for SDN Northbound APIs.
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Let us see the components (parts of API) in Parlay [8].
They are vertical oriented:

1) Call Control APIs. It is how to setup and control of
connections

2) User Interaction APIs. It is how to send SMS, how to
recognize tones, etc. So, they are pure telecom services.

3) Terminal Capabilities API. It is again pure telecom-
related services: how to query to terminal capabilities.

4) Connectivity Management API. It is a common API for
Quality of Services (QoS).

5) User Status APIs. In practice, it is how to get a status of
a mobile terminal.

6) Data Session Control and Account management. It is
about billing and tariffs.

The main conclusion is very transparent. It is an attempt to
present a standard for applied services in the telecom world.
The key word here is “applied”. The Parlay API was developed
with some model for applied services in mind. The Parlay API
assumes (proposes) some model for applied services and
supports this model with the standard API. Applied services
target the end users, at the first hand. Let us see the typical use
cases, presented in [7]: services like ‘Buddy List’, ‘Location-
based ads’, m-commerce, and ‘Scheduler service using
Outlook’, etc. Each of the particular API could be a plain
REST, but it is a vertically oriented solution.

In the case of SDN, the original model for application level
API has no problem-oriented divisions. It is a conceptual
difference. The question here is very obvious. Shall we talk
about different types of SDN applications and originally
present Northbound API as a collection of problem-oriented
APIs? We see that some like this is mentioned in open-source
SDN development [9], but have not seen practical results in
direction.

I1l.  ON STANDARDS FOR NETWORK FUNCTIONS
VIRTUALIZATION

The ONF is working closely with a group of service
providers behind Network Functions Virtualization (NFV). The
goal is to use Northbound APIs to build top layers for virtual
appliances [10].

The NFV was created by a consortium of service providers.
It is an attempt to speed up a deployment of new network
services. In  the basic NFV  paper, European
Telecommunications Standards Institute described the basic
ideas behind NFV [11]. Network Operators’ networks are
populated with a large and increasing variety of proprietary
hardware appliances. It increases the cost of launching new
network services. Moreover, hardware-based appliances
rapidly reach an end of life, requiring much of the procure-
design-integrate-deploy cycle to be repeated with little or no
revenue benefit. NFV aims to address these problems by
leveraging standard IT virtualization technology to consolidate
many network equipment types onto industry standard high
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volume servers, switches, and storage, which could be located
in Data-Centers, Network Nodes and in the end user premises.

NFV is highly complementary to SDN, but not dependent
on it (or vice-versa). NFV can be implemented without any
SDN being required, although the two concepts and solutions
can be combined. The approaches relying on the separation of
the control and data forwarding planes as proposed by SDN
can enhance performance, simplify compatibility with existing
deployments, and facilitate operation and maintenance
procedures. In the same time, NFV is able to support SDN by
providing the infrastructure upon which the SDN software can
be run [12].

So, SDN Application API should be able to play a role of
application API in NFV. It means that the area of applications
is firmly bounded. It is networking. The typical areas for NFV
are:

Virtual Switching. In this case, physical ports are connected
to virtual ports on virtual servers. VPN gateways could be
virtualized too.

Virtualized Network Appliances. For example, firewalls
could be virtualized.

Virtualized Network Services. The typical examples of the
virtualized services are network monitoring tools, load
balancers, SSL accelerators.

Virtualized Applications. The typical example is virtualized
data storage.

In our opinion, this classification could be used for the
problem-oriented splitting for developers API (see Section 2).
NFV by its nature is “close” to the applied application
development and Northbound API can borrow ideas from here.

IV. ONREST MODEL AS STANDARDS BASE FOR SDN APIS

According to the fundamental review [5], devoted to SDN,
most of the programming interfaces for SDN are based on
REST protocol. The conception of programmability is also
evolving and is not the pure REST in the case of SDN.
Actually, the word ‘Northbound” for SDN API could be also
outdated [13]. Instead of Northbound and Southbound, ONF
uses terms data interface and application interface. It could be
strange because application interfaces could be data program
interfaces too [14]. But this naming (terminology) is not so
interesting comparing with the new model based on
RESTCONF [15]. There are several new acronyms that we
would like to present here: NETCONF, YANG, RESTCONF,
TOSCA.

In general, all of them are about describing data for the
calls in REST model.

The Network Configuration Protocol (NETCONF) [16]
provides mechanisms to install, manipulate and delete the
configuration of network devices. It uses an Extensible Markup
Language (XML)-based data encoding for the configuration
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data as well as the protocol messages.

) NETCONF Protocol
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Fig. 3. NETCONF layers [17]

The NETCONF protocol operations are realized as remote
procedure calls (RPCs). NETCONF supports devices with
multiple configuration datastores. Furthermore, we can also
subscribe to notifications or perform other Remote Procedure
Calls (RPCs) using NETCONF (Figure 3).

YANG is a data modeling language used to model
configuration and state data manipulated by the Network
Configuration Protocol (NETCONF), NETCONF remote
procedure calls, and NETCONF notifications [18]. As per the
specification, YANG is a language used to model data for the
NETCONF protocol. A YANG module defines a hierarchy of
data that can be used for NETCONF-based operations,
including configuration, state data, Remote Procedure Calls,
and notifications. This allows a complete description of all
data sent between a NETCONF client and server (Figure 4).

YANG M

& E:i Management SR
) Applications v...

5 AR, N
= NETCONF
o ] R
YANG Modely +ovseerses YANG Madels to+oeereeeee. YANG Models Ko inaadond
Taal vl il

Fig. 4. NETCONF and YANG

YANG models the hierarchical organization of data as a
tree in which each node has a name, and either a value or a set
of child nodes. YANG provides clear and concise descriptions
of the nodes, as well as the interaction between those nodes.

Here is the typical YANG description:
list interface {
key "interface-name";
leaf interface-name {
type string;
}
leaf speed {
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type string;
}
leaf duplex {
type string;

}
And here is NETCONF XML:

<interface>

<interface-name>TenGigabitEthernet
name>

1/0/1</login-

<speed>10Gbps</speed>
<duplex>full</duplex>
<[user>
<interface>

<interface-name>TenGigabitEthernet
name>

1/0/2</login-

<speed>10Ghps</speed>
<duplex>full</duplex>
<[user>

RESTCONF is a model describes a REST-like protocol that
provides a programmatic interface over HTTP for accessing
data defined in YANG, using the datastores defined in
NETCONF [19].

As per RESTCONF specification, the NETCONF protocol
defines configuration datastores and a set of Create, Retrieve,
Update, Delete (CRUD) operations that can be used to access
these datastores. CRUD operation is a standard programming
approach for databases. The YANG language defines the
syntax and semantics of datastore content, operational data,
protocol operations, and notification events. REST-like
operations are used to access the hierarchical data within a
datastore. So, it is a mapping from NETCONF’s CRUD
operations to HTTP requests.

What does it mean for SND API? It means a new trend for
programmability and APIs for SDN controllers, based on
RESTCONF. NETCONF and YANG describe the devices
(virtualized devices) and REST (RESTCONF) could be used
for access (Figure 5).

OpenDayLight (Open Source SDN controller [20])
proposes a list of Northbound interfaces. Let us see it [21]:

1) Top-Level Inventory: list of all nodes known to the
controller.

2) OpenFlow Nodes: extends the top-level inventory node
with OF-specific features that allow retrieving and
programming of OF-specific states, such as ports, tables,
flows, etc.

3) Topology. Base Topology:
known to the controller.

list of all topologies
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4) BGP routing configuration.
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Fig. 5. OpenDayLight model [20]

In other words, it is a very specific networking APIs. In our
opinion, the vertical splitting (according to applications area
like the above-mentioned list borrowed from telecom world)
should be more suitable.

TOSCA is Topology and Orchestration Specification for
Cloud Applications [22]. TOSCA should facilitate the creation
cloud applications and services. TOSCA provides mechanisms
to control workflows, describe relationships and dependencies
between resources. TOSCA and YANG can be used together.
E,g., in some laaS (Infrastructure as a Service) configuration
the cloud components (compute and storage) could be
described by TOSCA. And the connectivity service and
networking equipment in the network would be described by
YANG.

In other words, all these components bring nothing to
Northbound API. All these components are various forms of
top-level meta-data and nothing more.

V. ON REQUIREMENTS FOR SDN API

In 2013, the Open Networking Foundation (ONF)
established a working group to focus on the Northbound
Interfaces (NBI). One of ideas, proposed by this group was the
conception of “scopes” for APIs. It is based on the idea that
different applications would require the different granularity
(levels of abstraction) from API. ONF’s papers use the term
“latitude” [23].

One thing that is missed in the above-mentioned NBI paper
is resource sharing. As soon as we separate our architecture on
levels we need to some arbitrage for resources too. Otherwise,
every application will command all the controller’s resources.

The next idea we’ve discovered from NBI paper is an
intent-based interface. Technically, such kind of interfaces
should be focused on what the application or service needs,
rather than the commands to change the status. Intent-based
interfaces are more natural for programmers because they do
not need to study a new set of commands. Technically, intent-
based interfaces have a natural support in the form of web
intents. We’ve used them in M2M projects [24], but it looks
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like now this direction is closed by Google. So, it looks like the
REST will be the prevailing model. But we can make the
following important conclusion. Intent-based interface, in
general, does not assume the unified model for all devices. So,
we should talk, probably, about different NBIs for various
SDN controllers.

Technically, building a robust application is not about
splitting up their code into smaller services, but instead
understanding the connections between these services. So, the
connectivity between APIs is more important. And this fact
requires a new set of development tools. As an example, we
could mention PANE SDN controller [25]. The controller
provides an API that allows applications to dynamically add
autonomously request network resources. PANE includes a
compiler and verification engine to ensure that bandwidth
requests do not exceed the limits set by the administrator
and to avoid starvation, i.e., other applications shall not be
impaired by new resource requests [5].

Top-level classification for NBI could be borrowed from
telecom applications. For example, we should follow to [26,
27] and define the following classes:

Model API

Interfaces and objects comprising the domain model. For
example the devices, ports, network topology, and related
information about the discovered network environment.

Control API

Interfaces to access the modeled entities, control their life-
cycles and in general to provide the basis for the product
features to interact with each other.

Communications API

Interfaces which define the outbound forms of interactions
to control, monitor, and discover the network environment.

Health Service API

Allows an application to report its health to the controller
and listen to health events from the controller and other
applications.

VI. THE DISCUSSION

Comparing SDN user cases and Parlay. Let us return to the
original ONF’s plans and describe the potential use cases for
Northbound (Application) SDN API. In general, we present the
following uses cases for SDN [28]:

1) Cloud Orchestration

Traditionally, networks and servers were managed
separately and independently. SDN is a proper way to
integrate management of both network and cloud frameworks.
It is, actually, what SDN are for. And for 3-rd party software
applications, the API behind SDN is the natural way to get
access to the abstracted hardware [29].

2) Load Balancing

Online services, e.g., search engines and web portals, are
often replicated on multiple hosts in a data center for
efficiency. The load balancer dispatches client requests to a
selected service replica based on certain metrics such as server
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load. With SDN, the load balancing can be integrated within
any element in the network.

3) Monitoring and Measurement

It is a yet another classical task for SDN. We can perform
network monitoring operations and measurements without any
additional equipment. Also, the monitoring can be integrated
with any network element.

4) Routing

The idea is very similar to load balancing. The routing
services can be virtualized and implemented via programming
modules [30].

5) Network Management and QoS

With SDN, it is very easy to build a centralized solution for
traffic analysis, for example. SDN software can analyze traffic
patterns as well as a quality of services.

As we see, all the above-mentioned tasks are specific
network applications. There is almost nothing common
(probably, except management and QoS) with applications for
telecom. Parlay (in telecom world) offers (indirectly) some
model for the possible services. The key idea for SDN could be
shortly described as integration. SDN is about the integration
of networking into 3-rd party applications.

This conclusion has a direct implication to the possible
solutions for Northbound API. Without Network Functions
Virtualization, something conceptually similar to Parlay
cannot be expected. Actually, just a list of the various technical
APIs with the simple form for 3-rd party integration could be
provided here.

REST and meta-data. In this sense, the idea of RESTCONF
looks more promising. REST API are easy to use, they are
simple and very understandable for the developers. As per [5],
most of the existing SDN program interfaces are REST-based.
But with REST APIs (in general) programmers will face
another issue. In practice, REST is missing meta-data [31]. Let
us see one example from Neutron API (OpenStack) [32]. The
request is a typical REST:

GET Nv2.0/networks?limit=2
Accept: application/json
And here is a response (part of it):
{ "networks":[ {
"status":"ACTIVE",
"subnets™:[
"a318fch4-9ff0-4485-b78c-9e6738c21h26"
1
"name":"private",
"admin_state_up":true,
"tenant_id":"625887121e364204873d362b553ab171",
"id":"9d83c053-h0a4-4682-ae80-c00df269cela",
"shared":false
31}

REST approach proposes the uniform interface. It means
that all resources present the same interface to clients. And it is
one of the reasons for REST popularity.

SOA and meta-data. Alternatively, the Service Oriented
Avrchitecture (SOA) approach (where the REST is from) may
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offer personalized interfaces for the different resources [33].
The whole SOA model often compared with REST is based on
the idea that different services have different interfaces. It
means, immediately, that we need to provide the definition for
used interfaces. Indeed, the definition of the services is a key
part of SOA. For example, Web Service Definition Language
(WSDL) [34] is a part of SOA specification. A WSDL
definition of a Web Service defines operations in terms of their
underlying input and output messages. Unlike this, REST is
based on the self-described messages. WSDL defines the form
of the data that accompany the messages in SOA. REST does
not provide this information. In other words, SOA has got a
rich set of metadata.

On meta-data for REST. The problem with meta-data
support is very transparent. Let us see the above-mentioned
Neutron API example. How the developers can get information
(“get” means programmatically discovery) about the following
elements:

HTTP command (it is GET in this case)

URI (it is /v2.0/networks)

Output formats (it is JSON)

Version (it is 2.0 in this case)

Optional and mandatory parameters (it is limit=2)?

There are no ways to discover this information
programmatically in the modern implementations of REST
approach.  The key work here is “programmatically”. The
typical model for REST-based APl deployment includes the
“manual” consulting (reading) with the API manual. So,
without the metadata, there is no way to automate
programming [35]. That is why we can conclude that metadata
for Northbound API (application API) is a key problem.

Another classical example is network management. With
SNMP [36], an application can programmatically detect new
devices and their features. It is a classical example of meta-data
deployment.

VIl. THE CONCLUSION

As the conclusion of this review, the following suggestions
have been made. Unified APl for NBI is unlikely. This
conclusion is based on the fact that SDN NBI API is not
designed to solve applied-level problems. In SDN model, NFV
works on an application level. In the same time, we can reuse
some developments from telecommunication APIs for SDF.
Firstly, in our opinion, the classification for NBI API could be
and should be unified. This classification could be directly
borrowed from the telecommunications API.

But inside of top-level classes (and this is important in our
proposal), the effort should not be focused on developing a
common API. The efforts should be concentrated on the search
for a unified approach to the description of the APIs. In other
words, in our opinion, the developers need unified metadata
description, rather than unified API. In practice, this conclusion
proposes a fix for meta-data in REST APIs.

The main use cases for NBI applications are the integration
and analysis of traffic. These applications should be automated.
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It is what NBI APIs are for. But the basis for automating the
programming is exactly the meta-data. And the harmonization
of metadata is, in our opinion, the main task.

Of course, the lack of meta-data in REST model is not a
specific SDN problem. As we stated above, it is a payment for
REST model simplicity. But the network programming
(network management, for example) really requires automated
solutions. And REST programming cannot be automated
without some form of meta-data. In this connection, we can
conclude that the real problem for application level API in
SDN is the way for describing meta-data. In this connection,
RESTCONF approach looks promising. It has meta-data for
network elements. The question is how to expand this
information to REST APIL. In our opinion, it is what
Northbound (or Application level) API standardization should
be about.
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Abstract—The unified modeling language (UML) is widely
used to analyze and design different software development
artifacts in an object oriented development. Domain model is a
significant artifact that models the problem domain and
visually represents real world objects and relationships among
them. It facilitates the comprehension process by identifying the
vocabulary and key concepts of the business world. Category
list technique identifies concepts and associations with the help of
pre defined categories, which are important to business
information systems. Whereas noun phrasing technique performs
grammatical analysis of use case description to recognize
concepts and associations. Both of these techniques are used for
the construction of domain model, however, no empirical
evidence exists that evaluates the quality of the resultant domain
model constructed via these two basic techniques. A controlled
experiment was performed to investigate the impact of category
list and noun phrasing technique on quality of the domain model.
The constructed domain model is evaluated for completeness,
correctness and effort required for its design. The obtained
results show that category list technique is better than noun
phrasing technique for the identification of concepts as it avoids
generating unnecessary elements i.e. extra concepts, associations
and attributes in the domain model. The noun phrasing
technique produces a comprehensive domain model and requires
less effort as compared to category list. There is no statistically
significant difference between both techniques in case of
correctness.

Keywords—Domain Model; UML; Experiment; Noun Phrasing
Technique; Category List Technique

l. INTRODUCTION

UML (Unified modeling language) is gaining fame since
its inception in 1997; it is being commonly practiced by the
industry to model object oriented software systems. UML
plays a significant role in reducing the complexity of large
software system by modeling different aspects throughout
SDLC phases. Object Oriented Analysis (OOA) is carried to
understand and model the problem domain in the form of real
world objects, which can later be translated into the solution.
It describes problem domain from the perspective of objects
and emphasizes on identifying and describing the concepts,
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attributes and associations in the problem domain [1]. One of
the main outcomes of OOA is a domain model which models
the problem domain objects along with their associations and
attributes.

Domain model is one of the most important UML artifact
used to understand the problem domain. It represents
vocabulary and key concepts, important to the business world
[1] [2] [3]and consists of visual representation of concepts,
attributes and association among conceptual classes in the real
world domain. It also presents general vocabulary, which
helps in clear communication between the team members and
helps elevate the level of understanding between the
development team and customer side [2] [3]. A solution which
is representative of the customer needs requires a domain
model that is representative of the domain. A clear and precise
domain model can also help in reducing risk [4] and effort
and cost of rework required at later stages [5]. Therefore one
of the major goals of OOA is to create an accurate and
complete domain model.

The domain model can be created using two different
techniques suggested by Larman [1]: category list technique
and noun phrasing technique. To identify potential candidate
classes and associations; category list technique provides a list
of categories which are usually important to business
information systems. Each category represents entities or
concepts related to real-world. Sets of candidate classes
produced by all categories are quite independent from each
other whereas, noun phrasing technique is linguistic analysis.
Noun phrasing technique involves the identification of nouns
and noun phrases in the domain description, and considers
them as conceptual classes or attributes [1]. These techniques
have not been empirically evaluated for their effectiveness in
creating a quality domain model. Therefore an experiment was
performed to evaluate the effectiveness of techniques in
creating a complete and accurate domain model. The
experiment was conducted with help of undergraduate
students of fourth semester of software engineering, as they
are assumed to be familiar with the models and notations of
UML. This experiment is focused to answer the below given
research questions.
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RQ1: What is the effect of noun phrasing and category list
technique on the quality of the domain model?

RQ2: What is the amount of effort required to create the
domain model using both techniques?

The quality of the domain model is determined on the
basis of completeness and correctness of the domain model,
whereas the amount of effort is measured in terms time taken
to create the model. The rest of the paper is organized as
follows: Section 2 presents the Background and Related
Work. In Section 3 elaborates on the Design of the
Experiment and Section 4 discusses the Analysis and Results.
Finally conclusion and future work is given in section 5.

1. BACKGROUND AND RELATED WORK

Domain model is the most important and common model
in object oriented analysis. It describes the noteworthy
concepts or objects in problem domain. It is a representation
of the real-world conceptual classes, attributes of the classes
and associations among them Domain model is an improved
version of the project dictionary, where the terms used in the
project are present along with the graphical visualization of
the connections between them. It can be termed as a
simplified version of a class diagram, one that does not
incorporate responsibility assignment [1]. Most of the
conceptual classes modeled in domain model become part of
the class diagram, which are important to software
development [2] [6].

Domain model can be created using two different
techniques namely: noun phrasing technique and category list
technique [1]. There are some basic steps involved to create a
domain model i.e. identification of conceptual classes along
with their attributes and associations and unnecessary
candidate classes.

Noun phrasing technique uses grammatical analysis
of use case description to identify nouns and noun phrases
and consider them as candidate conceptual classes or
attributes. For the identification of associations, verb phrases
are identified between entities and are considered as
relationships between conceptual classes. However, for the
identification of potential candidate classes and associations
using category list technique Larman [1] provides a list of
categories which are wusually important to business
information system and also provides guideline to eliminate
useless concepts which are not appropriate to be
implemented

Noun phrasing technique is the simplest approach to
create domain model, but result in many imprecision
problems e.g. words may be ambiguous or the identification
of redundant classes due to synonyms in use case description
and noun phrase may also be an attributes rather than a
concept [1].Identifying noun and noun phrases is an
analyst’s job to examine each noun phrase and consider it
either as a concept or an attribute. Some guidelines have been
proposed by Larman to identify and refine attributes. The
research focuses on empirically evaluating both of the
techniques to observe their effect on the quality of domain
model.

Vol. 7, No. 10, 2016

The Literature survey highlights that various empirical
studies have been conducted to evaluate the impact of
different techniques used to construct different UML models.
Most of the target UML models are use case diagram, Class
diagram and sequence diagram. The work of T. Yue et.al. [7]
for instance, investigated whether restricted use case
modeling (RUCM) approach or traditional use case template
produced high quality analysis models i.e. Class diagram
and sequence model. Subjects designed a class and
sequence diagram of a given software systems using RUCM
approach and traditional use case template. Results pointed
out that RUCM produced better quality model than traditional
use case template. Similar experiment was performed
S.Tiwari et al. [8] [9], where they investigated the impact of
use case templates on the quality of class diagram and use
case diagram. They concluded [9]that no template is
statistically significant better over another in terms of
completeness, consistency, understandability, redundancy and
fault proneness. However formal use case template
produced high quality class diagram as compared to UML
use case template and formal use case produced less
redundant elements in class diagram [10]. Another study |
[11], evaluated the effectiveness of two techniques i.e.
validation and derivation technique on the quality of class
diagram, and concluded that derivation technique produced
more complete class diagram as compared to validation
technique.

The quality of domain model is also evaluated by some
researchers. The impact of system sequence diagram (SSD)
and system operation contract (SOC) is observed on the
quality of domain model [12]. The subjects designed domain
model with SSD and SOC and without SSD and SOC.
Two factors were involved to evaluate the quality of
domain model, i.e., completeness and time. Author
concluded that using SSD and SOC to construct a domain
model, improves the quality of domain model in case when
subjects have enough practice to take advantage from SSD
and SOC. Another study conducted by S. Espana et al.
[10]evaluated the quality of conceptual model constructed by
two alternative techniques i.e. text-based derivation technique
and communication based derivation technique. Participants
were required to construct conceptual model using two
alternative techniques. The quality of derived conceptual
model was evaluated according to completeness and number
of faults present (model validity) in participants conceptual
model. The results highlight that the participants who used
communication based derivation techniques produced 9.22%
more complete conceptual diagram as compared to those who
used text based derivation technique. Briand et al. [12]
investigated that whether the use of SSD or SOC in domain
model construction, improve the quality of domain model or
not. Whereas, a main concern is to evaluate domain model
construction technique suggested by Larman [1].

Most of the researchers conducted empirically studies, to
compare different techniques [10] [7] [11] [13]for the purpose
that which technique leads to high quality UML diagram.
However most of the target UML models are class, use case
diagram and sequence diagram. This research is focused on
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the quality of resultant domain model created via noun
phrasing and category list technique.

11. EXPERIMENT PLANNING

The research is validated with help of an experiment .This
section explains design of the experiment. The experimental
guidelines were followed to design the experiment in a
controlled environment as suggested by C. Wohlin [14]. All
the steps of an experiment to evaluate the quality of
domain modeling techniques are reported in this section.

A. Experiment Definition

The purpose of this research is to empirically evaluate the
impact of noun phrasing and category list technique on the
quality of domain model. Our main concern is the creation of a
domain model by the subjects via noun phrase or category
list technique. As a result, two treatments are described as
independent variable. One describes the creating of domain
model using noun phrasing technique, and the other one
describe the domain model using category list technique. The
aim of this experiment is to evaluate the quality of domain
model in terms of correctness, completeness, and effort
required to design a complete domain model.

B. Context selection and subject

The selection of the subjects is very important for
generalizing the results of experiment. Results generalization
can be achieved by satisfactory sample size and random
subject selection [14]. This experiment is conducted with 68
fourth year undergraduate computer science students in a
famous Science and technology University of Islamabad,
Pakistan. The students are familiar with UML notation and
domain modeling techniques. They studied UML as part of
their software engineering course in initial semesters. All the
students have similar experience in modeling UML diagrams.
The students were selected as experiment subjects as they
fulfill the criteria i.e. participants who have similar education
background, adequate knowledge and training of domain
modeling.

To avoid biasness simple random sampling [14] is used for
subject selection, i.e. subjects are selected from the population
at random. Subjects were divided into two groups: group A
and group B according to their grades. The categorization of
students in two groups according to their grades is done to
minimize the impact of students’ capability on experiment’s
results. Before conducting the experiment a brief presentation
is given to students about domain modeling techniques and
the experiment. However the hypothesis of the experiment is
not disclosed.

Two different systems were used as objects in this
experiment, Automatic Teller Machine (ATM) and internet
book store system (IBS). The ATM use case describes the
process of withdraw fund and card verification as discussed in
[15]. The IBS system purchases books over internet via credit
card and Amazon website as discussed in [16]. We provide
the experimental systems of limited complexity due to time
constraints, so that subjects are able to finish their task.

Vol. 7, No. 10, 2016

C. Dependent and independent variable

There are two independent variables, Technique (category
list and noun phrase) and Domain used (ATM and IBS).

Quality of domain model is evaluated by three dependent
variables i.e. completeness, correctness and effort. Correctness
is calculated in terms of average value of Useless
Concepts(UC), Missing Concepts (MC), Extra Relationships
(ER), Missing Relationships (MR), Extra Attributes(EA),
Missing Attributes (MA) and Missing Generalizations(MG
[12]. Completeness is defined as average of correctly
identified elements in the domain model i.e. average number
of Correct Concepts (CC), Correct Relationships (CR) and
correct attributes (CA) and Correct Generalizations (CG) [7].
Table | and table Il present the completeness of domain
model completeness.

The second dependent variable checks the significant
difference between the effort required to design a domain
model by subjects who use noun phrase technique and those
who use category list technique. The effort is calculated in
terms of time, measured in minutes. Only that time was
considered which utilized in creation of fully completed or
partially completed domain model. The time is computed by
subtracting the start time of the experimental task from end
time of the experimental task.

D. Hypothesis

Two main research questions are investigated in this
experiment. The first question contains a number of
hypotheses shown in table Ill. According to experimental
design one independent variable was considered called
method, with two treatments: category list technique and noun
phrasing technique, and three dependent variables correctness,
completeness of domain model and effort required to complete
a domain model. Thus two tailed hypothesis i.e. alternate and
null hypothesis was formulated. The null hypothesis (HO) for
each dependent variable is: there is no difference between
category list technique and noun phrasing technique in terms
of completeness and correctness of domain model and
required effort. The alternative hypothesis (H1) is defined as:
category list technique produces different quality of domain
model, or different effort is required to complete a domain
model when compared to noun phrasing technique.

E. Experiment Design

Crossover design is followed in the experiment. Crossover
design is a repeated measurement design such that each
subject receives different treatments during different time
periods. This experiment is conducted in two labs. In first lab,
subjects in group A are required to design a domain
model for ATM system using noun phrasing technique and
group B have to construct a domain model for Internet
book store system using category list technique. In
second lab, same subjects of group A are required to
complete the domain model for Internet book store system
using noun phrasing technique and same subjects of group B
are required to design a domain model using category list
technique for ATM System depicted in table IV. A short
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presentation was given to the participants to introduce the to avoid any biases later on. The participants were given 40-45
domain model and its concepts along with the procedure of the minutes to finish the domain model.
experiment. The hypothesis of the research was not disclosed

TABLE I. MEASURES USED TO DERIV DOMAIN MODEL
No# Measures Specification
NCref Number of correct Concepts in Reference model
NRref Number of correct Relationships in Reference model
NAref Number of correct Attributes in Reference model
NGref Number of correct Generalizations in Reference model
NCC Number of correct Concepts in Subjects model
NCR Number of correct Relationships in Subjects model
NCA Number of correct Attributes in Subjects model
NCG Number of correct Generalizations in Subjects model
NUC Number of useless Concepts in Subjects model
NER Number of  extra Relationships in Subjects model
NEA Number of  extra Attributes in Subjects model
TABLE Il.  QUALITY MEASURES FOR DOMAIN MODEL
Dependent Formula
Class Completeness
Ccom= NCC/ Ncref
Sg(l)ant']ign’flrggiNCRogfpleteness C m |eteness
Completeness Attributes Completeness ((?COEH"' Rcom+ Acom+ Gcom)/4
IAcom= NCA/NAref
Generalizations Completeness
Gcom= NCG/NGref
Number of Useless Concepts
NUC
Number of Missing Concepts
NMC= Ncref — NCC
Number of Extra Relationship
NER ~ _
c Number of Missing Relationship correctness=
orrectness NMR= NRref— NCR (NN'\;JAC:,ZI'\I\ZIE;?NER+NMR+NEA+
Number of Extra Attributes '
NEA
Number of Missing Attributes
NMA= NAref —~NCA
Number of Missing Generalizations
NMG
TABLE Ill.  HYPOTHESIS FOR DOMAIN MODEL CORRECTNESS, COMPLETENESS AND REQUIRE EFFORT
Dependent variable Null Hypothesis Alternative Hypothesis
Correct Concepts (CC) CC(CLT)=CC(NPT) CC(CLT) #CC(NPT)
Use Concepts (UC) UC(CLT)=UC(NPT) UC(CLT) £UC(NPT)
Missing Concepts (MC) MC(CLT)=MC(NPT) MC(CLT) #MC(NPT)
Correct Relationships(CR) CR(CLT)=CR(NPT) CR(CLT) #CR(NPT)
Extra Relationships(ER) ER(CLT)=ER(NPT) ER(CLT) #ER(NPT)
Missing Relationships(MR) MR(CLT)=MR(NPT) MR(CLT) #MR(NPT)
Correct Attributes (CA) CA(CLT)=CA(NPT) CA(CLT) #CA(NPT)
Extra Attributes (EA) EA(CLT)=E(NPT) EA(CLT) #E(NPT)
Missing Attributes(MA) MA(CLT)=MA(NPT) MA(CLT) #MA(NPT)
Correct Generalizations(CG) CG(CLT)=CG(NPT) CG(CLT) #CG(NPT)
Missing Generalization(MG) MG(CLT)=MG(NPT) MG(CLT) #MG(NPT)
Overall Completeness (Com) Com (CLT)= Com (NPT) Com (CLT) #Com (NPT)
Overall Correctness (Corr) Corr (CLT)= Corr (NPT) Corr (CLT) # Corr (NPT)
Effort Time(CLT)=Time(NPT) Time(CLT) #Time(NPT)
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The experiment is performed in supervision of the lab
supervisor in both labs. All the required material is provided
to the participants. The participants were required to note the
time before starting the experiment and after completion
of the experiment. Participants were required to construct
the domain model using one technique in first half and
alternative technique in second half, respective data is
collected.

1) Co factors: There are some extraneous factors that
affect the experiment results. These are also known as co
founding variables that can also affect the results. In case of
influence it becomes difficult to infer that the results are due
to the independent variable or due to these co-founding
variables. These extraneous factors must be minimized to
increase the experiment’s effectiveness. In this research
students’ ability and system complexity are considered as co-
founding variables. Subjects of the experiment were choose
from the same batch i.e. 4th year students to ensure same level
of knowledge and skills regarding domain modeling, however
we cannot ignore the fact that students belonging to same class
may have different analytical and design skills. These skills
would also affect the design of domain model from different
complexity systems. Therefore we used a block design of
experiment to control the impact of these co-founding
variables on the output of the experiment.

Subjects were divided into two blocks according to their
grades in software engineering course, so that each group
consists of students with almost the same ability as far as
software engineering knowledge and skills is concerned.

2) Learning and fatigue effect: When subjects deal with
the same problem more than once, their response will be
better at the second exposure as compared to first one,
because human learn from previous experience. As a
result any significant changes in the second time can be the
effect of practice or learning [14].

In experiment, subjects were required to complete a
domain model twice. Different system was used in second
half to avoid learning effect.

TABLE IV.  EXPERIMENT DESIGN
Lab [Task Group A Group B
Labl Domain ATM Category list Noun phrase
Lab 2 Domain IBS Noun phrase Category list

F. Instrumentation

There are three types of instruments associated with
experiment:  experimental  objects, guidelines and
measurement [14].

Experimental objects can be a document or source code on
which subjects have to work. During experiment planning it is
necessary to select appropriate objects i.e. in this experiment;
use case description is required for the creation of domain
model. In this experiment objects consist of use case
description of both software systems (ATM, IBS). Use case
description of ATM system [15]and IBS system [16] were
selected from literature. A document was provided to students
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which contains a brief use case description and students were
required to design a domain model using pen and papers.

Regarding experiment guidelines, a brief presentation is
given to the students in the beginning of the experiment. In
which the students were briefly explained about the list of
documents provided, the task to be performed, and the
submission strategy. A written instructions document is also
given which students return at the end of the experiment. The
students were allowed to ask questions before start of the
experiment. The students were required to complete the
domain model within 45 to 50 minutes. This time selection
to construct a domain model is based on the pilot study
performed during course work activity.

Measurements contain, documents prepared to collect data
and evaluation criteria to compute dependent variables. The
use case description documents were prepared and validated.
We compared students’ domain model with reference model
to measure the correctness and completeness of students’
domain model. The reference domain model is design by
external party, which consists of three researchers having 5 to
10 years of experience in UML and software engineering. The
following criteria are followed to evaluate the students’
domain model.

e All the concepts were considered correct if different
names were used by students for the specific concept
in reference model.

e All the relationships belonging to Missing concept in
the reference model were considered missing.

e All the relationships of extra concepts were not
considered as extra relationships.

e Attribute identified for extra concepts were not
considered as extra attributes.

e Attributes were considered as extra identified
attributes which are defined in the wrong concept.

e We assume the missing multiplicity to be one.

e In the inheritance, if super class is missing in the
students' model, and attributes of super class is
correctly defined in the sub class, then those attributes
were considered as correctly identified attributes. And
missing super class relationships were also considered
correct if sub class is correctly associated with the
class having direct relationship with super.

G. Analysis Procedure

Data analysis procedure consists of three dependent
variables (domain model Correctness, completeness and
effort involved to design a domain model), and one
independent variable (Method), with two treatments (houn
phrase technique and category list technique). The data
analysis is performed with help of statistical test. Descriptive
statistics presents the initial picture of collected data.
Descriptive statistics summarize and presents the quantitative
description in an effective way. Some basic descriptive
statistics like, mean, standard deviation, minimum and
maximum values were presented.
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A Mann Whitney U-test was performed for each task
related to designing a domain model to compare the means
of dependent variables. The dependent variables are not
normally distributed therefore we have selected Mann
Whitney test which overcame the data normalization
assumption.

Three-way ANOVA test is used to analyze combined data
collected from lab 1 and lab 2 and extraneous factors which
influence the dependent variables. It is used to identify the
significance of main effect i.e.: the effect of and interaction
between factors [17]. In this experiment two extraneous
factors are considered, software systems and students' ability.
The purpose of considering these two factors is to analyze the
effect of systems' complexity and students' level of
understanding on dependent variables and identifying
possible interaction between factors.

H. Validity threads

1) Internal validity

Internal  validity is concerned with cause-effect
relationship among different variables .Internal validity threats
can be present when the results of experiment are influenced
by extraneous factors like learning and fatigue effect.
Learning and fatigue effect is mitigated using cross-
over experiment design and two different systems used in
different labs.

Although students have same background knowledge but
based on their ability subjects were divided into two balance
groups according to their grades.

2) Construct validity

Construct validity threats are concerned with the
relationship between concepts and construct being studied
(correctness and effort). The measurement criteria were
briefly explained. We believe that these measurements are
reliable. The time factor is directly related to effort being
used. Correctness and completeness cover all the domain
model elements.

3) External validity

There are two major external validity threats which are
related to this experiment, and these threats are usually
associated with controlled experiment because of artificial
environment used. They are: Are the sample of subjects in
this experiment representative of software professionals? Is
the material used in experiment representative of real
software industry system in terms of complexity and size?

Regarding issue one, 4™ year undergraduate student have
acceptable knowledge about software engineering and UML
modeling. They also practice UML and software engineering
concepts during their assignments and projects. Their
experience is almost same as junior professionals. Secondly,
our purpose is to find the effectiveness of domain modeling
techniques which do not need such a high level programming
skills and experience. Students do not have exposure about
different domain as professionals, but they are familiar about
the domain modeling techniques and their usage, which
they can apply on any problem domain.
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Regarding the second issue, Software systems used in this
experiment are small as compared to industrial software
systems, because it is not feasible to take large industrial
system in limited time [18], but its size and complexity is
comparable with other systems used in related experiments [7]

(9] [12].

4) Conclusion validity

Conclusions validity threats are related with issues that
influence the capability to draw a correct conclusion about
experimental hypothesis based on experimental results.
Regarding this experiment, appropriate statistical tests were
performed to find statistically significant difference. In case
where little difference is found but not significant, power
analysis was performed to avoid accepting false null
hypothesis.

V. ANALYSIS

Table V and table VI show a Mann-Whitney test results.
Overall results show a lack of significant difference
between two groups in different dependent variables.

In lab 1, we see a significant difference in the correct
concepts (p-value= .021) and correct generalizations (p-
value=.039) dependent variables only. From the mean rank of
correct concepts show that students produced more correct
concepts using category list technique than noun phrase
technique.

In lab 2, a significant difference is shown in correct
attributes  (p-value=.000) and overall completeness (p-
value=.009) only. No other dependent variables show
significant differences. According to mean rank, subjects
produced more correct attributes using noun phrase as
compared to category list technique.

Table VI shows the results of overall correctness and
effort. As discussed in the dependent variables section that the
overall correctness is calculated as average of all the extra
dependent variables (concepts, relationships and attributes)
and all the missing dependent variables (concepts,
relationships and attributes). Lower the overall correctness
mean, better will be the quality of domain model.

We can observe from the table V1 that those students who
used category list technique produced more missing
concepts as compare to those who used noun phrase
technique in lab 1. However, in lab 2 a significant difference
is found in extra attributes (p-value=.000) and missing
attributes (p-value=.0000). It can observe from the value of
mean rank, that noun phrase technique produced more
numbers of correct elements of domain model (concepts,
relationships and attributes), However it also produced large
number of extra elements in the domain model. No significant
difference is found in overall Correctness dependent variable.

We also conduct a power analysis to determine the power
of those statistical tests having no significant results. Before
accepting null hypothesis we compare minimum effect size
required to obtain 80% power with observe effect size. In
case of ATM software system, the minimum effect size
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required to obtain 80% power for overall completeness is
0.512 but the observed effect size is 0.432. Due to the small
effect size the observed power is 70%. So we cannot
provide any erroneous conclusion about overall completeness
of domain model. On the other hand, the observed power of
overall correctness is also very small for IBS system. So we
cannot reject the null hypothesis.

According to second research question, a significant
difference is observed between effort require in term of time.
In lab 1 (p-value=.000) and in lab 2 (p-value=.004) were
observed for required effort. So from the mean rank we can
say that students spent more time in designing a domain
model using category list technique as compare to noun phrase
technique.

We apply three-way ANOVA test to analyze the
combine data of lab 1 and 2 and possible interaction of co-
factors, shown in table VIII. In this experiment, System and
Ability factors are considered. We observe a significant main
effect for the System factor in overall completeness and
overall correctness. This significant main effect is in favor
of ATM system. The reason of main effect of system may
be that students feel more comfortable and performed better

Vol. 7, No. 10, 2016

technique produced 6% more complete domain model as
compared to category list technique. We do not found any
significant interactions between System and Method, Ability
and Method, System and Ability. Which is further elaborated
on interaction plot.

Interaction plots highlight interaction in case of
nonparallel lines, whereas parallel lines indicate no interaction
at all. It can be seen from figure (a) and (b) that subjects with
high and low ability performed similarly in both systems in
case of completeness of domain model. However it can also
be seen that subjects with high ability were able to make a
more complete domain model in ATM system using noun
phrasing technique. Regarding correctness it is observed from
figure (c) and (d) that high and low ability students performed
the same whether they used noun phrasing technique or
category list in both software system.

Regarding required effort, we observed a significant time
difference to complete the domain model in case of both
systems. In both software systems students spent more time to
complete a domain model using category list technique as
compared to noun phrasing technique. This is also observed
from interaction plot (e) and (f).

in ATM system. We also observe that noun phrase
TABLEV.  MANN-WHITNEY U TEST OF OVERALL COMPLETENESS
Lab 1 Lab 2
Dependent variable [Technique
Mean Mean Rank P-value Mean Mean Rank P-value
Noun phrase 5.34 28.4 7.08 32.3
Correct Concepts .021 .355
Category List  [5.81 38.5 7.41 36.6
Noun phrase  [3.42 34.8 5.79 35.5
Correct
Relationships 561 664
Category List [3.12 32.1 5.23 33.4
Noun phrase  [3.45 36.1 3.28 45.8
Correct Attributes .251 .000
Category List [2.66 30.8 .882 23.1
Noun phrase  [2.36 37.5 1.17 36.1
Correct 1039 445
Generalization
Category List [1.72 29.4 .794 32.8
Noun phrase  [0.53 36.9 0.29 40.7
Overall
Completeness 144 009
Category List  [0.46 30.05 0.23 28.2
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TABLE VII.  MANN-WHITNEY U TEST OF OVERALL CORRECTNESS AND EFFORT

Dependent . Lab1 Lab 2
) Technique
\Variable
Mean Mean Rank P-value Mean Mean Rank P-value
Noun phrase 1.15 36.8 2.50 34.8
Useless Concepts .132 .880
Category List |.88 30.1 2.38 34.1
Noun phrase 2.65 28.4 7.91 36.6
Missing Concepts .021 .355
Category List [2.18 38.5 7.58 32.3
Noun phrase  [2.33 36.1 3.02 34.8
Extra Relationships .254 .876
Category List  [2.00 30.8 3.05 34.1
. Noun phrase  |5.57 32.1 13.20 33.4
Missing
- . .561 .664
Relationships .
Category List [5.87 34.8 13.76 35.5
Noun phrase  14.03 34.9 2.00 45.0
Extra Attributes .404 .000
Category List  [3.69 31.0 .352 23.9
Noun phrase  8.54 30.7 12.41 23.1
Missing Attributes .323 .000
Category List [9.33 35.3 15.11 45.8
Noun phrase  14.66 32.97 6.57 30.63
Overall Correctness .822 .105
Category List  [3.55 34.03 6.78 38.73
Noun phrase  [3.60 8.40 23.9 6.36
Effort .000 .004
Category List [26.8 18.75 41.0 13.8
TABLE VIII. POWE ANALYSIS
IATM IBS
Dependent variables ob J Mini ob d Mini
serve ini. - serve ini. .
Power Effect size Effectsize  |P_value Power Effect size Effectsize |P_value
Overall Completeness 0.705 0.512 0.432 .144 - - - .009
Overall correctness 0.891 - 0.077 0.822 0.599 0.526 0.376 .105
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Fig. 1. Analysis results using Interaction Plots

A. Discussion

This experimental study investigates the effectiveness of
noun phrase technique and category list technique on the
quality of domain model.  As already mention that the
quality of domain model evaluated in terms of completeness,
correctness and effort required for constructing the domain
model. We summarize the significant results of a main
hypothesis.

RQ1: What is the effect of noun phrase and category list
technique on quality of the domain model?

This research question consists of number of hypothesis,
and each hypothesis represents different domain model
elements.

The statistically significant difference is only found
between the number of Correct Concepts (CC) and Missing
Concepts (MC) identified by noun phrase technique and
category list technique when subjects deal with ATM system.
In IBS system, statistically significant difference is found
between the number of Correct Attribute (CA), Extra
Attribute (EA) and Missing Attributes (MA). Those subjects
who used noun phrase technique produce d large number
of attributes. Some of the attributes are valid. But most of
them are useless. This may be the reason that no specific
guidelines were provided to extract attributes from
requirement specification using noun phrase technique. After
identification of noun and noun phrase, subjects skipped to
check each and every noun phrase to decide whether it’s a
concept or attribute. In contrast, using category list subjects
identified less but valid attributes.

Regarding Overall completeness, a statistically significant
difference is found in IBS system only. But both techniques
show a lack of domain model completeness. Subjects

(e) Required Effort at High ability

T T
ATM IBS

(f) Required Effort at Low ability

T
BS

produced 29% and 23% complete domain model using
noun phrase and category list technique respectively in IBS
system. On the other hand, subjects produced almost 53%
and 46% complete domain model using noun phrase and
category list technique respectively in ATM system. From
the combined analysis of both software systems, subjects
produced 6% more complete domain model using noun phrase
technique as compared to category list.

Regarding overall correctness dependent variables, no
statistically significant difference is found in Overall
Correctness. On average, subjects produced more extra
concepts, relationships and attributes while IBS system using
noun phrase technique. So we can say that using noun phrase
technique, subjects identified a large number of noun
phrases. Some of them were correct and mostly were useless.
In addition, satisfactory results were not found while subjects
modeled the ATM system. This may be due to the reason that

ATM system is common system and easier as
compared to IBS system. A little statistically significant
difference is found between the overall correctness in IBS
system in favor of category list, but due to the low statistical
power we cannot reject the null hypothesis about overall
correctness.

RQ2: Which domain modeling technique required more
effort to design a domain model?

Regarding required effort statistically significant
difference is found between both groups to design
domain model. Subjects used more time to design domain
model using category list technique.

V. CONCLUSION

There are two basic techniques to model problem domain
i.e. noun phrase and category list. In category list technique,
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Larman [1] provided a list of candidate conceptual classes,
which consists of many categories that are important to the
business information system. Noun phrase technique is a
grammatical analysis of use case description to

recognize conceptual classes.

To evaluate the impact of category list and noun phrase
technique on the quality of domain model an experiment was
designed and conducted. The purpose of experiment was to
investigate that which technique produces high quality
domain model in terms of completeness, correctness and
effort required to design a domain model.

According to the statistical tests results, category
list technique produced more correct concepts in both
software system but the difference is statistically significant
only in ATM system. So, we can conclude that category list
technique is best for identifying concepts which are important
to the business world. It also avoids unnecessary concepts in
the problem domain. Noun phrase technique is better for
identifying attributes for concepts. Both techniques
performed same in case of relationships. Overall subjects
produce 6% more complete domain model using noun phrase
technique however the results are statistically significant in
IBS system only. There is no significant difference found
between two techniques regarding overall correctness.
Minimal significant difference is found in case of IBS system
therefore due to low statistical power we cannot reject the null
hypothesis. It is also observed that for known system, it does
not matter which technique you are using. We suggest that
the combined use of both techniques will lead to high quality
domain model.

As a future direction the same experiment need to be
executed in an industrial environment for more realistic
results. In which professional developers are used as subjects
and the scenario is also realistic instead of an exemplary one.
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Abstract—Genetic Algorithms (GAs) is a type of local search
that mimics biological evolution by taking a population of string,
which encodes possible solutions and combines them based on
fitness values to produce individuals that are fitter than others.
One of the most important operators in Genetic Algorithm is the
selection operator. A new selection operator has been proposed in
this paper, which is called Clustering Selection Method (CSM).
The proposed method was implemented and tested on the
traveling salesman problem. The proposed CSM was tested and
compared with other selection methods, such as random
selection, roulette wheel selection and tournament selection
methods. The results showed that the CSM has the best results
since it reached the optimal path with only 8840 iterations and
with minimum distance which was 79.7234 when the system has
been applied for solving Traveling Salesman Problem (TSP) of
100 cities.

Keywords—Genetic Algorithm; Traveling Salesman Problem;
Genetic Algorithm Operators; Clustering; Selection Operator

. INTRODUCTION

Genetic Algorithm (GA) is one of the Evolutionary
Algorithms (EAs), which is an optimization technique based on
natural evolution [2, 4, 6]. GA has evolved into a powerful
method for solving hard combinatorial optimization problems
that uses a stochastic search technique. It is considered as one
of the most important technologies in the search for the perfect
choice of a set of solutions available for a particular design.
GA proposed by John Holland and it relies on Darwin's
principle of eclecticism [1, 6].

Traveling Salesman Problem (TSP) is one of the most
intensively studied problems in computational mathematics,
and it is a non-deterministic polynomial time problem [2]. TSP
requires the most efficient path between the set of cities (i.e.,
least total distance). There is no general method of such
solution known for TSP. TSP focused on an optimize path
solution, where the salesman can take through each of the n
cities and visits each city exactly only once and finally
returning back to the home city [2, 7].

In GA process the selection method is the process of
choosing parent(s) from the population for recombination, and
mainly the selection step is preceded by the fitness value
assignment which is based on the objective value. Where the
performance of GA using differing selection methods is
usually evaluated in terms of convergence rate and the number
of generations to reach the optimal solution of a problem [5].

Suhail Sami Owais
Dept. of Computer Science
Applied Science Private University
Amman, Jordan

Mohammad Shkoukani

Dept. of Computer Science
Applied Science Private University
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There are many types of selection methods used in GAs, in this
paper the authors will propose a new selection operator.

This research paper proposes a new selection method in
GA. The proposed method has been tested and compared with
other selection methods which indicate that the new method
increases the GA performance by reducing the number of
generations.

The paper includes the following sections: introduction is
the first part; GA discussed in the second section, TSP has
been introduced in the third section. The fourth section
explains the research problem statement, then the selection
methods were described in the fifth section. The proposed
method was discussed in section six, followed by the
experimental test in section seven. Finally section eight
clarified the conclusions.

Il.  GENETIC ALGORITHM

Genetic algorithm generally composed of two processes.
The first process is the selection to select parents for
reproduction to the next generation [4, 6]. The second process
is the reproduction by manipulating the selected parents by
crossover and mutation operators with respect to the fitness
value for the new generation children [3].

Fig. 1 demonstrates the processes of Genetic algorithm [1],
where GA consists of the following steps: [6, 7]

1) [Start] Generate random population of n chromosomes
and encoding them.

2) [Fitness] Evaluate the fitness f(x) of each chromosome
X in the population.

3) [New population] Create a new population by
repeating the following steps until the new population is
complete:

a) [Selection] Select parents’ chromosomes from a
population according to their fitness.

b) [Crossover] is performed with a probability that
crossover the selected parents to produce a new offspring

¢) [Mutation] is performed with a probability that
mutates new offspring.

d) [Accepting] place the new offspring in a new
population.

e) [Replace] use newly generated population for a
further run of algorithm
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f) [Test] if the termination conditions are satisfied, then
stop the algorithm, and return the best solution in current
population

‘ Encoding Chromosomes I

v

‘ Generate Initial Population I

3

‘ Evaluate Fitness Functions I

Meets
Optimization
Criteria?

Best Individual

Yes

N ‘ Selection (select parents) I

‘ Crossover (married parents) I
R

A | Mutation (mutate offspring) I

Fig. 1. Genetic Algorithm Processes [1]

I1l.  TRAVELING SALESMAN PROBLEM

The Traveling Salesman Problem consists of a number of
cities, where each pair of cities has an equivalent distance. The
goal for the salesman is to visit all the cities. So, the total
distance travelled will be minimized [7].

TSP is conceptually simple even though it is difficult to get
an optimal solution which it is the shortest path between n
cities. The major difficulty of this problem is the large number

of possible paths; which is estimated by @ for n cities. The

problem will be considered when the number of cities
increased, the numbers of variations of the valid paths are also
increased. Several researchers try to find the optimal path for
the TSP using GA [2, 7].

IV. PROBLEM STATEMENT

Parent selection for next generation is the most important
operator in GA because the solution of a problem depends on
that operator for reproduction; its importance is to choose the
successive individuals in the population that will create
offspring for the next generation.

There are many selection methods such as roulette, rank,
etc. Some of these methods select the parents randomly while
others select the parents by sorting them, then choose the
highest fitness value parents the thing which is not guaranteed
to get the optimal solution with a minimum number of
generations. Therefore, the number of generations that evolve
depends on whether an acceptable solution is reached as
optimal or as the number of iterations is exceeded. Thus, for
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the best performance expected is how to get the optimal
solution using the minimum number of generations to ensure
more efficiency and high speed.

V. SELECTION METHODS

The selection mechanism determines which individuals will
be chosen for mating (reproduction) to reproduce new
generation [3]. Where the main purpose of selection method is
to select parents that can find the better parents in the
population to reach the optimal solution.

The most important decision that should be taken into
consideration in the selection method in GA is how to decide
the most appropriate selection method that should increase the
speed of evolution for reaching the optimal path with minimum
distance in TSP [8].

There are many selection methods such as Roulette wheel
selection; Tournament selection; Elitism Selection; Rank
Selection; Stochastic universal sampling; Local selection;
Truncation selection and others [8].

VI. PROPOSED CLUSTER SELECTION METHOD

The proposed method Clustering Selection Method (CSM)
based on selecting parents from clusters with varying humber
of individual per each cluster, the cluster will be created by
collecting all the closest individuals with respect to their fitness
values together in the same cluster for all individuals in the
population as shown in Fig. 2. Then parents will be chosen
from the cluster that has more elements with respect to the
highest or lowest fitness values depending on fitness function.

Individeal

Fig. 2. Clustering individuals in population

The CSM starts by sorting the individuals in the population
in ascending or descending order with respect to their fitness
values. After that evaluate the ALFA value (o) by using the
equation (1), using the standard deviation (STD) because it is
the measure of spread out numbers are or how much the
individuals in a population (pop) are scattered around the
mean. The value of a will be used to determine the clusters,
(that means to evaluate the amount of dispersion between
individuals in the population). Where, a low standard deviation
means that the data are tightly clustered; a high standard
deviation means that they are widely scattered, and by using
the square root for STD will give more chance to determine the
closest individuals to create the clusters.

ALFA = SQRT (STD (pop)) (1)
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After that, to divide the population for clusters with respect
to the amount of dispersion between the individuals in the
population. The population is divided based on o value that
will creates many clusters, where each cluster contains
different number of individuals.

Then, for each cluster, evaluate the Cluster_Value (CV) by
calculating the STD and the differences (D) using equation (2).
By computing the STD for all individuals in a
cluster_sub_population (CS _pop) and by computing D
between the finesses values for all individuals in the CS_pop.
To avoid the division by zero (when the fitness’s are equals in
a CS_pop or there is no differences) by adding 1 to D.

\/(STD(CS_pop))*Count(CS_pop)

v = (D+CS_pop)+1)

2

Then by comparing the CV values for all clusters, the
“highest CV” means that this cluster contains the closest
individuals with a high number of individuals which is our
goal. Then we will consider this cluster with high CV to select
the parents from it for the next generations. For maximization
problem consider selecting the highest fitness values from this
cluster as parents, and for minimization problem consider
selecting the lowest fitness value as parents. As shown in Fig.
3.
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Fig. 3. The Proposed Cluster Selection Method (CSM)
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VII. EXPERIMENTAL TEST

The proposed CSM was applied on GA and tested by using
MATLAB for solving the TSP on a different number of cities
10, 20, 30, 40, 50, 60, 70, 80, 90 and 100 cities. The system
was executed for 10,000 generations for each case or till
finding the optimal path, with different selection methods listed
in table 1.

TABLE I. SELECTION METHOD AND DESCRIPTION

0. | Method Description

Random selection (Ga) Random selection

Roulette Wheel Roulette wheel selection

Tournament Tournament selection

Clustering Selection Method using
ALFA

& |w|N(k|z

CSM

TABLE 2. Demonstrates the final results from execution
the system implementation with different selection methods
and with the proposed CSM, where:

¢ Dis: the average distances between n cities.

e 0.D : the order of distances in an ascending order from
all paths, if there are any equal values they will have the
same order.

e ltr : the average number of iterations to reach an
optimal path.

e O.l : the order of iteration, if there are any equal values
they will have the same order.

e O.T: the multiplication of O.1 by O.D.

TABLE 3. summarized the final analysis for all cities from
10 — 100 for the TSP. It is obvious that the proposed CSM was
the best method based on both values Sum Dis and Sum O.T
because they have the minimum values than the other selection
methods. Whereas the Sum Itr was the best for the Roulette
Wheel selection method.

Other test for the system were done for solving the TSP for
100 cities using three different selection methods in addition to
the proposed one.

Fig. 4 shows the system result for the random selection
method (Ga), where the optimal path distance was 80.5908
with 9159 iterations.

The distance for the optimal path was 79.9358 and
iterations needed was 8864 for the Roulette Wheel selection
method as shown in Fig. 5.

Tournament selection method reached the optimal path
with 9458 iterations and with distance equals to 82.0521 as
presented in Fig. 6.
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The proposed method CSM has the best results since it
reached the optimal path with only 8840 iterations and with

Vol. 7, No. 10, 2016

minimum distance which was 79.7234 as shown in Fig. 7.

TABLE II. SYSTEM RESULTS FOR SELECTION METHODS AND THE PROPOSED ONE
10-Cities 20-Citiies 3-Cities 40-Cities S0 Cithes
Method Dis |OD | Ttr |OI|OT|(Dis ([OD| e |[OI|(QT|(Dis | OD| Lr (OI|OT | D |OD| I |OI | OT (Dis (OD| Ir | OI|OT
Ga i1 | &0 | 2| w0 [s2E| 1 [ eme| 3 [ 3[40 1 [ mIT4| o | 9 481 1 | 34784 B | % |42 2 [Mw6s| 3| @6
FooleteWheel | 220 | 1 | 988 | 4 | 8 [328| 1 [mo633| & [ & J4ni| 1 | 20429 4 | 4 [230) 0 (3383 1 | 1 [341| U | 44368 2 [ 2
Toumament |1 733 | 1| 4 [32s| 1 | moss [ g [ 8 (400 1 |27 L] 1 |482| 2 29| 6 | 12 |42 2 |46 7 14
CSM oo o1 | g0 | 3| 3 [s2E| 1 [westn| 7[ 7 of412| 2 J1eeen| 2 | 4 J481| 1 |mm8) 7| 7 |1 1 [48m7| 3| 3
il-Cities T-Cities 80-Cities 0-Cities 100-Cithes
Method Dis (OD | Ir |OI| QT |Dis | OD| e |OQI| QT |Dis | OD| I |OI|OT 0D| Ir |OI | OT|Dis | OD| Ir | OQI|OQT
Ga WwE| 2 |339e| 8 | 16 [651| 2 [&367( 4 [ 8 (@00 1 | 7622 | 2 ] 2 [|744| 4 | BMT| 2| % |04 2 |@ms00f 3 [ 10
BouletteTheet | 28| 2 | 33647 9 | 18 |6501| 2 | 6387 T | M4 | 70| I [TEIE| 4 | % |T43| 3 | BMTI| 3 [ 13 | TS| 3 |93 | 3| 9
Tonmament Wil o1 | #0e| o1 1|63 2 |63003| 2| 4 [ 70| 2 [eeB2( 3 | & |T43| 3 | &3 6 | 18 |7me| 2 |omse2| 2| 4
C5M | 1 | Mo | 6 | & [ &8 | 1 |es7s| 3| 3 || 2 | TTAF| 7 | 14 | 43| 3 | BSRET| 4 | 12 |03 1 | ous0a 5
[ 190, Seimament_Sebnction | Cumars Bast Sebtun
TABLE Ill.  TOTAL ANALYSIS FOR ALL CITIES FROM 10 - 100 P B View Mot Tk Dusltep Wanbew Mol .
Jdde & PeALA-Q 00 =D
Method Sum Dis Sum Itr Sum O.T Epas — s
g . 210 _
Ga 546.9387 | 48553.474 | 80 T e e
Roulette Wheel 546.9381 48538.407 85 ) ,' 3
Tournament 546.9383 48324.69 72 '
CSM 546.638 48569.338 66 oy
Minimum 546.638 48324.69 66 '
B 7550 054 | Cument Best Sebstin - o %
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Fig. 5. Roulette Wheel selection method results
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TABLE IV.  SYSTEM RESULTS FOR 100 CITIES
Method Distance Iterations
Ga 80.5908 9159

Roulette Wheel 79.9358 8864
Tournament 82.0521 9458
CSM 79.7234 8840

VIIl. CONCLUSION

GA has several operators for solving the optimization
problems such as selection, crossover, and mutation operator.
Where selection operator considered as one of the most
important operators in GA process because it selects parents
for recombination and effects on the other operators in the
regeneration process.

A new selection method was proposed for selecting parents
called Clustering Selection Method (CSM). It divides the
population into clusters by collecting all the closest
individuals’ together with respect to their fitness values in the
same cluster, and then selects parents (individuals) from
clusters with varying number of individuals per each cluster.
Then CSM will choose parents with highest or lowest fitness
values based on the chosen cluster depending on Cluster_Value
(CV).

TSP has been considered for a different number of cities to
test the proposed method, the cities were 10, 20, 30, 40, 50, 70,
80, 90 and 100 cities. The system tested by running it 10,000
generations in each case till finding the best tour path, and the
results showed that the proposed method was the best one
among the other different types which are Random Selection,
Roulette wheel selection, and Tournament selection method.

The result of the proposed CSM was as following: Sum Dis
is 546.638 and Sum O.T is 66; which are the minimum values.

When the system has been tested again for 100 cities also
the CSM has showed the best results since it reached the
optimal path with minimum distance which was 79.7234 and

Vol. 7, No. 10, 2016

with only 8840 iterations.

For the future work authors can modify the proposed
method by generating new equations for ALFA in order to get
better results.
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Abstract—The Akebono satellite was launched in 1989 to
observe the Earth’s magnetosphere and plasmasphere. Omega
was a navigation system with 8 ground stations transmitter and
had transmission pattern that repeats every 10 s. From 1989 to
1997, the PFX on board the Akebono satellite received signals at
10.2 kHz from these stations. Huge amounts of PFX data became
valuable for studying the propagation characteristics of VLF
waves in the ionosphere and plasmasphere. In this study, we
introduce a method for automatic detection of Omega signals
from the PFX data in a systematic way, it involves identifying a
transmission station, calculating the delay time, and estimating
the signal intensity. We show the reliability of the automatic
detection system where we able to detect the omega signal and
confirmed its propagation to the opposite hemisphere along the
Earth’s magnetic field lines. For more than three years (39
months), we detected 43,734 and 111,049 signals in the magnetic
and electric field, respectively, and demonstrated that the
proposed method is powerful enough for the statistical analyses.

Keywords—Auto-detection; Satellite; Signal processing; Wave
Propagation; Plasmasphere

. INTRODUCTION

The Akebono (EXOS-D) satellite was launched at 23:30
UT on February 21, 1989 to observe the Earth’s
magnetosphere and plasmasphere. This satellite has onboard
VLF instruments and Poynting flux Analyzer (PFX) is one of
the subsystems. The PFX is a waveform receiver that measures
two components of electric fields and three components of
magnetic fields with a band-width of 50 Hz in a frequency
range from 100 Hz to 12.75 kHz [1]. Omega was a navigation
system with 8 ground stations transmitter and had transmission
pattern repeating every 10 s. Each station transmitted a
different pattern of frequency but had a common frequency at
10.2 kHz. The Omega system was terminated in 1997 in favor
of the GPS system.

From 1989 to 1997, the PFX on board the Akebono
satellite received signals at 10.2 kHz from the eight stations
and huge amounts of PFX data became valuable to study the
propagation characteristics of VLF waves in the ionosphere
and plasmasphere. Once the Omega signals are radiated in the
plasmasphere permeating through the ionosphere, they
propagate as a whistler mode wave in the plasma. The omega
signal data captured by the PFX on board the Akebono has
been used to estimate global plasmaspheric electron density. In

particular, a tomographic electron density profile could be
determined by calculating the Omega signal propagation path
using the ray tracing method. This method could estimate the
propagation path within one hour of single satellite
observations [2]. The algorithm was further improved with a
flexible method and novel stochastic algorithm. This enabled
estimates separate from the effects of the ionosphere and
plasmasphere [3]. Goto et al. (2003) demonstrated that electron
density profile could be drastically changed day by day
depending on magnetic activities during a magnetic storm.

Because the transmission pattern of frequency, time, and
the location of each station is known, we can easily distinguish
the signal source. We can then determine many propagation
properties such as attenuation ratio, propagation direction,
propagation time (delay time) from the transmission station,
and the observation point along the satellite trajectories. Such
parameters depend strongly on the plasma parameters along the
propagation path. Therefore it is worth to analyze such
propagation properties statistically using the long term
observation data.

Processing manually all of the data from 1989 to 1997,
however, will take a lot of time. Furthermore, more processes
and analyses will be needed to see different results such as
analysis based on magnetic local time, seasonal propagation
analysis, and yearly propagation analysis. Our automatic
detection method makes all of the analysis processes simpler
and is able to produce most of the required result faster and
efficient. This study discusses the automatic detection methods
for faster analysis of huge amounts of PFX data to study the
propagation characteristics of VLF waves which, in this case,
is the Omega signal. An outline of the paper follows. In the
second section, we present the technique we are using for
automatic detection. It involves identifying a transmission
station, calculating the delay time, and estimating the signal
intensity. In the third section, we discuss the result of this
analysis using an event study and statistical study for the
Norway station. In the final section, we present conclusions
and summarize our research.

Il.  DATA ANALYSIS TECHNIQUE

A. Omega Signal

The Omega signal is very low frequency (VLF) signal
between 10 and 14 kHz transmitted by the Omega navigation
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system that was operational in 1971. Before it shut down in
1997, its purpose was to provide a navigational aid for
domestic aviation and oceanic shipping. Omega receiver
determines location based on the phase of the signal from two
or more of the Omega stations [5]. This Omega signal was
transmitted from eight ground stations with each station
transmitting a unique pattern, based on which our analyzer
software could determine the source of the signal. The location
of these Omega stations are Norway (NW), Liberia (LB),
Hawaii (HW), North Dakota (ND), La Reunion Island (LR),
Argentina (AZ), Australia (AS), and Japan (JP). There are four
common frequencies of the Omega signal (10.2, 13.6, 11.33,
and 11.05 kHz) with one unique frequency for each station.
The transmission pattern at 10.2 kHz from each station is
shown in Fig. 1. Each station transmit 10.2 kHz signal at
different timing. There is an interval of 0.2 s separating each of
the eight transmissions, with variations in the duration for each
station.
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Fig. 1. Transmission Pattern of the 10.2 kHz Omega Signal. There are four
common frequencies of the Omega signal (10.2, 13.6, 11.33, and 11.05 kHz)
with one unique frequency for each station. There is an interval of 0.2 s
separating each of the eight transmissions, with variations in the duration for
each station

B. PFX Subsystem of the Akebono Satellite

The PFX subsystem of the Akebono satellite measures 3
components of magnetic fields (B, B,, and B3) and 2
components of electric field (Ex and Ey). It’s comprised five-
channel triple-super-heterodyne receivers with an output
bandwidth of 50 Hz. It also had a local oscillator that could be
stepped or fixed at a specific center frequency with a range
from 100 Hz to 12.75 kHz and equipped with Wide Dynamic
Range Amplifier (WIDA) hybrid IC to control the gain in the
dynamic range for more than 80 dB [1]. WIDA hybrid IC will
check automatically averaged signal level every 0.5 seconds
and the gain of each channel is changed independently in 25
dB steps from 0 dB up to 75 dB. For our study, we use By, By,
Bz, Ex and Ey in static coordinate system converted from By,
B,, Bs, Ex and E, obtained in the antenna coordinate system
fixed to the spinning satellite as defined in Kimura et al.
(1990). The static coordinate system is referred to the direction
of the geomagpnetic field (the geomagnetic field line is in the X-
Z plane and Y is perpendicular to the X-Z plane) and the
direction of the sun (Z-axis).

Fig. 2 shows the 10 s raw waveform of the PFX data at
18:05:29.503 UT on December 14, 1989. In the figure, we can
observe the raised intensity from 18:05:33.500 UT to
18:05:34.900 UT, which in this case is the Omega signal from
the Australia station. In the electric field components of Ey and
Ev from 18:05:33.800 UT to 18:05:34.300 UT, the PFX
receivers both for E, and E, were saturated as indicated by the
red arrows, because an intense Omega signal was captured. But
the gain of these channels was immediately adopted adequately
at 18:05:33.800 UT thanks to the WIDA IC. The WIDA IC
worked independently for each five components. Therefore, all
channels are not necessarily saturated but some components of
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the magnetic and/or electric field were occasionally saturated.
During the period of saturation, signal intensity is apparently
clipped and we cannot estimate absolute intensity. Then we
define 'raise time' of Omega signal at the beginning point of the
signal, while we use the data 0.5 seconds after the raise time
when we evaluate 'absolute intensity' of the signals to exclude
the saturated data. The detailed detection algorithm to derive
raise time and intensity is described in the next section.
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Fig. 2. Raw PFX waveform at 18:05:29.503 UT on December 14, 1989. We
can observe the raised intensity from 18:05:33.500 UT to 18:05:34.900 UT,
which in this case is the Omega signal from the Australia station. In the electric
field components of Ex and Ey from 18:05:33.800 UT to 18:05:34.300 UT, we
can observe a 0.5 s saturated intensity signal caused by the WIDA IC

To measure Omega signals, we selected and analyzed the
PFX data when its center frequency was fixed at 10.2 kHz. The
PFX data was recorded in Common Data Format (CDF)
developed by the National Space Science Data Center
(NSSDC) at NASA [4]. This ensured standardized read/write
interfaces for multiple programming languages and software.
The waveforms measured by the PFX were originally two
components of the electric field in the spin plane and three
components of the magnetic field in the B1, B2 and B3
directions. These waveforms were orthogonal with respect to
each other but different from satellite coordinates. These
waveforms were calibrated, converted into static satellite
coordinates, and stored in the CDF files. One month of PFX
data represented 5-10 GB and one year of data consumed
approximately 60-90 GB. In total, the amount of data from
1989 to 1997 is approximately 570 GB.

The PFX data is stored as waveforms sampled at rate of
320 Hz. For FFT analysis, we used FFT size of 32. Therefore,
the time resolution was 100 ms and the frequency resolution
was 10 Hz. To improve the accuracy of delay time detection,
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we applied an overlap-add FFT that moves over three sample
points for a higher time resolution (~9.4 ms) when the first
signal was detected. Although PFX measured only two
components of the electric field, we could derive another
component (E) if we assumed the measured signal as a single
plane wave [5]. This is expressed using (1).
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After we calculated the E; component, we calculated the
absolute intensity of the electric field |E| as shown in (2). In the
same way, we also calculated the absolute intensity of the
magnetic field |B| using (3). We use dB (V/m) for the electric
field measurement unit and dB (T) for the magnetic field

measurement unit.
|E|=yE’+E,”+E, 2
|B|=+B’+B,*+B, 3

Intensity

dB ()

N ! .

-2
-315
-340

10

Intensity
dB (Vim)

F 100

1 -125

-150
' -175
-200

Fig. 3. Spectrum of the Omega signal start at 18:05:29.503 UT on December 14, 1989. We separated it into three frequency area bins (P, P,, and P;) to compare
ambient noise and Omega signal intensity in the magnetic field (a) and in the electric field (b)

I1l.  DETECTION ALGORITHM

A. Detection of the Omega Signal

We first estimated the raise time of each signal by
comparing the average intensity of specific time frame to the
threshold level, expecting a sudden increase in intensity.
Second, we determined the transmission station by comparing
the raise time with the transmission patterns of the eight
Omega stations. At 0000 UT on January 1, 1972, the Omega
and UTC scales were identical. However, we subsequently had
to conduct a leap seconds calculation to synchronize the omega
time and UTC because the Omega had no leap seconds like the
UTC [5]. On December 31, 1989, the Omega time led the UTC
by 14 s.

The threshold level we use in the detection method, is
based on the comparison of ambient noise level and Omega
signal intensity. In Fig. 3, we show parameters for the
comparison of ambient noise and Omega signal intensity
visualized on a spectrogram of 10 s of PFX data in the
magnetic field (@) and in the electric field (b) beginning at
18:05:29.503 UT on December 14, 1989 when the Omega
signal from Australia and Japan were expected to be received.
The spectrogram in Fig. 3 consists of 16 bins in frequency (Af
= 10Hz/bin) and 1057 bins in time (At = ~9.4ms/bin). We
separated it into three frequency area bins, where P denotes
the center frequency (consisting of 5 bins in frequency and 1
bin in time), P, denotes the upper frequency (consisting of 5
bins in frequency and 1 bin in time), and P, denotes the lower
frequency (consisting of 6 bins in frequency and 1 bin in time).

Based on extracted data from the analyzer, Fig. 4 compares
ambient noise and Omega signal intensity in the magnetic field
at 18:05:29.503 UT on December 14, 1989. We can see the
raised intensity level on P, compared with P, and P,. This
raised intensity level occurred within the expected transmission
time of the Australia station (from approximately 18:05:33.700
UT to 18:05:34.900 UT) and the Japan station (from
approximately 18:05:35.500 UT to 18:05:36.500 UT).
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Fig. 4. Comparison of Omega signal intensity and ambient noise level in the
magnetic field. Raised intensity level occurred within the expected
transmission time of the Australia station (from approximately 18:05:33.700
UT to 18:05:34.900 UT) and the Japan station (from approximately
18:05:35.500 UT to 18:05:36.500 UT)

A comparison of ambient noise and omega signal intensity
in the electric field can be seen in Fig. 5, which is based on
extracted data from the analyzer at 18:05:29.503 UT on
December 14, 1989. In this case, the signal was saturated from
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Fig. 5. Comparison of Omega signal intensity and ambient noise level in the
electric field. The signal was saturated from approximately 18:05:33.800 UT to
18:05:34.300 UT because the WIDA IC was controlling the gain of receiver
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approximately 18:05:33.800 UT to 18:05:34.300 UT because
the WIDA IC was controlling the gain of receiver. In this case,
we need to calculate the intensity of the saturated signal after
0.5 s. We recognized this saturation by calculating and
comparing each each signals for any sudden change in the
intensity of the constant duration. In this case, the WIDA IC
will affect the next 0.5 s sample for increased gain when
activated. This type of saturated signal could affect any of the 5
components measured by the PFX subsystem because the
WIDA IC works independently for each component.

B. Calculation of Signal Intensity and Delay Time

We calculated the delay time of the signal by detecting the
raise time of intensity and compare it with surrounding
frequency from start time transmission during each station
transmission duration as shown in (4).

Intensity
di(h
=240

9s 10

Fig. 6. Parameters used in the delay time detection method. Delay time (tg) calculated by detecting the raise time of intensity (P,) and compare it with surrounding
frequency (P_u, and P_l,) from start time transmission (t) during duration time of each station

. t,—t, if (P_u,+P_
‘7o otherwise

where Tp denotes the intensity threshold (8 dB), ty denotes
delay time in seconds, P, denotes intensity strength of center
frequency consists of 5 bins in frequency (Af = 10Hz/bin) and
20 bins in time (At = ~9.4ms/bin), P_u, denotes intensity
strength of upper frequency consists of 5 bins in frequency (Af
= 10Hz/bin) and 20 bins in time (At = ~9.4ms/bin), P_I,
denotes intensity strength of lower frequency consists of 5 bins
in frequency (Af = 10Hz/bin) and 20 bins in time (At =
~9.4ms/bin), ty denotes start time of the station’s transmission,
t, denotes start time of P,, and n denotes the iteration number
for every 1 bin in time (At = ~9.4ms/bin). In Fig. 6, we show
the parameters used for the delay time detection visualized on a
spectrogram of 10 s of PFX data in the magnetic field start at
18:05:29.503 UT on December 14, 1989, when the Omega
signal from Australia and Japan were expected to be received.

1,)/2+T, <P, and (P, -P.,)>Ty (4)
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In the next step, we determined signal existence by
comparing the intensity of the expected duration of the Omega
signal with the surrounding intensity (higher and lower
frequency points of the center frequency). We determined
signal existence and derived the signal intensity (P,s) by using

®)
{Ps
P, =
s O

where P, denotes the intensity strength of the upper
frequency bins in decibels, P, denotes the intensity strength of
lower frequency bins in decibels, P, denotes the intensity
strength of center frequency bins in decibels. P,, P, and Ps
consists of 5 bins in frequency (Af = 10Hz/bin) and variation
(128 bins for Australia and 106 bins for Japan) of bins in time
(At =~9.4ms/bin) depends on the duration of the Omega signal
for each station. P,, denotes intensity strength of 16 bins in
frequency (Af = 10Hz/bin) and 1057 bins in time (At =
~9.4ms/bin) for every 10 s duration (1 window) in decibels.

if (P,+PR,)/2+T,<P, and (P,
otherwise

+T,)<P, (5)
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Fig. 7. Parameters used for discrimination and intensity calculations. The signal existence determined by comparing the average intensity of the expected duration
of the Omega signal (Ps) with the surrounding frequency (P, and Pp) and the ambient noise of 10 seconds duration or 1 window (Py,)

In Fig. 7, we show the parameters used for the calculation
of the signal visualized on the same spectrogram as shown in
Fig. 6. In Fig. 7, for example, P has total of 640 bins (5 bins in

frequency and 128 bins in time) because the Omega signal
from Awustralia station has 1.2 s in duration and we used
overlap-add FFT. We defined two intensity thresholds Tp and
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Tw, Where Tp had a fixed value of 8 dB and Ty had a fixed
value of 5 dB.

C. PFX Analyzer

We developed software to analyze the Omega signal data
measured by the Akebono from 1989 to 1997. The software
was written in Java programming language. We can
interactively check the waveform measured by the PFX one by
one for an event study. It also enables us to detect Omega
signals automatically for several months or years and then
show the results of electric and magnetic intensity and delay
time for specific locations of longitude, latitude, and altitude on
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geomagnetic and geographic maps of the Earth. Analyses of
local time dependence are also available. An overview of the
analyzer software is shown in Fig. 8.

This analyzer connects to the Akebono orbit database and
can be used to manually analyze each signal in real time by
manipulating the navigation panel. To automatically analyze
the CDF files for one month of data, we need 6-9 hours of
processing time using an Intel Quad Core with a 3.324 GHz
CPU and 4 GB of memory. The computational time depends
on the number of available signal data and data size.
Depending on the computer specifications, it is possible to run

Prime FFX Anayzer

C'Sumpaaai_r0_po_198912% @10
—
| Caotns vatue | Cactates vaue | Gaoyracnc § Geamagresc Mar |

multiple instances of the analyzer to speed up the process.

Akebono
hdl .
Orbit Data

Detail
Information

Fig. 8. Overview of the PFX Analyzer, written in Java programming language. It enables us to detect Omega signals automatically for several months or years and

then show the results on geomagnetic and geographic maps of the Earth

D. Handling of Error Detection and Evaluation of the System

For accurate results, we also applied error detection
handling and a data smoothing process. It is possible for the
analyzer to detect a high intensity noise as Omega signal. To
handle this type of error detection, we applied a function that
ignores a signal that is not detected continuously for a specific
duration of time. This is currently set at 40 s. For example,
when the signal is only detected for the first 30 s and then
disappears in the next 10 s, the analyzer will ignore the signal

and decide there is no signal detected for the entire 40 s. This
handling occurs in the background of the analyzer software and
the analyzer will still show a rectangle representing the
detected signal.

We also applied a time smoothing algorithm to handle
sudden peaks of delay time that may reflect false detection.
This was accomplished by using the average of every two
delay time value of detected signals. We expect to obtain more
reliable results using improved detection data.
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IV. RESULT OF ANALYSES
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A. Event Study
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Fig. 9. Trajectory of Akebono, and observed Omega signal of Norway station from 08:29:39.802 UT to 09:55:33.842 UT on October 18, 1989. The PFX data is not
available between latitude 49°N to 26°N and 2°N to 6°S and shown as dashed line. Left panels show trajectory line (a) (b) of the satellite. Right panels show (c)
absolute intensities of Omega signal in the magnetic fields, (d) absolute intensities of Omega signal in the electric fields, (e) delay times of Omega signal, and (f) the

approximate distance of the propagation path to the observation point

Fig. 9 (@) and 9 (b) shows 1.5 hours of trajectory of the
Akebono from the northern to southern hemisphere from
08:29:39.802 UT to 09:55:33.842 UT on October 18, 1989.
During this period, Omega signals from the Norway station
were continuously observed and 344 signals were detected in
the electric field and 63 signals were detected in the magnetic
field. The location of the Norway station is also shown as a
small square in Fig. 9 (a) and (b). The PFX data is not available
between latitude 49°N to 26°N and 2°N to 6°S. This
unavailable of data is shown as dashed lines in Fig. 9 (a).

Fig. 9 (c) shows absolute intensities of Omega signal in the
magnetic fields, Fig. 9 (d) shows absolute intensities of Omega
signal in the electric fields, and Fig. 9 (e) shows delay time of
the Omega signals. The red curves indicate moving median
over 20 points (detected events). The intensity of the magnetic

field and electric field of the Omega signal is showing higher
intensity in the northern hemisphere where the Norway station
was located. The Norway station was located at latitude
56.42°N, and we can see higher signal intensity around —285
dB (T) for the magnetic field and approximately —125 dB
(VIm) for the electrical field. The intensity then becomes lower
for the electric field or disappears for the magnetic field near
the equator at latitude 0°. The signal for the electric field then
increased at approximately —145 dB (V/m) near the southern
hemisphere because the signal could propagate along the
Earth’s magnetic field. The delay time around 0.2 s in the
northern hemisphere where the Norway station was located and
then increased to more than 0.5 s as the trajectory of the
Akebono satellite got closer to the southern hemisphere. This
occurred because propagation along the Earth’s magnetic field
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required more time compared with a direct propagation path.
Fig. 9 (f) shows the approximate distance based on a simple
magnetic dipole model for the propagation path of the signal

Time
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09:36:06

Latitude

63°N

26°N

5°S

L 20°8

Vol. 7, No. 10, 2016

along the Earth’s magnetic field. The calculated distance was
from the Norway station to the observation point.
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Fig. 10. Sliced Center Frequency in the electric field from 08:29:46 UT to 09:55:36 UT on October 18, 1989. The transmission time of Norway station was 08:29:46
UT and repeated every 10 seconds. Signal from Norway expected to be 0.9 second in duration. Intensification at t=0.6 in a period from 08:29:46 UT to 08:57:46 UT

was caused by the WIDA IC

For comparison, we calculated the sliced center frequency
of each signal in the Electric Field from 08:29:46 UT to
09:55:36 UT on October 18, 1989. We plotted only 1 bin (Af =
10Hz/bin, At = ~9.4ms/bin) of the center frequency spectrum
(~10.2 kHz) and arranged it as shown in the Fig. 10. The
transmission time of Norway station start at 08:29:46 UT and
repeated every 10 seconds. We projected the red curves of
trend line in Fig. 9 (e) to Fig. 10. This confirms that the
automatic detection of our analyzer produced quite reliable
results compared with manual analysis. Deviation occurred at
few parts because of false result by multiple high intensity
noises and affected moving median of the trend line. Based on
the Omega system transmission pattern, we expected signal
from Norway should be 0.9 second in duration. Intensification
at t=0.6 in a period from 08:29:46 UT to 08:57:46 UT was
caused by the WIDA IC. Because of its weakness, WIDA IC
may cause false intensification of signal as seen at t=2.05 in a
period from 08:57:46 UT to 09:36:06 UT. The effects of
WIDA IC can be seen clearly in Fig. 6. Signal from Liberia
station was expected to be delayed and might be received after
t=1.0. In period from 09:36:06 UT to 09:55:36 UT, overlapped
signal between Norway and Liberia is possible.

B. Statistical Study

The results of more than three years data of Norway station
(October 1989 to December 1992) is shown in Fig. 11. The
longitudinal axis consists of 72 bins of 5° for each bin; the
latitudinal axis consist of 36 bins of 5° for each bin; and the

altitudinal axis consist of 20 bins of 637.1 Km for each bin.
The rectangle on the map shows the location of the
transmission station at a longitude of 13.14°E and latitude of
56.42°N. The gray color bin on the map shows the availability
of PFX data in the area. However, no Omega signal was
detected by the analyzer. The white color bin on the map
shows that the PFX data is not available for that location. The
meridian plane map shows the average intensity coverage of
10° to the east and 10° to the west from the station. From the
figure, We can clearly demonstrate that Omega signal
propagated nearly along the geomagnetic field line to the
southern hemisphere. The intensity of the signal near the
equator shows low intensity at high altitude and no signal at
lower altitude. We concluded that this unique propagation is
caused primarily by the location of the transmission station, the
Earth’s magnetic field, and global electron density. Previous
study about global electron density had analyzed normal wave
direction and delay time of the Omega signal [7][8] and also
deduced from whistlers [9][10][11]. For more than three years
(39 months), we observed 43,734 detected signals in the
magnetic field and 111,049 detected signals in the electric
field.

V. CONCLUSIONS

In this study, we developed an advanced detection
algorithm to continuously process large amounts of data
measured for several years by the PFX subsystem on board the
Akebono satellite. The algorithm enables us to distinguish
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noise and real omega signals and also detect errors in order to
produce more accurate results. When compared with manual
analysis, automatic detection can be accomplished with short
periods of processing time and does not require human

Vol. 7, No. 10, 2016

intervention in the process. We demonstrated that the proposed
method is powerful enough for the statistical analyses and
further study of the propagation patterns of VLF waves with
regard to the Earth’s magnetic field and global electron density.
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Fig. 11. Omega Signal Propagation of Norway Station from October 1989 to December 1992 in the magnetic field (a) and in the electric field (b). Omega signal is
propagated to the southern hemisphere. The intensity of the signal near the equator shows low intensity at high altitude and no signal at lower altitude
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Abstract—Network-on-Chip  (NoC) paradigm has been
proposed as an alternative bus-based schemes to achieve high
performance and scalability in System-on-Chip (SoC) design.
Performance analysis and evaluation of on-chip interconnect
architectures are widely considered. Time latency and
throughput are two very critical parameters which play vital role
to improve the system performance. In this work, these two
elements are evaluated in both wire and wireless approaches
under different conditions for networks contain 64,512 and 1024
number of cores. There are number of parameters those have
direct and indirect effects on the delay and throughput, among
all, these four are chosen: routing algorithm, buffer size, virtual
channel and subnet. Thus this work is clustered into two general
parts, in the first section the effect of algorithms and buffer size
are calculated and then later on in second part when switching
from wire approach to wireless, it’s shown that, virtual channel
and subnet are able to influence the performance of a network on
chip positively under some circumstances. We don't concentrate
on approach and techniques here. Our target in this paper is to
determine the critical points, trade-off and study the effect of
mentioned parameters on entire system. Evaluation is done by
means of Booksim and Noxim simulators which are based on
system C.

Keywords—network on chip; on-chip interconnection; buffer
size; virtual channel; subnet

. INTRODUCTION

System-On-chip (SoC) has recently emerged as a key
technology behind most embedded and smart miniaturized
systems to provide high flexibility and better performance.
These systems can find an appropriate location in industry and
market while in addition to providing high-performance, meet
very important system requirements, such as a low power
consumption, low time latency and small occupied area.
Therefore, the design of these systems should be highly
flexible, adaptable, and fulfil stringent time-to-market
constraints. A key element in the performance and energy
consumption in SoCs is the On-Chip Interconnect (OCI),
which allows different SoC components to communicate
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efficiently. In some aspect we can claim that the majority of
power is consumed by OCI. Network-on-chip has been
proposed as an alternative to bus-based schemes to achieve
high performance and scalability in SoC design [1], [18].
Different OCl-based architectures using packet-switching
have been recently studied and adapted for SoCs. Examples of
these architectures and topology are Fat-Tree (FT)[2], 2D
mesh[3], Ring[4], Butterfly-Fat Tree (BFT)[5], Torus[6],
Spidergon [7], Octagon[8], WK-Recursive[9]. However, as
the architecture is improved to enhance the performance of the
system, their increasing complexity makes their design
extremely challenging. Furthermore, another parameter which
is important to be studied is traffic generated between
components and traverse the OCI [10]. Therefore, it is very
helpful to perform a traffic analysis and predict the process in
early stages of the design to determine an appropriate traffic
model, such that the designer can select suitable parameters
for the on-chip interconnect architecture. Indeed, the selection
of the on-chip interconnect architecture, based on traffic
patterns as an application, which SoC generates, allows
designers to detect and locate network contentions and
bottlenecks. Here in this paper as is seen in majority of
research works, traffic is assumed to be Random. Generally,
the simulation is extremely slow for large systems and
provides little insight, on how various parameters affect the
actual NoC performance [11].

Two simulators based on system C are applied to evaluate
the studied parameters, Noxim and Booksim for wire and
wireless sections respectively. However, analytical models,
allow fast evaluation of performance metrics in early stages of
the design process. This paper extends the work by evaluation
of the performance (e.g., latency, throughput) of two on-chip
interconnect methodologies under three on-chip routing
algorithms architectures for wire-based and wireless using
Mesh and Flattend Butter-fly. It is shown how hybrid
interconnects can be used to improve the performance and
design tradeoffs. The main objective is to illustrate the
effectiveness of 4 elements (Buffer Size, Routing Algorithm,
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Subnet, Virtual channel) in evaluation of on-chip interconnect
architectures. Work is extended by calculation of effect of first
two parameters on wire-based section, and next two in
wireless part. Furthermore, variation of Packet Injection Rate
(PIR), is carefully investigated which always is involved in
evaluation of network performance.

The rest of this paper is structured as following: In
following section, we summarize the existing research works
on performance analysis. Section 2 provides a brief overview
of Flattened Butter Fly and methodology in hybrid approach
and features. In section 3, work is clustered in 5 subsections,
in first and second sections, It will be observed, how buffer
size and routing algorithm are able to improve the
performance in wire-based approach.

In subsection 3 we compare wire and wireless on delay
aspect. In subsection 4 and 5, is proved that virtual channel
and subnet can have a direct role in hybrid approach to
enhance the different parameters. It's remarkable that, in each
subsection a conclusion is provided independently, and
finally, in section 5, the conclusion is presented.

Il.  RELATED RESEARCH WORKS

OCI architecture has some important specifications and
features so called: latency, throughput, traffic load, energy
consumption, and occupied silicon area requirements. These
are adopted in SoCs to characterize the performance. K.
Lahiri and et al. in [13] have pointed out that the current
design tools and methodologies are not suitable for NoC
evaluation, and simulation methods, despite their accuracy, are
very expensive and time consuming. Therefore, updated
techniques and tools are required to extract new
communication characteristics, also to estimate the network
performance and energy consumption efficiently, and of
course area requirements for candidate communication
architectures, is always a serious concern. Approaches
proposed in the literature can be classified in four main
categories: deterministic approaches, probabilistic approaches,
physics based approaches, and system theory based
approaches. First category is mainly based on graph theory
that has been used successfully in many software and
computer engineering domains. An example is the work has
been carried out by A. Hansson in [14], a model using a
cycle-static dataflow graph was used for buffer dimensioning
in NoC applications. Deterministic approaches assume, the
designer has thorough understanding of the communication
pattern among cores and switches. Nowadays researchers
mostly use probabilistic approaches which are based on
queuing theory. For example, an analytical model using
queuing theory was introduced in [15] to evaluate the traffic
behavior in Spidergon NoC. Simulation results have been
reported to verify the model for message latency under
different traffic rates and variable message lengths. Most
queuing approaches consider incoming and outgoing traffic as
probability distributions (e.g., Poisson traffic) and allow
designers to perform a statistical analysis on the whole system
in order to evaluate certain network metrics, (average buffer
occupancy and average buffer delay in an equilibrium state).
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In[16], Unlike stochastic approaches that make Markovian
assumptions on the network behavior, statistical physics
model the interactions among various components while
considering the long term memory effects. The main concept
in this model is that packets in the network move from one
node to another in a manner that is similar to particles moving
in a Bose gas and migrating between various energy levels as
a consequence of temperature variations. Network Calculus
features [17] are derived from system theory which is placed
in the fourth category, this strategy has been frequently
applied to electronic circuits successfully. Performance
bounds (e.g., end-to-end delay) in networks such as the
internet is modeled and evaluated. According to shapes of the
traffic flows (by analogy, signals in system theory), designers
are able to capture some dynamic features of the network [18],
[19].

I1l.  SIMULATORS

In this section BookSim interconnection network simulator
is described which has is widely used in entire work. The
simulator is installed on LINUX OS and is open source. To
obtain data and simulate a candidate network, there are some
parameters to be set. By changing or resetting input
parameters, user can simulate the performance of different
NOC systems. It's remarkable that the Noxim simulator setting
(Fig.1) is the same, but is applied for wire-based only.

Number of virtual channel, depth of buffer size, topology,
traffic model, number of IPs, packet injection rate are the
parameters to be adjusted before simulator is ran. The
parameters like topology, traffic and virtual channel are
configured only once, but for the other parameters are changed
depending on the delegated task. Here, some important
parameters definition are presented:

Virtual channel is the number of the virtual channels per
router;

Buffer size means the depth of buffer base on bit;

Traffic model is defined uniform, means each source
sends an equal amount of data to destination. The most two
important parameters during this work which are frequently
varied are PIR and Subnet. PIR unit is either flit/cycle/node or
bit/cycle/node. Each flit in this work, contains 6 bits. For
example, if the injection rate is 0.15, it means that during each
cycle, 0.15 bit is injected in every node. Once the parameters
were set, simulation is begun. In order to start, type command
\:=booksim [configfile]" in the \=src directory. At the output,
following parameters are seen \average latency”, \average
accepted rate", which means the average throughput, \min
accepted rate" and \average hops". The unit of latency is
cycle; the unit of throughput is it/cycle/node. Then, by
running the simulation for various \injection rate", an average
latency graph can be obtained. In throughout evaluation,
simulator is fed with different number of IPs, subnet and PIR
rate which uniquely are able to determine the performance
[20]. For large (network containing more than 1024 IPs)
networks, during each simulation, under high rate of PIR,
simulation takes 20 minutes approximately.
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Fig. 1. Noxim Simulator

IV.  METHODOLOGY AND APPROACH

A hybrid wired/wireless NOC architecture (Fig.2) is used.
Hubs are interconnected by both wired and wireless links
while the subnets internally are connected via wires only. The
hubs those are linked via wireless, have to be equipped with
Wireless Base stations (WBs), WBs are responsible to
transmit and receive data packets over wireless channels.
When a data needs to be sent to a core in a different subnet, it
travels from the source to respective hub and reaches to the
destination subnet’s hub via the small-world network
consisting of both wired and wireless links, then it is routed to
the final destination core. For intra subnet and inter subnet
data transferring the wormhole routing is adopted [20]. It is
remarkable that data packet is broken down to smaller units
called flits.

e Adopted Routing

In proposed hierarchical NoC [20], two topologies are
used. In this work, for inter-subnet we consider mesh
topology. For an intra-subnet communication if the destination
is more than two hopes away, then the flit goes through the
central hub to its destination. Thus, within the star-ring subnet,
each core is at a distance of at most two hops from any other
cores (Fig. 3). To avoid deadlock, the virtual channel
management scheme from Red Rover algorithm is adopted, in
which the ring is divided into two equal sets of contiguous
nodes. Messages originating from each group of nodes use
dedicated virtual channels. This scheme breaks cyclic
dependencies and prevents deadlock. However, intra-subnet
data routing, requires flits to use the upper-level network
consisting of wired and wireless links. By using the wireless
shortcuts between the hubs with WIs, flits can be transferred
in a single hop between them. If the source hub is not
equipped with a WI, the flits are routed to the nearest hub with
a WI via the wired links and are then transmitted through the
wireless channel. Likewise, if for destination hub also a W1 is
not accessible, then the nearest hub to it with a WI, receives
the data and passes it to the destination through wired links.
Between a pair of source and destination hubs without WIs,
the routing path involving the wireless medium is chosen if it
reduces the total path length compared to the wired path. A
token flow control (Kumar) along with a distributed routing
strategy is adopted to alleviate this problem.
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Fig. 3. Adopted Routing in Wireless Communication

o Flattened butterfly

Selecting an appropriate topology in the design of an
interconnection network is an important task, because it has a
direct effect on critical performance metrics such as network’s
zero-load delay and its capacity, also directly influences the
implementation expense, both in terms of on-chip resources
and implementation complexity. In this work wire-based and
wireless networks are running under mesh and flattened
butterfly topology respectively. Here to clarify how Flattened
Butterfly topology impresses on network performance we
briefly discuss on it.

The flattened butterfly topology is a cost-efficient
topology in particular to use with high-radix routers [21].
Flattened butterfly is derived by combining (or flattening)
routers in each row of a conventional butterfly topology while
preserving the inter-router connections. In this design
concentration is on the routers, therefore flattened butterfly
reduces the wiring complexity of the topology significantly,
this is resulted in scaling more efficiently.
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Now to make it more understandable, readers are referred
to a case study and observe how to map a network with 64-
node onto the flattened butterfly topology, we collapse a 3-
stage radix-4 butterfly network (4-ary 3-fly) to produce the
flattened butterfly shown in Fig. 4(a). The presented flattened
butterfly has 2 dimensions and uses radix-10 routers [22].
Each router has a concentration factor of 4. It means, four
processor IPs are attached to each router. The remaining 6
router ports are used for inter-router connections: 3 ports are
used for the dimension 1 connections, and 3 ports are used for
the dimension 2 connections. Routers are placed as shown in
Fig. 4(b) to embed the topology in a planar VLSI layout with
each router placed in the middle of the 4 processing nodes
[22]. Routers connected in dimension 1 are aligned
horizontally, while routers connected in dimension 2 are
aligned vertically; thus, the routers within a row are fully
connected, as are the routers within a column. The wire delay
associated with the Manhattan distance between a packet’s
source and its destination provides a lower bound on latency
required to traverse an on-chip network. When minimal
routing is used, processors in this flattened butterfly network
are separated by only 2 hops, which is a significant
improvement over the hop count of a 2-D mesh.

V. SIMULATION RESULTS

e Evaluation of effect of Routing Algorithm and PIR
on NOC performance

At the first step to have a transparent idea about range of
delay and throughput in NOC, we start with wire-based
methodology. Two parameters which NOC performance is
extremely influenced by, are routing algorithm and rate (PIR).
Therefore fully- adaptive [23], XY [23] and West [23] are
picked as samples to feed the simulator. Once the simulator is
modelled and adjusted by any of routing algorithm, it shall be
kept fixed and another factor (here in this study PIR) is the
only variable studied factor to be fed into simulator. The used
traffic model is uniform. For each rate of PIR, simulator with
all other fixed parameters is executed once. To start
simulation, machine is configured under Fully Adaptive
routing algorithm.

dirmension 1

O (I
i p —
I‘. . 1] }
L,—'!L' ;;;d;;—;‘fﬁf ‘.JI.J
| "i'i" HR
i Eﬁf = S
LS L S
i J

Fig. 4. (a,b)Flattened Butterfly topology with radix-10
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As in Fig. 5(a) is seen when PIR is varied between 0.01
and 0.03, in fact rate of data transferring is increased, thus it’s
expected total received packets become increased and
consequently when majority of network’s IPs are involved in
communication, thus majority of network is active, this causes
an IP sends and receives bits with higher potential capacity,
the throughput is improved expectedly. On the other, data
traffic in directions is increased due to higher rate of bit
communication between IPs, which is led to delay, this
latency is not desirable but still is controllable.

This policy is same almost for all three routing algorithms
with slightly changes. In first case study, when PIR is greater
than 0.03 and less than 0.04, an unusual behavior is observed.
Throughput is degraded rapidly, on the other side, the slop of
figure for delay is getting sharper. For simulation under
PIR>0.05, an interesting result is raised up, the simulator fails
and no result is obtained for PIR>0.05, this occurs under fully
adaptive routing algorithm (see Fig.5(a)). It justifiable that
buffer size which is limited to 8bits in this work has no more
capacity to reserve the bits. In fully adaptive routing a packet
always is transmitted through a not congested route, with
increasing the number of received packets, buffer is filled and
there is no more space to receive new packets, this causes a
block direction. Throughput is zero when no packet is
received and the NOC paradigm under fully adaptive routing
algorithm is not applicable for PIR>0.04.

In contrast with fully adaptive algorithm, in XY routing
algorithm situation is different. In this routing algorithm when
the PIR exceeds a certain value, instead of network failure, the
saturation state is occurred. For 0.01< PIR <0.04 the same
policy with previous routing algorithm is experienced. At
PIR=0.04, all Parameters are in MAX level, but the slop of
figure for time latency has become sharper. At PIR=0.05, as is
shown in Fig.5(a) still all parameters are increasing but two
points clearly are observable. First the rate of throughput
enhancement
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Fig. 5. (a) Throughput under three routing algorithm (b) Delay under Fully
A., XY, West F. routing algorithms under xy

has been reduced. Second point is that the number of delay
cycles are increased rapidly and is not under control any
longer. For instance at PIR=0.05 the latency = 2645, and when
PIR=0.06, latency = 107770, this time latency is not
acceptable. If packet injection rate is kept increasing, the
according to Fig.6(a), for PIR>0.05 the saturation is occurred.
In saturation state throughput will be varied between 28.1 and
28.7. Delay in saturation region is very sensitive to PIR, the
time latency is rapidly increased, but for PIR>0.3 the rate of
delay is decreased and sensitivity degree is reduced, this
number of delay cycle kills performance. West first routing
algorithm follows the very similar policy to XY algorithm, but
obtained information from machine are different. For
0.01<PIR<0.04 above under studied parameters are increased,
with an almost fixed rate, as is observed in Fig.5(b), at
PIR=0.05 time latency is increased with a sharp rate and is out
of control. (54.53 at PIR=0.04 to 6240.3 at PIR=0.05). At
PIR=0.05 again saturation state is happened.
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Fig. 6. (a), Full diagram of delay under West F. and XY (b), Power
consumption under three routingalgorithms

Number of received packets and average throughput are
almost fixed or with a negligible changes. In this case the
throughput in saturation area is swing between 25.2 and 25.7.

e Delay

For 0.01<=PIR<=0.03, under three routing algorithms,
simulator delivers the same results (Table.1). For PIR>0.03
WEST FIRST routing has higher rate of latency. XY routing
algorithm accomplish the better latency than Fully

Vol. 7, No. 10, 2016

ADAPTIVE. In Fig. 6(a) It’s clearly seen that for PIR>0.04
the rate of latency is decreased and slowly is getting close to
saturated surface. One more point is that, the saturation peak
for xy routing algorithm is higher than west first routing
algorithm, therefore the sensitivity of west first to PIR is
lower. These obtained results are due to different definition
and design of structures in each routing algorithm.

TABLE I. TIME LATENCY FOR F.A, XY AND W.F UNDER DIFFERENT PIR

PIR 1 001 002 003 ' 0.04 @ 0.05 0.06 0.07 0.08
FA 99 140 214 329 @ -

XY 98 143 | 2135 471 | 2645
W.F 1011 1444 22.02 5453 62443

e Throughput

21739
24697

10777 | 16693
14570 @ 20174

According to Fig.5(a) fully adaptive routing algorithm has
the best throughput in range of 0.01 <=PIR<=0.03. When PIR
is greater than 0.03 west first stands on higher level, in
saturation state the throughput of XY is constant and stays in
higher level than west first while swing between 28.1 and
28.6. West first routing algorithm is varying between 25.6 and
25.9(Table.2).

In Fig.6(b), network power consumptions are depicted
which are provided to give an idea to reader and are not
discussed in this work.

o Buffer size

In this subsection effect of buffer size is studied. Buffer
size [24] plays an important role in driving of packets in
directions and keep them online when there is a heavy traffic,
therefore route congestion depends on capacity of buffer. It
means that there is a specific minimum size for buffer size to
run the network under an assigned PIR without failure. At the
first attempt buffer size is kept fixed, then under variation of
PIR, simulator is executed and delay and throughput results
are recorded. In second step we apply the worst case of PIR
which results under it have been obtained to the machine and
this time buffer size is considered as input to be altered. In
each round size of buffer is extended and the results are
recorded for delay and throughput, therefore by comparing the
results in both situations, it could be concluded, by extension
of buffer size performance is improved. We take two samples
to observe how buffer size influences the network
performance.

A)0.028<=PIR<=0.030, B.S=4

Size of buffer is configured to B.S=4, execution is started
with PIR=0.028, different PIR rate are fed into machine.
Delay and throughput are obtained 21.56 and 14 respectively,
as we see in Fig.7(a) PIR is gradually increased, PIR=0.030 is
the maximum rate which still machine can run under it and
enhance the delay and throughput, if PIR is kept rising,
network will be failed due to full routes capacity. We record
the PIR=0.030 as the worst result for B.S=4, now we extend
the B.S from 4 to 6, obtained results say that throughput is
improved dramatically by 30 times (2900%) and delay 22.9%.
Buffer size can be extended even more but for B.S>6
saturation state occurs (see Fig.7(b)). To sum up, if B.S is
incremented from 6 to 16 gradually, delay is reduced only
3.9%and throughput just -0.5%. It is concluded
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That, the best Buffer Size for 0.028<=PIR=<0.030 is 6.
For B.S>6, PIR is not sensitive to B.S extension (Table.3).
This can easily be jastified, as the PIR rate and IPs are
restricted, therefore the peak of traffic is pre-determinable. It's
required to calculate, to match buffer size with maximum
traffic to fluent packet travelling. Nevertheless if buffer size
would be extended has no mentionable effect on both
parameters. Early saturation refers to limited number of IPs in
this NOC. Simulator is configured according fully adaptive
routing algorithm. b)0.035<=PIR<=0.037, B.S=8,

The policy is same with previous investigation, two steps,
PIR is fed into machine under fixed size of buffer, results are
recorded for delay and throughput and then the PIR that the
worst results are obtained over it, is considered. Now B.S is
extended, then the two states results are compared. It's seen in
Fig.8(a) that, time latency is intending toward higher cycles
and throughput is reducing gradually while PIR is
incremented. In this case also results for PIR=0.035, 0.036,
0.037 are as follow:

Delay=27.9, 30.1, 35.3 and throughput=2, 8, 1. Maximum
PIR rate for B.S=8 is 0.037, in next round B.S is extended to
12( by 50%) in Fig.8(b). The obtained results for B.S=12, 16,
20 are provide below:

Delay = 30, 30.64,28  Throughput = 22, 22.2, 22.2

As the results show in Table 4 and Table 5, we can come
up with this fact that, as the PIR rate is ascended, the rate of
buffer size has to be extended in a sharper rate to can
compensate the much heavier traffic.
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Fig. 7. (a) Delay and throughput under PIR Variant (B.S=4) (b) Delay and
throughput under B.S Variant (PIR=0.030)
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Fig. 8. (a), Delay and Throughput under PIR Variant (B.S=8) (b), Delay and
Throughput under B.S Variant (PIR=0.037)

TABLE V. DELAY AND THROUGHPUT UNDER VARIATION OF B.S AND

PIR 0.058 0.058 0.058 0.058 0.058 0.058

Delay 695.7 1110 650 698.9 703.3 940

Thr. 0.1 3 0.8 11 2.2 5

B.S 216 288 350 550 570 630
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e Comparing Wire vs Wireless in Delay under the Same
Conditions

In this section, it’s concluded that it's necessary to switch
from a wire-based methodology to a hybrid- combination of
wire and wireless. The performance of these two approaches
are considered under same conditions. Traffic, No. of IP,
virtual channel, buffer size and topology are the parameters
which are constant for both states. We execute Noxim
simulator for wire-based and Booksim for wireless approach
under fully adaptive and butterfly algorithm respectively.

Among many solutions that alleviate effect of delay in
networks, extending the number of V.C is justifiable.
Wormbhole routing with virtual channel flow control is a well-
known technique from the zone of multiprocessor networks.
While area and power consumption are two major overheads,
it allows minimization of the size of the router’s buffers and
providing flexibility and good channel utilization [22].

:g?gg-li [T
: Lo

Fig. 9. Structure Virtual channel with 5 1/0

A general structure of a wormhole router with virtual
channel flow control is depicted in Fig.9. This router has 5
input/output ports: 4 for connection with the routers those are
next to and one to link with the local node. At each input port
the virtual channels (VCs), 4 in this example, are de
multiplexed and buffering regulation is FIFOs. Status
information is saved for every single bit of them. After the bits
are out of port through FIFOs they are multiplexed again on a
single channel which enters to a crossbar. The operation of the
router is controlled by an arbitration unit (AU). It determines
on a cycle-by-cycle basis, which virtual channels may advance
sooner.

Changing the number of V.C is applicable to both wire and
wireless interconnection networks, by using this method, in
fact we are dealing with architecture of router. Some
modifications have to be completed internally. By doing so,
in following section we will observe how the delay is
improved:

A) V.C=4, IP=64

At previous subsection delay and throughput in wire-based
paradigm and obtained information from the machine were
investigated and analyzed. Now we switch to so-called
wireless methodology and study same parameters and analyze
the obtained results from Booksim simulator under the same
conditions. Then these two clusters of information are
compared and we come up with a conclusion. In first state,
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network contents of 64 IPs which is working under 4 virtual
channels. Obtained results in Table.6 show that, delay cycles
in wireless network is always in lower level than wire-based.
In order to justify the reason of better delay cycle in wireless,
we understand that, all intermediate IPs between source and
destination nodes are eliminated but two and this reduce the
time while transferring data between any two distant IPs.

Ovbaglpce |

PO e )

Fig. 10. Delay in wire-wireless networks-64I1PS

In table.6 we see that under all PIR rates delay is much
more reduced for wireless network. The maximum of
improvement before take-off point is belongs to PIR=
0.06(54.4%), and the least one is for PIR=0.01(43%). Primary
level of take-off point is reduced effectively, but as it's still
high, is not considered. As it’s observed in Fig.10, the PIR
range is extended because of delay improvement (reducing the
number of delay cycle). It’s claimed that under the same
conditions, delay is improved at least 43%. When all other
states are compared too, we come up with the most
enhancement state, which is occurred in high PIR rate, thus
it’s strongly recommended to use wireless paradigm in higher
rate of PIR.

In second investigation PIR safe domain is considered. For
wire — based, network just is supported to work up to PIR=
0.06, when PIR is exceeded than 0.06, routes are congested
and simulator is dump. Now in wireless based, PIR is
extended to 0.13 and network can work in wider range,
therefore extension of PIR is led to higher performance. In
order to get the best performance in wireless methodology,
one of the requirement to run the network under wireless
methodology is using it under highest PIR rate. With a quick
look at statistics, tables and figures, it’s figured out that almost
the results for both networks in wireless state under 4 and
8V.C, are same, the only slight change is in PIR rate which in
wire-based extended from 0.06 to 0.07, and take off point will
occur at PIR=0.08. Network with 64IPs is small enough to
meet all condition to run simulator properly with no
congestion, that’s the reason with extending of the V.C to 8, it
has no effect on network delay because there is enough
capacity to keep the packets in line, to prevent of traffic.

TABLE VI.  COMPARING DELAY IN WIRE-WIRELESS NETWORKS
PIR 0.01 0.02 0.03 0.0 0.05 0.06 0.07
4
W-Delay 254 26.7 28.6 30. 34.8 42.6 283.
9 4
WL-Delay 14.6 153 16.2 17. 18.1 194 21.0
1 3 2 1 6 7 7

Improvement 43 43 44 45 48 54 93
%

8l|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

e Evaluation of Delay and Throughput for: 64 IPs
under 4,8,16 V.C,

Researchers in this work are interested the results and
efficiency investigation on incrementing of number of V.C,
this proves, this inflation has a positive effect on reducing the
delay under some circumstances, and improve the
performance. If we take a look carefully into Fig.11(a) we
observe, with increasing the number of V.C from 4 to 8 and
then 16, under variation of PIR, for all no. of V.Cs, the delay
is almost unchanged up to PIR=0.12. If PIR crosses the 0.12,
two take-off points (345, 358) are seen for V.C= 4, 8 at
PIR=0.13, delay is uncontrollable because congested
directions have occurred in network. We can see the
advantage of V.C=16, when in same network (64 IPs) for
PIR>0.12, delay is still under control and network runs well.
In Fig.11(a), delay is out of control and occurs at PIR=0.14, it
means that blocked direction happens for a network with 16
V.C in each port too, but where the capacity of router has been
expanded from 8 to 16V.Cs, this phenomenon is showed up at
higher level of PIR. To conclude we must say if it’s supposed
to network runs under PIR<0.12, it's better to use 4 virtual
channel for each port in router, because it costs less and the
delay will be the same as well as two other situations.
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Fig. 11. (a) Delay in network with 64lps (b) Throughput in network with 64
IPs

In Fig.11(b) the effect of virtual channel is studied on
throughput. Obtained results for throughput are incredibly
similar to each other for various number of V.C (4, 8and16) in
each PIR. To study behavior of throughput, networks with
different no. of IPs are taken into consideration. It’s found out
that the number of IPs and V.Cs have to be matched for any
network, if V.C is much more bigger than what is required for
the network, V.Cs are in idle state and are not useable due to
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not having a data transferring between any two source and
destination nodes in low rate of PIR, that's the reason
throughput descends, but for PIR above 0.13, when network is
nearly getting congested, its anticipated that with having
more number of V.Cs, it’s possible to prevent a traffic or at
least reducing it in network , from there all V.C are used and
consequently throughput is improved.

e Comparisian

In this part we are going to see how large networks cause
congestion in routes and consequently heavy traffic, and end
up with an unreliable system if wouldn’t be managed by
different methods. Three networks with diverse numbers of
nodes (64, 512and1024) under same conditions are considered
to study behavior of delay parameter. If the number of V.C=4
are kept fixed for all networks (Fig.12(a)), as we expect, the
first network that reaches to take off point is larger one. This
was anticipatable, because many nodes are involved in
communication and directions are filled with bits carrying
data. If designer intends to tackle this issue without any
physical alteration or change of design structure, he/she has to
keep the PIR less than 0.08, and to be in a safe margin less
than 0.07 in cost of performance, or else to hold performance
still high and delay acceptable, V.C has to be improved and
this requires to an alteration in router design.
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Fig. 12. (a) Delay under 4 V.C (b) Delay under 8V.C

For V.C= 8 (Fig.12(b)) and 16, policy and analyze are
similar, the only different is range of PIR, which is extendable
by incrementing the number of V.C. In fact we create potential
to control delay and even reducing it, to provide this
capability, structure of router is changed, but while using this
ability, designer has to be aware that, achieving to a desirable
delay cycle would be in expense of losing throughput and
much more cost. While designing a network, designer needs to
know which factor- low delay cycle or higher throughput- is
more important to application, then requirements are applied
to achieve the best performance.
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Basically to get a better efficiency, it's necessary to define
for what purpose system is used, because it should be known
in trading off between delay and throughput which one should
stay in heavy side. Always two policies are observable: first,
under equal number of IPs, the network with higher V.C has a
lower delay and in high PIR has a better throughput (4<8<16),
second, under same number of V.C, a network with lower
number of IPs has a lower delay cycle. Throughput is same for
different networks under poor rate of PIR, it means that
designer has to refuse using much number of V.C under low
level of PIR. Using of max. No. of V.C is reasonable if and
only if the maximum rate of possible PIR is applied to catch a
high throughput.

e Subnet

This subsection is divided to 3 parts and in each part delay
cycle and throughput of network for various numbers of IPs
(64, 512, 1024), under diverse No. of Subnet (1.4.8.16) is
evaluated respectively. Critical points, take off spots and
domain of PIR are the cases that will be determined
accurately. First all network’s cores are divided into multiple
smaller cluster of neighboring cores and call these smaller
networks subnet. Whereas subnets are smaller than entire
network, inter-subnet communication will have a shorter
average path length than a single NOC spanning the whole
system (Fig.13). Size and number of subnets should not be
very large because will affect the throughput and performance
of the network [26].
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Fig. 13. Clustering of neighboring nodes to subnets

e Delay and Throughput for 64 IPs

In this section concentration is on Subnet. In fact with
dividing IPs in a network into different clusters, we intend to
decrease the physical distance between any two distant IPs.
It’s quite understandable that the length of communication of
any two remote IPs in a coherent network without any
subnets, is much more than a network clustering into smaller
group of cores as more intermediate cores are there. There is a
possibility that any two cores transfer data internally in a same
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subnet rather than communication beyond subnets, data
transferring is faster because delay cycle is reduced. In this
status all switches are linked to a hub, which all other Hubs
also from different Subnets communicate in wireless often.
This is not discussed in this paper any longer. In first case, a
network with 641Ps is considered.

Simulation is started with Subnet=1, region of PIR is
limited to 0.12 due to heavy traffic. Delay cycle is constant for
any other of numbers of Subnets (4.8.16). In explain, we say if
PIR rate is held low and the network is broken into smaller
subnets, as the rate of traffic is fixed, it doesn't affect the
performance. Now we discuss on throughput for (0.01<
PIR<0.12). In spite of delay cycle in Fig.14(b) and Table.8,
throughput has the best proficiency for 1= subnet, because
running of network in higher level of PIR rate means use of
maximum capacity of each node. If we are working with small
group of IPs, PIR can be kept in maximum rate with no
failure. By developing the number of subnets, network is
broken into smaller groups of IPs, this created this potential to
run the simulator under higher rate of PIR due to less data
communication. When the PIR rate is still low, that is a reason
many of IPs are not even involved and throughput would be
poor. To reduce the time latency network has to be divided
into smaller parts of 4, thus PIR range is extended to 0.5 for 4
Subnets, while PIR is below 0.5 delay cycle is within
reasonable range and network works properly. The delay cycle
is the same for all number of Subnets like previous case, but
throughput is in maximum rate, for 4 Subnets in this range:
0.12<PIR<0.5 due to using all cores in highest possible
efficiency. For each No. of subnet there is an authorized range
of PIR. Next step is simulation of network for 8 subnets which
PIR is between 0.5 and 0.97. We obtain the results for others
subnets too, it's concluded that delay cycle is same for
subnet=8and16 but as the network has been divided into very
small groups of IPs, Subnets=16 has better delay cycle
slightly, but we would prefer to ignore it due to some
overheads like cost of design and complicated
implementation. The best throughput belongs to Subnets=8 in
range of 0.5 and 0.97 for PIR (Fig.14(a) and Table.7). A very
important conclusion in this subsection is that, using 16
Subnets for a network with 64 IPs is almost insignificant,
because it doesn’t create an impresSive improvement on
performance.
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TABLE VII. DELAY IN NETWORK WITH 64IPS
Nimawer of Subnet 5 evtenced
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e Delay and Throughput for 512 IPs

To be continued, numbers of IPs are extended to 512. In
contrast with first case two major differences are observable.
In delay Fig.15(a), first the domain of PIR has been reduced,
in network with 64 IPs, for 1 subnet, PIR can support the
network up to 0.1, now in 512 IPs case, PIR is reduced to
0.09, if we extend the Subnets to 4, 8 and then 16, following
results are obtained:

TABLE VIII. THROUGHPUT IN NETWORK WITH 64 IPS

“a 2 11

TABLE IX.  VARIATION OF PIR UNDER DIFFERENT NUMBER OF SUBNET

PIR-512IPs | 0.09 0.3 | 0.7 0.99
PIR-641Ps 012 04 09 097
SUBNET 1 4 8 16

Results are provided in Table.9, for each number of subnet
the maximum authorized rate of PIR is shown. The level of
PIR under same number of subnets but different number of IPs
is decreased.

It was expected, because for equal number of subnets,
more cores are located in small networks. To get a higher
performance, rate of PIR is enhanced, due to high data
transferring traffic, congested directions are raised up and
network is dump. As networks become hugger and more
complicated, the numbers of Subnets are increased in
appropriate ratio. The relation between Subnets and Delay
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cycles from one side and the zone of PIR for each numbers of
Subnets from the other side, are presented below:

Delay cycle (64 & 512 IPs): 1subnet > 4 Subnets > 8
Subnets > 16 Subnets

0.01< PIR (1.S) <0.09< PIR (4.S) <0.3< PIR (8.8) <0.7<
PIR (16.S) <0.999
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Fig. 15. (a) Delay in a network with 512 IPs (b) Throughput in a network
with 512 IPs

For a network with 512 IPs the largest domain of PIR
belongs to subnet=8. We discuss on the Fig. 15(a), if we
follow the shape of figure for 16 Subnets, it is understood
network has less delay cycle in compare with other subnets
under same rate of PIR. If quicker data communication in
network is the only criteria, designer should go for a highest
numbers of Subnets. Now we discuss on Fig. 15(b). Under any
circumstance throughput is above 50%, while in case with 64
IPs it was more than 70%. We see that when we have
extended the network IPs by factor of 8, (700%), the
throughput has reduced just by -20% due to overheads such as
power consumption and not using all IPs under maximum rate
of PIR. If ignore the range of PIR over than 0.7, in rest of
domains we have a competition between Subnets to achieve
higher throughput, and always the network with less number
of subnets overcomes to others conditions. If level of PIR is
increased to greater than 0.7, other players are out of
competition one by one, only a network with 16 subnet is
supported, if it is supposed to run the network in this range,
designer has to use 16 subnets.

e Delay and Throughput for 1024 IPs

The same policy is followed, only two differences are
pointed out in contrast of networks with 512 and 64 IPs:

a) Largest domain of PIR has been shifted

When size of network is extended almost twice, the safe
margin of PIR has moved to range between 0.05 and 0.9 under
16 Subnets. In a network with 512 cores and 8 subnets, every
64 IPs are clustered in a subnet. We compare it with 1024
cores and 8 subnets, every 128 cores are in each subnet. More
number of the IPs leads to heavier traffic in data
communication and congested direction in lower level of PIR,
therefore to prevent unexpected failure in network with 1024
IPs, we need to extend number of subnets, and this is resulted
in higher level of PIR.

b) Throughput has degraded by -10%

We have kept the delay cycle under control in expense of
cost and losing throughput. In fact when size of network is
extended, number of subnets is increased to still control the
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delay, but on the other hand for each subnet one Hub is
required, thus more number of subnets need more wireless
link and more power consumption. It's concluded that
sophisticated design reduces throughput. Therefore it’s up to
user to choose what he needs, whether fast data transferring or
high throughput. In this work we have studied the effect of
1,4and8 and 16 subnets on networks with 64,512 and 1024 IPs
for PIR variation.

VI. CONCLUSION

Fast data communication and high throughput are always
two very important elements which are led to high
performance. To achieve high speed, delay should be
controlled in data propagation between source and destination
IPs. When PIR rate is varied, buffer channel is congested and
it causes a traffic in routes, consequently delay is increased
and throughput is reduced. To alleviate this issue, one solution
is extending of size of buffer. When switching from wire—
based network to wireless, in particular in larger network,
delay is improved greatly. In a small network with 64 IPs, 512
and 1024 IPs, time latency is improved by 43%, 63.5% and
69% respectively.

Another observation is, when number of subnets are
exceeded from an authorized range, throughput is reduced
under lower rate of PIR, and therefore user has to choose
whether fast data transferring or high throughput is the
priority. During this work and simulation we observed that
with developing the number of IPs in network, the PIR safe
domain is shifted from low rate of PIR and less subnets block
towards extended subnets and higher rate of PIR. When V.C is
extended for equal number of IPs, the network with more V.C
has a lower time latency and only in high rate of PIR has a
better Throughput (4<8<16). Refusing apply of extra number
of V.C under low level of PIR for poor rate of PIR is another
remarkable point, because it delivers same throughput. By
extending V.C from 1 to 8, in a small network, delay is
enhanced by 18%, and in a large one, its 10%. As an extra
ordinary result, if the Subnet would be extended from 1(wire
network) to 16 in wireless network, delay is enhanced by 71%
in a small network.

Therefore, it’s always recommended, wireless
interconnection paradigm, has to be applied under high rate of
PIR.

REFERENCES

[1] Senthilkuamr et al., International Journal of Advanced Research in
Computer Science and Software Engineering 2 (9), September- 2012,
pp. 103-108, “A Heterogeneous Network-on-Chip Architecture for
Scalability and Service Guarantees”

[2] P. P. Pande, C. Grecu, M. Jones, A. Ivanov, R. Saleh, Performance
evaluation and design tradeoffs for network-on-chip interconnect
architectures, IEEE Trans. on Computer 54 (8) (2005) 1025-1040.

[3] L. Seiler, D. Carmean, E. Sprangle et al., “Larrabee: a many-core x86

architecture for visual computing,”|EEE Micro, vol. 29, no. 1, pp. 10—
21, 2009.

[4] L. Bononi, N. Concer, Simulation and analysis of network on ship
architectures: Ring, spidergon, and 2d mesh, DATE Proc. (2006) 6
pages.

[5] M. A. Yazdi, M. Modarressi, and H. Sarbazi-Azad, “A load-balanced
routing scheme for NoC-based systems-on-chip,” in Proceedings of the
1st Workshop on Hardware and Software Implementation and Control

Vol. 7, No. 10, 2016

of Distributed MEMS, (DMEMS '10), pp. 72—77, Besan, TBD, France,
June 2010.

[6] Y. C. Lan, S. H. Lo, Y. C. Lin, Y. H. Hu, and S. J. Chen, “BiNoC: a
bidirectional NoC architecture with dynamic self-reconfigurable
channel,” in Proceedings of the 3rd ACM/IEEE International
~~-=psium on Networks-on-Chip, (NoCS '09), pp. 266275, May
2009.

[7] M. Coppola, R. Locatelli, G. Maruccia, L. Pieralisi, A. Scandurra,
Spidergon: a novel on-chip communication network, Proc. International
Symposium on System-on-Chip (2004) 250-256.

[8] F. Karim, A. Nguyen, S. Dey, An interconnection architecture for
networking systems on chip, IEEE Microprocessors 22 (5) (2002) 36-45.

[9] S. Suboh, M. Bakhouya, T. EI-Ghazawi, Simulation and evaluation of
on-chip interconnect architectures: 2d Mesh, Spidergon, and
WKTrecursive networks, NoCS Proc. (2008) 205-206.

[10] A. Ghasemi , M. Haghi and S. Moradi “An Investigation on the Effects
of Subnet Extension in Delay and Throughput in Network-on-Chip”
Journal of Circuits, Systems, and Computers Vol. 25, No. 2 (2016)
1650015 (11 pages), Journal of World Scientific Publishing Company
DOI: 10.1142/S0218126616500158.

[11] U.Y. Ogras, R. Marculescu, Analytical router modeling for networkson-
chip performance analysis, DATE Proc. (2007) 1-6.

[12] Pande P.P. et al. Performance Evaluation and Design Trade-Offs for
Network-on-Chip Interconnect Architectures. IEEE Computer, vol.
54(8), 2005.

[13] K. Lahiri, S. Dey, A. Raghunathan, Evaluation of the traffic
performance  characteristics of system-on-chip communication
architectures, VLSI Design Proc. (2001) 29.

[14] A. Hansson, M. Wiggers, A. Moonen, K. Goossens, M. Bekooij,
Applying dataow analysis to dimension buffers for guaranteed
performance in networks on chip, NOCS Proc. (2008) 211-212.

[15] M. Moadeli, A. Shahrabi, W. Vanderbauwhede, M. Ould-Khaoua, An
analytical performance model for the spidergon NoC, 21st AINA Proc.
(2007) 1014-1021.August,2011

[16] P. Bogdan, R. Marculescu, Quantum-like effects in network-on-chip
buffers behavior, Proc. of the 44th Design Automation Conference
(2007) 266-267.

[17] M. Bakhouya, S. Suboh, J. Gaber, T. El-Ghazawi, Analytical modeling
and evaluation of on-chip interconnects using network calculus, Proc. of
the 3rd ACM/IEEE International Symposium on Networks-on-Chip
(2009) 74-79.

[18] Sheraz Anjum, Ehsan Ullah Munir,Wagas Anwar and Nadeem Javaid,
Research Journal of Applied Sciences, Engineering and Technology
5(2): 353-356, 2013, “Object Oriented Model for Evaluation of On-Chip
Networks”.

[19] K. change and et al. Performance evaluation and design trade-offs for
wireless network-on-chip architectures ACM Journal on Emerging
Technologies in Computing Systems (JETC, Volume 8 Issue 3, August
2012 Article No. 23 .

[20] BookSim 2.0 User’s Guide Nan Jiang, George Michelogiannakis, Daniel
Becker, Brian Towles and William J. Dally May 7, 2013.

[21] J. Kim and et al. Flattened Butterfly Topology for On-Chip Networks
IEEE Computer Society Washington, DC, USA ©2007 Pages 172-
182 ISBN:0-7695-3047-8 doi> 10.1109/MICR0.2007.15

[22] Kumar, S. ; Lab. of Electron. & Comput. Syst., R. Inst. of Technol.,
Stockholm, Sweden ; Jantsch, A. ; Soininen, J.-P. ,IEEE Computer
Society Ann Publiched date 24 April 2014ual Symposium on VLSI, “ A
network on chip architecture and design methodology”

[23] Ville Rantala, Network on Chip Routing Algorithms University of
Turku, Department of Information Technology Joukahaisenkatu 3-5 B,
20520 Turku, Finland No 779, August 2006

[24] 1. Cidon and K. Goossens. Network and transport layers in networks on
chip. In G. De Micheli and L. Benini, editors, Networks on Chips:
Technology and Tools, The MK Series in SoS, chapter 5, pages 147—
202. Morgan Kaufmann, July 2006.

[25] http://www.diit.unict.it/users/mpalesi/nocarc09/slides/pande.pdf

85|Page

www.ijacsa.thesai.org


http://dx.doi.org/10.1109/MICRO.2007.15

(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 7, No. 10, 2016

Determining the Types of Diseases and Emergency
Issues in Pilgrims During Hajj: A Literature Review

Shah Murtaza Rashid Al Masud
College of Graduate Studies,

Asmidar Abu Bakar
Department of Systems and

Salman Yussof
College of Computer Science and

Universiti Tenaga Nasional, Networking, Information Technology,
Malaysia Universiti Tenaga Nasional, Universiti Tenaga Nasional,
Malaysia Malaysia

Abstract—Introduction: Every year 2-3 million pilgrims with
different background and most of them are elderly from 184
countries in the world congregate in the holy place ‘Haram’ at
Makkah in Saudi Arabia to perform Hajj. During the
pilgrimage, they come across a great deal of rough and tough
environment, physical hassle and mental stress. Due to the
hardship of travel, fluctuation of weather, continuous walking
during religious rites at specific time and sites, many pilgrims
injury, feel tired, sick, and exhausted. These may also create
complications and overburden the physiological functions
including heart, chest, abdominal, and kidney of those who suffer
from chronic diseases. Besides the problem of diseases, crowds
could cause some other significant problems including missing
and lost pilgrims, injuries, and even death. Objective: To
determine the common health problems e.g. diseases and
emergency incidents encountered by pilgrims during Hajj was
the main objective of this study. Methods: An extensive literature
review to determine the common health problems and emergency
incidents during Hajj was conducted through a systematic
literature review. Numerous scholarly databases were used to
search for articles published related to health problems and
emergency incidents during Hajj from 2008 to 2016. Eligible
articles included case reports, experimental and non-
experimental studies. Only thirty articles out of two hundred and
sixty articles had met the specific inclusion criteria. Results: The
analysis revealed that respiratory diseases include pneumonia,
influenza, and asthma (73.33%) were the main health problems
encountered by the pilgrims during Hajj followed by heat stroke
or heat attack, sunlight effects (16.67%), cardiovascular disease,
heart disease (10%). The analysis also revealed that emergency
incidents include traffic accidents, and trauma was 3.33%.
Notwithstanding the information given above, according to the
analysis, the common health problems during Hajj are mainly
divided into two categories: non-communicable diseases (62.5%)
and communicable diseases (37.5%). IBM’s statistical package
for the social sciences (SPSS) version 22 was used to analysis the
result. Conclusion: Both communicable and non-communicable
health issues are the most common health problems encountered
by pilgrims during Hajj. But, due to lack of existing studies
associated with this research area, a definite conclusion could not
be made. However, our findings demonstrated the necessity of
new research to find solutions to pilgrims’ health problems
during Hajj.

Keywords—Haijj; pilgrims; health; communicable diseases;
non-communicable diseases; emergency

l. INTRODUCTION

The largest yearly religious mass gathering worldwide is
the Hajj, one of the obligatory five pillars of Islam. Every year
during Hajj event an amount of 2-3 million pilgrims and a
total of 10 million pilgrims for Hajj and Umrah from 184
countries congregate in Makkah, Saudi Arabia [1, 2, 3, 4]. The
number of Hajj pilgrims has increased rapidly from 58, 584 in
1920 to 20, 00,000 (approx) in 2015 where 13, 84, 931
attended from outside Saudi Arabia. During the last 95 years,
the increase rate of foreign pilgrims is 3.5, and the reason is a
nonstop expansion of the Grand Mosque at Ka’aba in Makkah
[5]. The following Fig. 1 shows the number of pilgrims
attending the Hajj during the year 2006-2015. Data were
retrieved from the official portal of the royal embassy of Saudi
Arabia, Saudi Ministry of Hajj, and central department of
statistics and information [5, 6, 7].

Nureber of Pllgrimn snended dining Haj pericd 2006-20%

Number of Total Pilgrims

Yo

Fig. 1. Statistics of number of pilgrims performed Hajj during the year
2006-2016

Hajj is a dynamic system to appreciate fully the physical
dimensions of it which imply movement and travel. Walking
Hajj distance: from Kaaba to Mina: 8 km, from Mina to
Arafat: 13 km, Arafat to Muzdalifah: 13 km, Muzdalifah to
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Mina: 2 km, Mina to Jamarat Akabah: 3.8 km. Makkah to
Madina 450 km. On arrival, the pilgrims must don the lhram
and circumambulate the Ka'ba seven times and then perform
the Saa’y seven times between the hills Safa and Marwah, a
total distance 3.5 km. Crowd densities can increase to seven
individuals per m? during Hajj. Overcrowding is one of the
major problems since the area is limited and the numbers are
increasing annually. The area of pilgrimage rites is a sandy
valley embraced by rugged sun-baked mountains. In Makkah,
especially during the hot months of May to September the
temperature ranges between 38°C and 50°C with a relative
humidity of 25% to 50% [8]. This kind of hot environment
with high radiant heat favors the development of heat illnesses
e.g. heat exhaustion, heat stroke, unintentional physical
injuries, and respiratory illnesses, dehydration called as non-
communicable diseases or problems [9].

The imminence between pilgrims due to the packed and
crowded accommodation, congregation, and prayers creates an
ideal atmosphere for spread and transmission of infectious
diseases. Influenza, influenza-like illness, meningococcal
disease, viral hemorrhagic fevers, yellow fever, cholera, polio,
plague, tuberculosis and gastrointestinal infections, foodborne
diseases e.g. diarrhea, food poisoning, etc. are examples of
communicable diseases [10, 11, 12, 13]. Due to the physical
exertion and overcrowding situation, some pre-existing
chronic diseases such as asthma, heart disease, chronic chest
conditions, diabetes, renal and liver disease may become
harmful for pilgrims especially elderly which eventually
favors the spread of communicable namely non-chronic
diseases or infectious disease [14].

According to the findings, respiratory diseases includes
pneumonia, influenza, and asthma 73.33% were the main
health problems encountered by the pilgrims during Hajj
followed by heat stroke/ attack, sunlight effects 16.67%,
diabetic/ diabetes mellitus 13.33%. Cardiovascular disease,
heart disease 10%, hypertension 6.67%, dehydration 6.67%,
musculoskeletal 6.67%, urinary tract problems 3.33%,
meningococcal disease 3.33%, diarrhea and jaundice 3.33%,
finally, traffic accidents and trauma 3.33%. According to the
studies, the pilgrims encountered 62.5% non-communicable
diseases and problems along with 37.5% communicable
diseases during Hajj. To determine the common health
problems e.g. diseases and emergency incidents encountered
by pilgrims during Hajj was the primary objective of this
study. Hence, the result from this study could be beneficial in
initiating, planning and design the appropriate healthcare
system to prevent diseases and emergency situations
encountered by Hajj pilgrims.

Il.  SEARCH STRATEGY AND SELECTION CRITERIA

The Lancet, IEEE Explore, MedLine, EBSCO Host,
PubMed, Google Scholar, Science Direct, the Elsevier
(Scopus), Academic search complete, Springer Link, ACM
digital library, Emerald Insight, Taylors and Francis and
Wiley database were used to search for articles published
related to health problems and emergency incidents during
Hajj from 2008 to 2016. The majority of related articles were
published in various prominent journals around the world
where most of the studies were carried in Saudi Arabia, Iran,
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France, United Kingdom, Malaysia, and Pakistan. Finally, we
accessed official Saudi governmental statistics, with a
particular emphasis on data from the Saudi Ministry of Health
and Saudi Ministry of Hajj and Umrah. The combinations of
specific keywords were utilized to retrieve the articles
including pilgrims, Hajj, Diseases, healthcare, health problem,
medical, medicine, overcrowd, emergency incidents, health
pattern. Only thirty studies had met the specific inclusion
criteria: the subjects were Hajj, pilgrims, health, crowd,
emergency; the type of study was experimental or non-
experimental study; available full article in English. The
research was conducted to find the answers to these questions
e.g. What are the major diseases do the pilgrims carry and
suffering? What are the reasons behind emergency incidents
during Hajj? What are the emergency incidents occur during
Hajj? Fig. 2 illustrates the search strategy as depicted. This
paper is organized as, Section Il: Search strategy and selection
criteria; Section I11: Data collection and analysis; Section IV:
Analyzing the result; Section V: Discussion of the research;
and Section VI: Conclusion.

I1l.  DATA COLLECTION AND ANALYSIS

Items and their distributions of all respondents in the
studies chosen were well briefed and summarized according to
the author, and year. Meanwhile, the subsequent information
gathered were objective, study design, the pattern of health
problems and emergency situations, analyzing of the result
and discussion of research shown in Table I. Table | tabulated
all the information from selected articles.

IV. ANALYSING THE RESULT

Universally, elderly pilgrims were vulnerable to get the
infection due to decreased rate of immune responses which is
actively provoked by other factors such as hard work, lack of
sleep and disturbances in the dietary schedule, and mental
stress. Main reasons for infectious disease transmission due to
airborne agents and pilgrims health hazards; especially
injuries, trauma, etc. are extended stays at Hajj sites, and
physical  exhaustion, extreme heat, and crowded
accommodation [15]. The most feared trauma hazard during
Hajj is stampede causing huge casualties. Chronicle of Hajj
disasters as depicted in Table Il, where data retrieved from the
official portal of the embassy of Saudi Arabia, Saudi Ministry
of Hajj, and central department of statistics and information
[5, 6, and 7]. Hajjis face multiple health issues like extreme
temperatures, intravascular volume and electrolytes
disturbances which also increases the risk of communicable
and non-communicable diseases, where Hajj pilgrims
encounter a great deal of tough physical and mental stress
[16].

Some studies related to the current health and diseases
situation during Hajj spotted that, one in three pilgrims
experiences such respiratory symptoms [17]. Congestion and
close contact stimulate the spread of infection especially upper
respiratory tract infections URTIs followed by diseases of the
skin, GIT, rheumatology [18, 19], and URTIs as reported
among the most common cause of illness among Iranian
pilgrims [20]. Other hazards include traffic accidents and fire
injuries are reported in the literature [21]. Due to the hazards
like accidents, overcrowding situation, and human jam many

87|Page

www.ijacsa.thesai.org



pilgrims divert from their groups and get lost, where pilgrims

(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 7, No. 10, 2016

gathering.

are walking shoulder to shoulder in such massive Hajj

Research Objective

pilgrims during Hajj

To determine the common health problems (diseases) and emergency incidents encountered by

Research Questions

What are the major diseases do the pilgrims carry and suffering from?
What are the reasons behind emergency incidents during Hajj?
What are the emergency incidents occur during Hajj?

Search strategy for id

entification of studies

;electiozn Period: Iéerl]r;gltij:ﬁe selected: Keyword search and Datast:)z;sriej1 Iunsgd for Sty P Study Conducted 20 ?L:f,cgg
(2052006 selection criteria: | | EgsC0 Host Saudi Arabia Descriptive (| 39141l
Hajj PubMed Iran Study lected i
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MedLine e this study
Health problem T L United Kingdom
Diseases - IEEE Explore Malaysia
Medical and Clinic [ |00 Pakistan
hoﬂ\?:rlgrlcr)]\?v d Google Scholar
Emeraenc Science Direct
incidegnts Y The Elsevier
(Scopus)
Il [ty Academic search
complete
Springer Link
ACM digital library
Emerald Insight
Taylors and Francis
Wiley databas
Fig. 2. Flow of the search strategy
i 0, i 0,
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A total of 30 studies related to communicable diseases or
infectious diseases and non-communicable diseases/ problems
or chronic diseases were used for analyzing the result.
Regarding the study design of the selected articles; most of the
studies were based on cross-sectional studies 46.67%,
prospective cohort study 16.67%, descriptive study 10%,
comparative study 6.67%, retrospective cohort analysis
3.33%, comparative study 3.33%, case-control study 3.33%,
and Cohort study 3.33% as depicted in Fig. 3. Different types
of instruments were used in the quantitative studies.

TABLE Il CHRONICLE OF DISASTER: 1990-2015

1990: 1426 pilgrims killed by stampede/asphyxiation in tunnel leading
to holy sites

1994: 270 killed in a stampede

1997: 343 pilgrims died and 1500 injured in a fire

1998: 119 pilgrims died in a stampede

2001: 35 pilgrims died in a stampede

2003: 14 pilgrims died in a stampede

2004: 251 pilgrims died in a stampede

2006: 76 pilgrims died after a hotel housing pilgrims collapsed; a
stampede wounded 289, killing 380

2015: 4173 pilgrims died in a stampede
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[48] 2.
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Investigate
Gautret et g;zzefggéezthe Cough 51%,
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[49] French pilgrims stress, and fever
during Hajj 2007
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pilgrims during
Hajj.

Experimental studies based on pilgrims’ health problems and emergency incidents
during Hajj

Prospecive cohort study
Okservational study

Descriptive study—§10.00%
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Fig. 3. Percentage of studies based on pilgrims’ health problems and
emergency incidents during Hajj

Out of 30 selected studies, 22 articles had concluded that
respiratory diseases include pneumonia, influenza, and asthma
73.33% were the main health problems encountered by the
pilgrims during Hajj as presented in Table Il and Fig. 4. The
above findings followed by heat stroke/ attack, sunlight effects
16.67%, diabetic/ diabetes mellitus 13.33%, cardiovascular
disease, heart disease 10%, hypertension 6.67%, dehydration
6.67%, musculoskeletal 6.67%, urinary tract problems 3.33%,
meningococcal disease 3.33%, diarrhea and jaundice 3.33%,
finally, traffic accidents and trauma 3.33%.
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TABLE Ill.  MAJOR HEALTH PROBLEMS ENCOUNTERED BY PILGRIMS Major Health Problems During Hajj

ACCORDING TO THE STUDIES AND CATEGORIZATION OF DISEASES R 1
1
Category based ;n.;sugp-Esm ]

on 4 1y
Communicable "’TS'E"'“ ‘
Diseases name, Percentage Diseases B TraFe sccitents Traumad 3% ]
major health pumberof | of health (CD)/problems- § A \
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Cpmmunicable g Resprany diseasss 72391 ‘
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Infectious 7., H.s:.):g:em;r-{?i—x ]
[23] [24] [26] £ U-':'i"Q:(C‘ICiP"E?-:’J'- ‘
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dop Y e | 13211331 [34] Infectious 7 Ifechous dszaseJeay ‘

! [35] [36] [37] | 22 0f 30, (Influenza, E PR
aﬁgm&:’i‘:“enza’ [38] 73.33% Pneumonia), g S = l
P [39][41][42] NCD-Chronic 5 Hezatakd s \
[43][45] [46] (Asthma) “ Gasoarer -{-;um l
[47][50] [51] g - |
Various - Da"e;.;iu‘dt?lzseu ]
communicable [22] 3.33% NCD-Chronic a" i I ‘
diseases r—' ]

i Delpdraiimis s
Vvarious [29] 3.33% CD-Infectious SR
infectious disease Cardivascifa hear -iseasrrl,- 1 x--.f \
Cardiovascular | : ]
disease, heart [24] [35] [40] | 10% NCD-Chronic ; . r . —
disease 1,3 2000% I117i1:) A10% 100%
Urinary tract [24] 3.33% CD-Infectious % of heaith problems
problems
Skin problem gg} [271128] | 13 3305 CD-Infectious
Heat stroke/ Fig. 4. Percentage of studies according to major health problems
attack, Sunlight Eli} ES} [30] 16.67% NCD-Chronic
effects
DI&:[II)_?UC/ diabetes [ig] [25] [26] 13.32% NCD-Chronic Percentage of non-communicable diseases and communicable
::e I:S . %25} [48] 6.67% NCD-Ch . diseases according to the studies

ypertension 67% -Chronic
Gastroenteritis [25] [27] [36] 10% NCD-Chronic 70.00%
Dehydration [25] [30] 6.67% NCD-Chronic @

i 2 60.00%— 52.50%
g/ilgga:ggococcal 28] 3.33% CD-Infectious z 52.50% |
Musculoskeletal [24] [36] 6.67% NCD-Chronic § 50.00%7
Diarrhea and 0 i ; 2 4000%-
jaundice [42] 3.33% CD-Infectious 2 o]

Traffic accidents | 5, 3.33% NCD-Chronic S 000w
and Trauma ' =
] ] ] ] B 20.00%
Health problems or diseases are categorized into two main =
classes, namely communicable or infectious diseases and non- 10.00%7
communicable or chronic diseases. According to the studies, 0.00% -

as shown earlier in Table | and Table Ill, 62.5% are non- CcD NCD
communicable diseases and 37.5% are communicable
diseases, as shown in Fig. 5, encountered by the pilgrims
during Hajj.

Category of Diseases

Fig. 5. Percentage of non-communicable diseases and communicable
diseases according to the studies
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V.  DISCUSSION OF THE RESEARCH

This concise review is intended to present a structured
analysis of published articles of health problems and
emergency situation over the past ten years with regards to
Hajj pilgrim. Health problems and their challenges for
pilgrims during the pilgrimage, related outcomes, and
suggestions for future investigators are highlighted in this
study.

Respiratory Tract Infections were considered as the
predominant clinical health patterns which encountered by
Hajj pilgrims. It continues to be the increasing burden of
diseases among Hajj pilgrims, but there is still a lack of
studies being conducted to overcome these problems.
Researchers had identified respiratory diseases as the most
common cause of hospital admission (52.5%) during Hajj,
with pneumonia being the leading reason for hospitalization.
A prospective study was conducted in two different hospitals
during Hajj 2011 [24]. The overall mortality rate in the ward
among pilgrims with pneumonia was 2.4% and in the ICU was
21.45% during Hajj period 2004-2013 which is similar to the
mortality rates in West [23]. Out of 30 selected studies, 22 of
articles had concluded that respiratory diseases includes
pneumonia, influenza and asthma 73.33% were the main
health problems encountered by the pilgrims during Hajj [23]
[24] [26] [27] [28] [31] [32] [33] [34] [35] [36] [37] [38]
[39][41][42] [43][45] [46] [471[50] [51].

Meningococcal Disease: A crowded environment with
high humidity and dense air pollution are the main reasons for
a meningococcal disease which is defined as an infection as
high as 3.33% among all the diseases encountered by pilgrims
during Hajj [28].

Skin Infections: Bacterial skin infection is one of the
pilgrims’ health problems where Makkah is one of the hottest
places in the world with the temperature range of 38 to 42°C
during Hajj. The studies revealed that 23.6% dermatitis and
11.2% pyoderma patients were reported during Hajj. Among
80 pyoderma cases, 52.5% were primary pyoderma where
impetigo was the leading causes for primary pyoderma.
Whereas, 47.5% were secondary pyoderma led by
Staphylococcus aureus responsible as main causative agents
and followed by Streptococcus pyogenes [24] [27] [28] [36].

Environmental Heat Injury: The main factor of heat
stress during Hajj as revealed from the literature are extreme
summer temperature, direct and long time heat exposure from
the sun, heat from vehicles and internal heat which lead to
heat exhaustion or heat stroke among pilgrims [25] [28] [30]
[44] [49].

Cardiovascular Diseases: Over the past few years, the
study revealed cardiovascular disease with hypertension is one
of the important causes of pilgrims’ intensive care unit-ICU
admission with high mortality rate [24] [40]. During 2002
Hajj, the percentage of cardiovascular diseases was 45.8 [35].

Gastrointestinal infections: Major food-borne outbreaks
of gastroenteritis with high mortality rates are common at all
religious festivals, including the Hajj [25] [27] [36].

Vol. 7, No. 10, 2016

Blood-borne diseases: To shave head during Hajj is
compulsory which leads to transmission of blood-borne
diseases including hepatitis B, C, and HIV. Illegal unlicensed
barbers continue to operate the act whether the Saudi Ministry
of health-MoH promotes and encourages all pilgrims to
receive hepatitis B vaccination before travel to Hajj [22, 29].

Malaria: Although WHO classifies Saudi Arabia as a low,
geographically restricted malaria transmission area and since
2008 has been listed as being in the elimination stage of the
program, but the risk during Hajj is still exist. In 2011 Hajj
season 19 cases of P vivax malaria was reported where 75%
such cases found among the Indian and Ethiopian pilgrims. In
2012, 48 cases of malaria were recorded in Makkah and 78
cases were recorded in Madinah among Pakistan, Nigeria,
Guinea, India, Mouritania, Chad, Mali, Afghanistan, Somalia,
Ethiopia, Yemen and Ivory Coast pilgrims.

Trauma risks: During Hajj trauma is one of the major
causes of morbidity and mortality. In a prospective study of
713 trauma patients, who were injured while performing Hajj,
presenting to the emergency room, 248 (35%) were admitted
to surgical departments and intensive care. The most common
surgical presentations were orthopedic and neurosurgical [35].
For a large part of the Hajj, pilgrims travel either by foot,
walking through or near dense traffic, or in vehicles
themselves.

Fire-related injury: In 1997, fire devastated the Mina
area when makeshift tents were set ablaze by open stoves
since banned at the Hajj. There were 343 deaths and more than
1500 estimated casualties. Since then all makeshift tents have
been replaced by permanent fiberglass installations. At Hajj
time, Teflon-coated awnings are added, and the aluminum
frames remain in place the rest of the year. No pilgrim is
permitted to set up his own tent. Additionally, pilgrims are not
allowed to cook food at Mina. Smoking is forbidden during
the Hajj by Islamic teaching, thus reducing the risk of a naked
flame. Continuous public education is being undertaken to
further reduce fire risk.

Environmental heat injury: Heat exhaustion and
heatstroke are a leading cause of morbidity and mortality
during the Hajj, particularly in summer. Temperatures in
Mecca can rise higher than 45°C. Lack of acclimatization,
arduous physical rituals, and exposed spaces with limited or
no shade, produces heatstroke in many pilgrims. Adequate
fluid intake and seeking shade is essential. Supplicating
pilgrims might not notice the dangers of extreme heat
exposure until their symptoms are pronounced. Water mist
sprayers operate regularly in the desert at Arafat, a time of
high risk for heatstroke, when many stand for long hours
during the day. Performing rituals at night, using umbrellas,
seeking shade, and wearing high-SPF sunblock creams are all
advisable and permissible during the Hajj. Children
accompanying their parents must be specially protected. The
timings of rites are flexible and acceptable at the pilgrim’s
convenience—it is key that pilgrims are aware of this since,
through fear of committing errors, they might not make
sensible choices in completing their rituals [25] [28] [30] [44]
[49]. Although the Hajj is not due to fall in the summer for
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several years, Saudi winters are warmer (35-50°C) than most
pilgrims will be used to, and they must seek shade and drink
plenty of fluid during their rites.

Occupational hazards of abattoir workers: Abattoir
workers at the Hajj are exposed to unique traumatic risks.
Over a million cattle are slau%htered each Hajj, up to half a
million before noon on the 10™ day of the Hajj. In one study,
298 emergency visits for hand injury were treated in Mecca
over four Hajj seasons. More than 80% were injuries from
animal slaughter; many avoidable injuries were sustained by
lay people and not trained abattoir workers. Pilgrims need to
be assured that professional slaughtering arrangements are
easily available at the Hajj, and far safer.

VI. CONCLUSION

Both communicable and non-communicable health issues
are the most common health problems encountered by
pilgrims during Hajj. But, due to lack of existing studies
associated with this research area, a definite conclusion could
not be made. However, our findings demonstrated the
necessity of new research to find solutions to pilgrims’ health
problems during Hajj.
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Abstract—Energy limitations has become fundamental
challenge for designing wireless networks systems. One of the
important and interested features is network lifetime. Many
works have been developed to maximize wireless sensor network
lifetime, in which one of the important work is routing. This
paper proposes a new adaptive routing technique for prolonging
the lifetime in wireless sensor networks by using Fuzzy-Immune
System. The artificial immune system is used to solve the packet
LOOP problem and to control route direction. While fuzzy logic
system is used to determine the optimal path for sending data
packets. The proposed routing technique seeks to determine the
optimal route path from source to destination so that energy
consumption is balanced. The proposed routing technique is
compared with classical method. Simulation results demonstrate
that the proposed technique shows significant increase in
network lifetime of about 0.93. The proposed technique proved
that energy consumption is well managed.

Keywords—routing; fuzzy logic; artificial immune system;
network lifetime; wireless sensor networks

. INTRODUCTION

Recent years advances show serious progress in wireless
networking. The progress and growth in wireless
communication technology have made WSNs attractive for
multiple application areas, such as medical and health,
security  surveillance,  habitat  monitoring,  military
reconnaissance, disaster management, industrial automation,
etc. [1-4]. The development of small and ubiquitous WSNs
computing devices is ultimately required. WSNs are
comprised of considerable number of limited capabilities
sensor nodes with one or more high capability base stations.
Each sensor node is a small embedded system, low-power,
low-cost, multi-functional [3] Each sensor node performs
several  functions:  sensing, data  processing, and
communication. Sensor  nodes  perform  wireless
communications with each other in order for delivering
gathered data to base station. The development of ubiquitous,
inexpensive, small and low-power computing devices became
available through miniaturization technologies [3]. Due to
this, using multi-hop communication help to reduce
transmission distance as well as increasing network lifetime.
Every node consists of four parts: a processer, sensor,
transceiver, and battery. Nodes involve bounded power source
with abilities of sensing, datum processing along with
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communication. The onboard sensors collect datum about the
environment through event driven or continuous working
mode. The gathered datum may be temperature, pressure,
acoustic, pictures, videos, etc. The gathered datum is then
transferred across the network in order to form a global
monitoring view for objects [5,6].

Since bounded energy source is involved, energy
exhaustion is the most important metric for WSNs. In order
for maximizing networks lifetime, energy exhaustion must be
well managed [7,8]. Balancing energy exhaustion refers to the
major problem in characterizing WSNs. Network lifetime
might reduce significantly if the energy exhaustion is not
balanced, and may lead to network partition quickly. Several
techniques can be used for maximizing network lifetime, in
which one of the important technique is network layer routing.
Generally, in network layer routing algorithm, choosing the
best route between nodes and base station represent the main
objective of routing algorithms. If same path would be choose
for all new communication by taking the benefit of fast
transmission at the expense of battery energy exhaustion,
sensor nodes of this path will drain its energy quickly and may
cause network partition.

In this paper, an adaptive fuzzy-immune routing technigque
is proposed. The main goal of the proposed routing technique
is to make energy consumption balance that prolongs the
overall network lifetime.

This paper is organized as follows: section Il describe the
proposed routing technique. Simulation settings are presented
in section I11. Simulation results and discussion are presented
in section IV. Conclusion is presented in section V.

Il.  THE PROPOSED ROUTING METHOD

The proposed energy efficient routing protocol is
performed by combining artificial immune system and fuzzy
logic system. The goal of the proposed routing protocol is
balancing energy consumption and extending network
lifetime. Artificial immune system is used to solve packet
LOOP problem and control route direction. Fuzzy system is
used to find the optimum path from sensor nodes to sink.

Sensor nodes are responsible for collecting data from its
neighbor's nodes. In this paper, time driven routing schedule is
supposed. Each node finds the optimal rout for sending data
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packets to the sink in every time cycle. Using this scheduling
for routing, the procedure of determining optimum route while
sending data packets to the sink for all nodes will repeated for
each round. For the proposed routing protocols: (1) for a
specified field random deployment is involved for whole
nodes along with knowledge about their positions and their
neighbors positions within its range and the position of the
sink; (2) initial energy and maximum transmission range are
identical for all sensor nodes.

Energy management efficiency is the most important
WSNs design challenges; it gives a measure about WSN
lifetime which perhaps the most serious metric owing to
evaluating WSNs. The definition of net lifetime gives a
meaning for time from turning on till first node die within net.
The lifetime is the most challenging problem in WSN. Also
the packet delivery ratio is used to evaluate the proposed
routing technique.

In this paper, an adaptive routing protocol is proposed for
managing energy consumption and maximizing the overall
lifetime of the network. The proposed routing protocol
maximize the network lifetime by involving the artificial
immune system and fuzzy system. Two metrics have been
used in our new routing method are the remaining energy (RE)
and the shortest hop (SH) to select the optimal next hop node
to the current node. Shortest hop (SH) is the distance from
sensor node to the sink. Selecting the next hop of highest
remaining energy (RE) and shortest hop (SH) to sink is the
responsibility of proposed routing algorithm. Hence, energy
consumption is balanced and the lifetime of the network is
maximized.

The general structure of the proposed routing protocol is
illustrated in figure 1. When a sensor node likes to send or
forward data packets, firstly find all of its neighbors. Artificial
immune negative selection algorithm is then used to control
route direction and solve packet LOOP problem. It classify all
neighbor nodes into two categories, good neighbor nodes
(GNBR) and bad neighbor nodes (Danger nodes) by using a
specified criterion. The good neighbor nodes (GNBR) will
contributes in the optimum path finding process. Fuzzy logic
system is used to find optimum node from the good neighbor
nodes (GNBR) to send or forward it the data packets. Fuzzy
logic system make a decision for computing edge cost related
to the remaining energy and shortest hop metrics. The favor
edge cost is that involves highest remaining energy and
shortest hop to sink. Hence, node with highest edge cost value
will be selected as next hop node. Depending on this process
next hop node is selected and added to OPEN list along with
tagging it as current node. If this node is inside sink’s range
then optimum path is OPEN list. If current node is not inside
sink’s range, the proposed algorithm is repeated (classifying
GNBR nodes, finding their cost function values, and selecting
node of highest cost function value) for the current node (the
latest node added to OPEN list) to find its next optimum node.
The OPEN list is used in the algorithm to store the optimum
nodes that finally represent the optimal path. The OPEN list is
then store the optimal path when the algorithm ends and the
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optimal path is found. Hence, the operation of the proposed
algorithm is repeated for every node like send or forward data
packets.

A. Atrtificial Immune System

The AIS has deduced from biological immune system of
humans that defend the body against the threats. Naturally, the
immune system is so complicated system and involve several
functions. The master function is to defend against attacker
cells. This is achieved by using two techniques, which are
innate and acquired techniques. The master function takes the
responsibility of classifying human cells into two categories
which are self and non-self cells [9]. By using special type of
defense, the immune system enforce non-self cells for some
treatments that led them to disintegration. The immune system
has the ability of learning via mutation in order for
distinguishing among external antigens, such as bacteria or
viruses, and self cells of body.

Immune system framework involves negative selection
process. The purpose of this algorithm is providing existence
probability of self cells [10]. Processing of this algorithm
involves some activities. First is ability of detecting strange
antigens along with discarding reaction to self-cells. By using
random processing genetical arrangement, receptors be made
during T-cells generation. Second, under sensory processing
in thymus, receptors’ T-cells that affect self-proteins subject
for destroying along with allowing ones that not affect self-
proteins for leaving thymus. The forward T-cells spread over
the body for subjecting to immunity reactions. This processing
can protect bodies from strange antigens.

Forrest [11], in 1994, were firstly introduced the algorithm
for detecting datum in computer systems when they handling
viruses. This processing is carried out by generating two sets.
The first set is self-categories that give an indication about
normal situation of that system. The second set is detectors
that discover S-complement. Hence, datum has to be subjected
to detectors set so as for recognizing them as self and non-self.

This section investigates the application of artificial
immune in WSNs to solve packet LOOP problem and to
control the direction of the routes. Artificial immune system
provides the ability for detecting danger neighbor nodes. This
is done by classifying nodes as good neighbor nodes (GNBR)
and bad neighbor nodes (danger nodes). Route direction
control is crucial feature in the design of any routing
algorithm. If this algorithm is not used, the packet may sent
faraway from sink and encounter packet LOOP, which
exhaust more energy for the failed packets. Implementing
route direction control will improve the routing algorithm,
ensure that the packet will not get a path faraway from sink,
minimize energy exhaustion, and maximize network lifetime.

Good neighbor nodes (GNBR) will contribute to the
optimal path finding, using fuzzy logic system, while the bad
neighbor nodes (danger neighbors) will be discarded. The
criteria used for classifying the good and bad neighbors nodes
depends on the distance to sink metric. The artificial immune
negative selection algorithm that used in the proposed routing
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technique is listed below.
AlS-Negative Selection Algorithm

1. Inputs : S has the criteria to classify good neighbor nodes;
S={S:seP| distance to sink D(s)<distance to sink D(n)};
where, n is the node want to send packets, s is a neighbor
node, P is the set of all neighbors nodes for node n
2. Output : D is the set of good neighbors nodes (GNBR)
3. Repeat for all neighbors nodes in the set P for node n
a. Determine the affinity of each member of P with good
neighbors criteria S

b. If neighbor node satisfies the criteria S, add it to set of
good neighbors D

c. Else discard the neighbor node and define it as danger
node for node n.

4. Stop when all neighbor nodes for node n has been
classified

B. The Fuzzy Logic System

Fuzzy logic was first proposed by Zadeh in 1965 [12].
Fuzzy logic is an extension of the classical propositional and
predicate logic that rests on the principles of the binary truth
functionality. Fuzzy systems implementation was expanded
for wide applications like systems identification and control.
Fuzzy systems are robust, easy to implement and has the
advantage of processing non-linear systems.

For the proposed routing technique, the objective of the
fuzzy system is to determine the optimal value of the node
edge cost C(n) of node n depending on the remaining energy
RE(n) and shortest hop SH(n). The shortest hop (SH) is the
distance from sensor node to the sink. Figure 2 depicts the
proposed fuzzy system with two inputs remaining energy
RE(n) and shortest hop SH(n). The universal of discourse for
inputs remaining energy (RE) and shortest hop (SH) and
output node cost C, are [0...0.5], [0...120] for area Al
[0...180] for area A2, [0...1], respectively. The design of our
fuzzy system uses five membership functions for the two
inputs and output as illustrated in figure 3.

For fuzzy system, the inference engine consists of the rule
base and processes the fuzzified values. The rule base is a
series of IF-THEN rules, which related to fuzzy input
variables and fuzzy output variable, and by using linguistic
variables, each of which is qualified by fuzzy set. We have
used 25 fuzzy rules in our design. Table 1 shows the rules
used in the proposed routing technique. Any rule that fire
share out in the final fuzzy solution calculation. Using center
of area method for defuzzification, the final crisp value is
calculated which represent the node edge cost C(n) in per unit.
Equation (1) describes the center of area defuzzification
method.

Node Cost C(n) = % (1)
i=11
where, R; is the output of rule base i, and ¢; is the center of
the output membership function.

This fuzzy design is employed in the proposed routing
technique for determining the optimum next hop node with
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respect to the current node as well as ensuring energy
consumption balance.

TABLE I. Fuzzy IF-THEN RULES
RE/SH Very Low | Low Medium High Very High
Very Low Low Very Low | Verylow | VerylLow | Very Low
Low Medium Medium Low Low Very Low
Medium High Medium Medium Low Low
High Very High | High High Medium Medium
Very High | Very High | Very High | Very High | High High

I1l.  SIMULATION SETTINGS AND CONFIGURATION

Simulation is carried out in MATLAB. Two topological
areas are considered in this paper, which are Al and A2. A
100 nodes are randomly scattered for every two topological
areas. The topological areas A1 and A2 have the dimension of
100mx100m for area Al and 200mx50m for area A2. One
base station “Sink” has been used for each topological area.
The position of the sink is (90m,90m) for topological area A1,
and is (180m,45m) for topological area A2. Every node
operates with maximum transmission range equals to 30m.
Every node has initial energy equals to 0.5J. A 200 bit packet
length is used for simulation. The value of hop count limit
(HCL) is equals to 10 and 15 for areas Al and A2,
respectively. Performance evaluation of suggested routing
technique is tested for each of the two topological areas Al
and A2. The proposed routing technique utilized with first
order radio model proposed by [13]. This model is shown in
the following equations.

ETX(pktlength) = Egjec * pktlength + Eamp * pktlength *d? )
Erx (pktlength) = Eetec * pktlength ©)]
where, Et, and Eg, are the energy exhaustion for
transmitting and receiving respectively. pKtengn represents
number of bits per packet. d represents distance between two
communicating nodes. Ege. represents per bit energy
exhaustion for broadcasting or receiving for electrical
hardware. E.n, is the per bit per meter square energy
exhaustion. Eejec and Eqmp values that used for simulation are
50nJ/bit and 100pJ/bit/m2, respectively.

Routing protocols can be evaluated by using the packet
delivery ratio, which is the ratio of successfully packets
received packets by sink. The acceptable PDR value is greater
than 0.95. The packet delivery ratio (PDR) is calculated by the
following equation.

__ No. of Successfully delivered Packets to Sink (4)
- Total No. of Packets Sent

PDR

IVV.  SIMULATION RESULTS AND DISCUSSION

Simulation is carried out for the two topological areas.
Two routing protocols have been considered in the simulation,
which are Dijkstra routing, and the proposed routing protocol.
Number of alive nodes in each round has used to give the
indication about the lifetime of the WSNs. A comparison has
been made for the two routing techniques with reference to
overall network lifetime beside other metrics. Network
lifetime defined as period between network starting work till
the first sensor node die or exhaust its energy.

Figure 4 depicts network lifetime for the two topological
areas Al and A2, in terms of number of still alive nodes in
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each round till network partition. From this figure, it can be
seen that the proposed fuzzy-immune technique is better than
the Dijkstra method. It shows an increase in network lifetime
of about 0.93 for area Al and 1.375 for area A2. Also this
figure shows the importance of introducing the artificial
immune system for solving packet LOOP problem and route
direction control, in which the packet delivery ratio will
decrease to 0.84 for area Al and 0.86 for area A2 if the
immune system is not used. Result figures show the
improvement of the proposed routing technique in comparison
with a classical routing method. The proposed technique
shows the improvements by investigating energy exhaustion
balance, route direction control, and unity PDR along with
prolonging overall network lifetime. Depending on the trace
of our experiments for searching optimal path, the proposed
routing protocol change the optimal path every round
depending on the metrics used, the remaining energy (RE) and
the shortest hop (SH). This change in the path used to send
data packets from any node to sink prove the balance in
energy consumption and as a result maximizing network
lifetime. Network partition feature has been activated for the
simulation. Network partition is work out when any of the 100
deployed sensor nodes has not find a neighbor nodes to send
data packet. This is due to the died sensor nodes. Hence,
simulation is stopped when network partition is occurred.
Table 2 details the overall network throughput (lifetime,
partition time, and PDR) for the two methods and for the two
topological areas Al and A2.

Figure 5 illustrates the network average remaining energy
in each round for the two topological areas Al and A2, and
also a comparison between the proposed fuzzy-immune
method and Dijkstra method. It is obvious from this figure that
without using artificial immune system route direction control,
the PDR of the network will decrease significantly. This figure
shows that the Dijkstra routing method has some nodes
exhaust its energy quickly due to the continuous usage of
these nodes. This reflects the unbalanced energy consumption
in the Dijkstra Routing. This is due to the usage of the same
path for sending data packets from sensor node to sink. And
this justifies the high average remaining energy in the
network. From this figure, the improvement of the proposed
fuzzy-immune method can be seen; the average remaining
energy has decreased along with the increase in the lifetime
due to the use of more nodes that Dijkstra routing has not do.
It is obvious that the improvement of the proposed technique
is due to artificial immune route direction control and energy
consumption balance. In addition, tracing results show that
without using the artificial immune route direction control, the
packets sent will encounter loops and may not successfully
delivered to the sink. The proposed routing technique results
in energy exhaustion balance along with extended overall
network lifetime, and unity packet delivery ratio.

Figure 6 illustrates average consumed energy for the two
topological areas Al and A2. From this figure, consumed
energy for proposed routing is higher than the Dijkstra
routing. The key effect of proposed routing protocol is
achieving energy consumption balance and avoiding the
continuous using of same nodes. This is due to the use of more
hop nodes, which lead to maximize total network lifetime as
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well as PDR. This reflects the effectiveness of proposed
routing protocol for balancing energy exhaustion besides
maximizing network lifetime.

Figure 7 illustrates the packet delivery ratio (PDR) for the
two topological areas Al and A2. From this figure the
proposed routing shows unity PDR along with higher network
lifetime in comparison with Dijkstra routing which shows less
network lifetime. This result gives the power point for the
proposed routing method which guarantying unity PDR along
with higher network lifetime. This figure also shows the
importance of artificial immune system for controlling route
direction by showing very low PDR as 0.84 for area Al and
0.86 for area A2 for the proposed routing without using the
route direction control. That means not all packets have
successfully delivered to the sink and have discarded by hop
count limit (HCL) to save network remaining energy.

Figure 8 depicts the maximum number of hops in each
round for the two topological areas Al and A2. This figure
shows that proposed routing is better than Dijkstra routing. It
changes the path for sending packets continuously depending
on the remaining energy and shortest hop metrics by using
more hop nodes instead of using the same path as classical
routing. Changing transmission path leads to energy
consumption balance by wusing more hops and avoid
continuous using for some nodes. Using more hops helps to
investigate energy consumption balance, which leads to
increase the PDR of the network. This adaptive operation
owing to the proposed routing protocol increased network
lifetime significantly.

Figure 9 depicts average simulation time (end-to-end
delay) in each round for the two topological areas Al and A2.
From this figure, simulation time for proposed routing is a
little higher than of Dijkstra routing. So that applying the
proposed routing has no effect on computation time for
finding the optimal path for sending packets from source to
destination. In addition, the figure shows high simulation time
for the proposed routing without using the artificial immune
system for route direction control. This is because there is
high number of packets not delivered to the sink and discarded
by hop count limit, which consume more computation time.

TABLE Il. NETWORK LIFETIME, PARTITION TIME, AND PDR

Routing Technigue Area | Lifetime | Partition Time PDR
Dijkstra Routing Al 1001 2452 1
Fuzzy without AIS Al 225 More than 10000 | 0.84
Fuzzy-lmmune Routing | Al 1932 2400 1
Dijkstra Routing A2 602 1498 1
Fuzzy without AIS A2 1564 More than 10000 | 0.86
Fuzzy-lmmune Routing | A2 1430 1754 1

V. CONCLUSION

WSNs available with limited source power through their
life cycle. Since the battery of the sensor node cannot be
replaced or recharged, energy preservation occupies first
crucial problem in designing WSN infrastructure. This paper
presents an adaptive routing technique for maximizing WSNs
lifetime using fuzzy logic system and the AIS. The AIS is
used for solving packet LOOP problem and to control route
direction, so that the packet will not sent far away from the

98|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

sink. While fuzzy logic system in the suggested routing
algorithm has used for determining optimum routes for
sending data packets.

The proposed energy efficient routing protocol ensures
that optimum paths from nodes towards base station is
determined along with energy balance. Two topological areas
have been used for simulation, which are topological areas Al
and A2. Simulations demonstrate that suggested technique has
better performance against the Dijkstra routing. Simulation
results show an increase in network lifetime of about 0.93 for
area Al and 1.375 for area A2. Simulation results show that
without using artificial immune system for route direction
control, the packet delivery ratio is decreased to about 0.84 for
area Al and 0.86 for area A2. This proves the importance of
introducing artificial immune system for route direction
control. Our experiments showed that without the use of the
artificial immune route direction control, the goal of the
routing protocol would not be satisfied. Simulation results
show that the lifetime is maximized and the energy exhaustion
is balanced for the proposed routing technique.

The efficiency of suggested method depicts good
contribution in field of maximizing network lifetime using
adaptive technigques. Simulation results prove the generality of
the proposed technique, so that the proposed routing technique
could be used for any design framework.
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Abstract—The large number of reasonably priced computers,
Internet broadband connectivity and rich education content has
created a global phenomenon by which information and
communication technology (ICT) has used to remodel education.
E-learning can be explained as the use of available information,
computational and communication technologies to assist learning
practice. In the modern world, education has become more
universal, and people are looking for learning with simplicity and
interest. Students are looking for more interactive and attractive
learning style rather than old traditional style. Using
technological learning, we can enhance the education system. We
can deliver quality education to students as well as we can ease
and uniform the process of education by using the modern
technologies and methods. In this paper, we propose a smart
class model to manage the entire educational activities and hence
to enhance the quality of education.

Keywords—E-Learning; smart class system; quality education;
higher education; enhanced education

. INTRODUCTION

This paper describes the processes of developing and
implementing the framework of Smart Class system using e-
learning technologies for learning. The main purpose is to raise
the competence of quality education of the society for lifelong
learning [15]. In this competitive and globalized world, there
exists a tremendous focus on having e-learning and e-
technology in a variety of working sectors. However, you can
find still much scope for improvement on E-learning
competency among the scholars, specifically those from rural
areas who sadly are still struggling to get the knowledge.
Effective work is urgently needed in our educational system in
order to secure the futures of students, so that they can remain
competitive in the job market. According to the Merriam-
Webster dictionary, “Learning is knowledge or skills acquired
by instruction, study or experience [1]”. We can also explain
the above line as: A continuous process of acquiring
knowledge and improving our skills either by practice,
experience, study or by being taught by somebody. Using e-
learning, we can provide the quality education to remote and
rural regions with the help of modern technologies like
satellite, internet, and mobiles [2]. Concentration is very much
requiring for learning anything. It is a fact; current students are
vastly distinct from how they were a long time ago. Reported
by Eaton [6], today's students are very much tech-savvy.
They're able to access a whole lot of resources and information

Mehedi Masud
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Taif University, Taif
Kingdom of Saudi Arabia
Zip — 21974

just at their fingertips. They are hungry for motivation,
inspiration, and guidance.

E-learning involves a very wide range of applications. It
includes computational, communication technologies along
with other modern devices like interactive TV etc. [2] Smart
class system is entirely different from the traditional way of
teaching by writing on black boards. It is a modular approach
specially designed to help faculties, instructors to compete with
new challenges and developing students’ capabilities and
performance [3]. Smart class can be defined as the improved
way of education in which teachers teach and students learn in
colleges or universities with advanced and significant use of
technology. Smart class means to use the technology right in
the way for faculties or instructors in the classrooms or in the
laboratories. Students are able to learn and understand difficult
concepts and understand the complex problems by watching
highly effective audio visuals and animations. By using these
we can make learning a fun for the students which will
definitely improve their overall performance. Smart class
system also enables faculties or instructors to rapidly evaluate
the learning by their students in class. The system can
automatically mark attendance of students, faculties and
instructors by just swapping the smart card and many other
activities. Smart class systems are also supposed to be
environmental friendly, so that they can provide good
environmental practice for the students as well as faculties and
instructors.

A. Features of Smart Class System

Smart Class system is a key solution which is intended to
support faculties and teaching assistants to overcome with their
daily classroom and lab challenges and also improving
student’s academic interest and performance with easy,
practical and significant use of technology. Smart Class helps
faculties to make sure that every student in the class is getting
knowledge, by providing the wide range of learning patterns in
the classroom and in lab sessions. It is also very helpful in
managing student’s interest and engagement in learning within
the classroom. Smart Class makes the problems easy for
teacher, abstract curriculum concepts which are difficult to
understand and imagine for students or relate by the use of 3-D
(three dimensional), interactive multi-media approach.

Smart class have many benefits like: i. Faculty/instructor
spends more time in teaching rather than time consuming in
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getting started. ii. Can share all the forms, tests, quizzes and
assignments to students in just a click. iii. System can collect
files automatically after students are finished. iv. Last Class
View & Planner, Class Regulation& Monitoring, Assessment
of the work, Share Student Screen and Sharing
Faculty/Instructor Screen. The term significant use of
technology involves a very wide range of technological
resources. It includes computers, smart phones, tablets, Internet
and web sites, virtual classrooms, projectors, smart boards
(interactive white boards, touch screen LCD) and digital
association. By providing technological and quality educations
along with the quizzes and some other interesting activities, we
can provoke the students to learn easily. Smart class also
provides a consistent messaging. It minimizes the problems
related with different instructors teaching style. Because
everyone has their own teaching style and different knowledge
base on the same subject. Smart class approach can provide
tremendous improved output.

Il.  LITERATURE REVIEW

E-learning is recognized worldwide in the form of easy
learning approach. This is the learning procedure which is
delivered through internet, laptops and wireless mobile
handheld devices which allows learning anytime and
anywhere. Electronic learning takes learning to persons,
communities and countries have got previously too remote,
socially or geographically, for other categories of educational
initiative [7]. E-learning is usually thought as the usage of
available information and communication technologies to
facilitate learning process. E-learning
is a combination of learning as well as the Internet technology

8.

With the advancement in learning technology and change
in school education system, it is essential for educators to
analyze the classroom situation all the way through the lens of
digital interaction. They should propose integrated teaching
solutions that put tools such as smart screen, document sharing,
on the spot polling and surveys, and remote device
management directly by the hands of students and faculties [4].

Electronic learning can be viewed not just being a silver
bullet in education, but more as something for learners to gain
access to knowledge while there're on the go at anytime and
anyplace with full flexibility. Smart class room enabled with
interactive white board supports non-linear learning in two
different ways: (1) It provides accessing of hypertext and
hypermedia online or as external files and (2) It can be
accessed by moving back and forth for review slides related to
questions/answers of the students and faculties [16]. A lot more
educational facilities of the universe are usually on your
journey to e-learning and mobile learning so as to take
advantage of the ubiquitous quality could possibly offer for
educational purposes. An emerging body of literature that
explores possibly mobile learning for educational contexts has
identified several significant features about mobile learning for
example convenience, cost effectiveness, motivation to know,
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flexibility,  accessibility —and also the interaction
[91[10][11][12].

Figure 1 explains the U.S. example of growth in tablet,
laptops and e-reader expenditure over time. These devices,
which make up only 7% of PC spending in the U.S. in 2011,
will be increased around 24% of spending by the end of 2016.
The increase is mostly due to the advancement in educational
technology.

2011 2012 2013 2014 2015 2016
®Desklops
BNotebooks/Laptops
B Tablets & eReaders

Fig. 1. U.S. Education system spending on Laptops and Tablets as a Percent
of Total Spending, 2011-2016 (Source: IDC Global Technology and Research
Organization, 2012)

Learner’s ability to grasp the knowledge depends on the
method of teaching. Figure 2, learning pyramid explains
learning retention rates by type of teaching. These days the
students have grown up enough with the Internet which
provides immediate access to a wealth of information and in
multiple formats available such as audio, video, images and
text [19].

In the given figure 2, we can see that retention rate is very
high in participatory learning as compared to the passive
learning which less interactive or non-interactive. Learning
through lecture only is very less which is only 5%, while
average retention rate is through group discussion which is
50% while learning with practice is 75% and learning with the
immediate use of learning that means the applied learning
retention rate is 90%. Here the percentage shows the average
grasping rate of students.

According to Knight et al., we have to differentiate between
the linear and traditional interactivity of teaching and learning
where faculty and students interactions as well as interactions
of students with their peers takes place and technical
interactivity which involves physical interaction with the
electronic devices e.g. laptops, tablets, e-pads, e-readers and
Smartphone etc [18].

Technical expertise and interactivity can encourage the
practice of skills, while pedagogical interactivity provides
ability to higher-order thinking and reflections on the learning
process [17].

But according to Cisco, these oft-quoted statistics are
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unsubstantiated [5]. Below is the Cone of Learning which is
developed by Bruce Hyland from material by Edgar Dale.

Learning Pyramid

average Lecture
student R

retention Reading
rates

\ Demonstration

50% \ Discussion
/ 75% \\ Practice doing
/ : 90%; \\ Teach others

Fig. 2. Learning Retention Rates by Type of Teaching (Source: The World
Bank and the National Training Laboratories, Bethel, Maine)

But From the figure 2, one thing is clearly indicated that
learning which is interactive and immediately used is more
effective than the traditional learning. So, we can make
learning more interactive by using advanced technologies.

IIl.  OUR CONTRIBUTION

The main aim of this research is to present a system model
for enhancement of education level as well as interest in
education. The priority is to provide interactive, uniform
academic style and high quality in education. Apart from the
traditional black board writing education system we propose a
real enhanced education system which is smart class system. It
uses more and more advanced technologies to help and support
to students as well as faculties and instructors. It uses some
inter active learning like forums; quizzes etc. to make the
education more interesting, to help students for improving their
knowledge level and interest. Students can get proper guidance
with the faculties. They can understand and learn every
problem easy or complex by audio visual effects, animations
and 3-D models. They can get benefits from the special
lectures on specific topics by the subject experts. This paper
presents a smart class system to enhance the education. Smart
classroom covers the whole course of the University/Boards
which is flawlessly integrated into the syllabus. The resources
include broad learning modules, educational competitions, and
interactive e-books, audio, video and soft copies of the study
materials in the form of “.pdf” and “.doc(x)” files. In this
model we propose smart student tracking system. Every
student can be recognized and tracked by the smart card or
facial recognition. They can be marked as present when they
enter into the class rooms.

The system can also send email and SMS to the parents if
students are coming to the classes or bunking schools and
colleges. The system also has provision of sending progress
reports to the students as well as their guardians.
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IV. PROPOSED E-LEARNING SYSTEM ARCHITECTURE
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Fig. 3. A Model Framework for Smart Class System
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The figure 3 explains our proposed e-learning system; there
are four important components in the system. Apart from these
four there are two sub components which are used for query
processing and sending emails and messages to the students as
well as their parents. They are smart class, faculties with smart
cards (smart faculties) and students with smart card (smart
students). Apart from these main components system includes
a database and high configuration server. Each module is
integrated. Smart student and smart faculty are directly
connected to smart class module.

e Smart Class: The first component is Smart Class
Room which contains a normal class room equipped
with  all the modern  technologies like
computers/laptops, smart phones, interactive TV’s,
card readers, facial recognitions, high resolution video
cameras etc. Whenever any faculty, instructor or
student enters into the class he/she has to show the
smart card to the card reader or he/she can be
recognized by the facial recognition system which
marks the attendance of that particular faculty,
instructor or student for that particular session. Smart
class room is always connected to a high configuration
server and a database. Server provides on demand
contents to the class room faculties and instructors. The
contents are in the form of images, pdf files, 3-D
images and models, word document files, audio and
video etc. Through the system faculties and instructors
can interact to students to explain the topic, to clear the
doubts and for other problems. In smart class the
faculty or instructor can logged into their session and
start the lectures. No need to carry attendance sheets,
lecture notes, white board marker and other stuffs
which they carry into the normal class rooms. They can
browse for the subjects and topics and start the session.
They can explain the topics on interactive TV’s or
monitors. The basic database tables are smart class,
students and faculty.
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e Smart Faculty: The second component is Smart
Faculty. It means Faculties with Smart Cards. Smart
faculties can logged into the respective session and can
perform the required tasks like attendance
management, lectures, notes, quizzes and other
important activities. They can interact to students to
explain the topics, to solve their problems in smart
class rooms. They can also see the questions posted by
the students into their respective subjects. After
answering them they can submit and email provider
can send email instantly to the students and status of
the question is changed from pending to answer.

e Smart Student: The third component of this model is
Smart Students. Smart students contains a smart card
by which they are able to enter into the class, they are
also eligible to mark for attendance by showing the
smart card inside the smart class rooms. Smart students
can always be connected to the smart faculty by using
smart class features. They can understand the
problems, they can ask questions and they can also post
the questions to the concern smart faculty.

e Content Centre: The Content Centre module stores
the whole educational materials in to the content
database which usually are multimedia contents like
texts, images, audios, and videos. Materials can be
retrieved online through web portal using some secure
web services. After this step the contents are delivered
to the learners based on their learning style group.

e Query Processing: This is a student based application
which enables students to have instant feedback and
help from the lecturer with regards to the subjects.

e Alert Messages: This is the module, in case of instant
communications needed, responsible for sending alert
messages using SMS and email to the students as well
as their parents.

e Real-time Interaction: The model represents the
ability to support the teaching interaction and human-
computer interaction of the Smart class. This involves
handy operation and smooth interaction. In smooth
interaction, the Smart class should fulfill the interactive
needs of the multi-terminal, and a large amount of data.
In interactive session, smart class has the feature to
record and store the basic data among faculties’
students and computer, to support the teachers and
students’ self-assessment.

These modules worked together and connected to the
database [14]. Entire application is hosted at high configuration
server, which is able to serve many classrooms, faculties and
students at the same time. Through this application every
student and staff member can access the digital contents
including web pages, images, audio, video, power point
presentations etc. after successful login. They can access the
content within the smart class rooms.

V. CONCLUSIONS

In this paper we have presented a model framework for
Smart Class Room. Smart Class Room is designed to help
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faculties, instructors to compete with new challenges and
developing students’ capabilities and performance. Institutions
and organizations financial condition will force them to
contemplate adopting a simple and inexpensive solution. This
model provides improved way of education in which teachers
teach and students learn in colleges or universities with
advanced and significant use of technology. They can interact
directly without any hesitations. Smart class has many benefits
to the students and faculties. It is very clear that innovation in
technology is impacting everywhere and bringing new
opportunities for schools, universities and educationalists. The
system architecture proposed differs in such a way that it
provides flexible learning style which is adaptable to students'
favorite learning styles. It means to offer a personalized
learning environment which suits individual's learning style.
Smart class system helps to increase the learning abilities. It
can also be used as a alternative learning method to teach the
different 1Q level students. There must be technological
strategy for the classes, schools and entire learning atmosphere.
We can help students as well educators by using advanced
technologies to make the future bright.
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A Coreference Resolution Approach using
Morphological Features in Arabic
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Abstract—Coreference resolution is considered one of the
challenges in natural language processing. It is an important
task that includes determining which pronouns are referring to
which entities. Most of the earlier approaches for coreference
resolution are rule-based or machine learning approaches.
However, these types of approaches have many limitations
especially with Arabic language. In this paper, a different
approach to coreference resolution is presented. The approach
uses morphological features and dependency trees instead. It has
fivestages, which overcomes the limitations of using annotated
datasets for learning or a set of rules. The approach was
evaluatedusing our own customized annotated dataset and
“AnATAr” dataset. The evaluation show encouraging results
with average F1 score of 89%.

Keywords—Coreference resolution; Anaphora; Alternative
Approach; Arabic NLP; morphological features

. INTRODUCTION

Coreference resolution is an important part of natural
language processing. It is the process of identifying natural
language expressions and determining which of these different
entities refer to the same entity [1, 19, 10, 14, 5]. It is
significant for the task of detecting events and entities in a text
and cluster them [18]. This process helps in many of the NLP
applications such as data extraction, text manipulation, and
machine translation [1]. Referents are real word objects or
entities, which makes coreference resolution an important hard
step towards understanding language [5].

This paper focuses on anaphora, and cataphora coreference
resolution in  Arabic written sentences. Arabic s
morphologically rich language and has a distinctive nature,
which makes many of the traditional approaches limited [15].
We present a different approach for coreference resolution
using deep morphological and syntactical features as well as
dependency trees. The approach makes use of the fact that
many Arabic words can be morphologically derived from a set
of words or roots, to make relations between different words
[5]. Dependency trees provide a different type of relations
between words depending on the grammatical rules. In this
approach, we use both techniques to determine reference
relations.Our model has five stages, text preprocessing, pro-
forms and noun entities (NES) extraction, morphological
analysis, relating NE and preforms, and output validation. The
approach includes many linguistic applications such as
morphological analysis, POS tagging, tokenization, and

Abdulkareem Al-Alwani

Department of Computer Science & Engineering
Yanbu University College
Yanbu, Saudi Arabia

extracting the nouns entities. That is why Different Arabic
linguistic tools are used to realize the applications in the
different stages. In this paper, we present our own customized
and annotated dataset for coreference resolution. It is used for
testing along with the “AnATAr” dataset. The evaluation of the
system results with average F1 score of 89%.

The paper has seven sections. In section 2, we present some
definitions and descriptions related to coreference resolution
and after that, in section 3 we review related work. We present
the Methodology and the scope of our approach in section 4,
which is fully described along with our proposed model in
section 5. In section 6, we describe the results of the
experiments done and finally in section 7, we conclude and
show future work.

Il.  BASIC CONCEPTS AND CHARACTERISTICS OF ARABIC
COREFERENCE RESOLUTION

Anaphora is the process of finding the referent of an
anaphor entity that is referring to an entity back in the sentence
[14][8]. Cataphora is a similar process where the pro-form
precedes the entity, to which it refers [17]. When the anaphor
or the cataphor and the entities they are referring to hold the
same referent in real world then they are ‘“coreferential”
[14][17]. Example 1 is for anaphora coreference and example 2
is for cataphoracoreference.

O 1 5lSan g aisall ) elalad) Caad (1)
The scientists went to the conference and they were happy.
il g o) caladli a(2)
It is science, which enrich people.

Pronominal anaphora is one of the most frequent types of
anaphora coreference resolution that deals with pronouns [10].
Pronoun is a type of pro-form that refers to a noun word or a
noun expression. In this approach, we deal with certain types
of pro-forms, which are all the independent and the attached
pronouns (ilaidly Alaiiall ylecall aea) which falls under the
pronominal anaphora.

Typically, coreference resolution is a very hard process
even for the English language, as it needs some information
about the real world to understand relation between words [18].
There are more challenges that exists when dealing with Arabic
language that makes coreference resolution in general and
Arabic anaphora in specific a more complicated process.
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Avrabic language sentences can have complex structure [10].
Liliacal< aali el (3)
We considered them as our friends.

In example 3, a sentence in Arabic was translated into six
words in English, which shows how complex Arabic sentences
can be. Arabic language has the feature of free word order,
which adds to the complexity of coreference resolution. Free
word order means that there are almost no restrictions about
words order in a sentence. Sometimes the referent is
ambiguous specially that pro-forms could exist in a connected
form or separated form [10].

B CullS 5 o e () 8l a (4)
Sara went to Mariam and she was happy.

In example 4, there is a connected pro-form in “<<” and it
has ambiguous coreferenceto either Sara or Mariam. In Arabic
language, the consistency between the morphological and
syntactical features of the pro-form and the related named
entities (NEs)needs to be considered. These morphological
includes gender, number (singular, dual, plural), and subject or
object reference. Finally, one of the main challenges with
Arabic language is that there are not enough annotated corpora
for coreference resolution [10].

IIl.  LITERATURE REVIEW

Coreference resolution is an important and complex
process, which made it the subject of much research work.
Most of the research done on coreference resolution showed
common processes done by most of the approaches. Which are
identifying the search scope, such as the whole document, a
sentence, or a set of sentences, and the preprocessing step
where the text is segmented, processed and noun phrases or
entities are identified. The last step differs where certain tasks
are accomplished to do the resolution [19,10].

A survey about anaphora resolution in general and in the
Arabic language in specific was presented in “Arabic
Anaphora Resolution Using Holy Qur’an Text as Corpus” [10].
The paper presented two types of anaphora resolution. This
first type is rule-based approaches. In which, a knowledge base
is built to be used in the process. It is easy to implement and
does not require much data, but on the other hand, it needs a
large set of human formed rules to cover all the needed features
for resolution. The statistical approach or the machine learning
approach depends on annotated corpora for both training and
testing. This approach can have better results when it comes to
accuracy, speed and giving a generalized model, but this
depends on the annotated data.

In “A Machine Learning Approach to Coreference
Resolution of Noun Phrases”, they took the path of the
machine learning approach [19]. In this approach, Annotated
corpus is required to be used as training and testingdata. In
addition, they have to determine the feature vector. Which is a
set of features used to define the relation between two entities.
The next step is to generate training examples, then to build the
classifier, and the last step is to generate “coreference chains
for test documents” [19]. The accuracy was close to the other
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approaches. In the types of errors that affect recall,
“inadequacy of current surface features” scored 64% of all
types. The paper represents a good approach for coreference
resolution, but both the features and annotated corpora can
restrict the effectiveness of the approach. There has been
several trials to overcome these two problems.

In 2012, CoNLL shared task targeted, “modelling of
coreference resolution for multiple languages” [18]. The
OntoNotes data was the baseline for the modelling, which has
different annotation layers, and in the three languages English,
Arabic, and Chinese. The paper released by CoNLL 2012
mentioned that the morphology of Arabic language is very
complex comparing to English, which has limited morphology
and Chinese whichhas very little morphology. The resources
available for each language are different and Arabic has the
least resources. The shared task presented good data for
training and testing coreference resolution in Arabic. CoNLL
suggested that a hybrid approach between rules-based approach
and machine learning approach to give the highest accuracy.

Chen Chen and Vincent Ng presented a system with a
hybrid approach for the CoNLL 2012 in their research [2].
They combined both rule-based approach with statistical
approach. They used the lexical information with machine
learning to improve the approach. The results showed the
effectiveness of the approach. The problem with is hybrid
approach is that it showed lower accuracy in Arabic for all the
tests that were done. The results on the development set were
around 60% for English and Chinese, but for Arabic were
around 45%.

In the CoNLL 2012, they stated that Arabic has a complex
morphology, and that Arabic has limited resources for
comparison. Which lead us to explore Arabic morphological
analysis. In the research paper “Arabic Finite-State
Morphological Analysis and Generation”, they presented a
morphological analysis system, which included displaying the
root, pattern, and different affixes, mood, voice, etc. [11]. The
paper mentioned that Arabic morphology is very challenging
as for example Arabic “orthography displays an idiosyncratic
mix of deep morphophonological elements” [11]. They
presented a system that can recognise all possible written forms
of words and even with varying degrees of diacritical marking
[11]. In a different research, morphological stemming was used
to improve Arabic Mention Detection and Coreference
Resolution [5]. The system make use of “finite state
segmentation” and relationships between word stems. The
usage of stemming features was very effective in Arabic as it
increased the accuracy in the testing data.

The traditional approaches showed to a fair extent inability
to accurately solve the challenging problem of Arabic
coreference resolution. The need of large set of rules for the
rule-based approaches or the annotated data and the set of
features for the machine learning approaches made these
approaches restricted. Research suggested that machine
learning approach or in specific, the hybrid approach for
coreference resolution should give the highest accuracy.
However, in Arabic, the accuracy was still low comparing to
other languages. Where research showed the importance of
Arabic morphological analysis and how it can effectively
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improve coreference resolution. This showed that in Arabic, it
is more effective to depend on the usage of morphological and
syntactical features for coreference resolution.

IV. METHODOLOGY AND SCOPE

Avrabic is considered as, highly inflected, agglutinative, and
morphologically rich language [5, 15]. These features made
Arabic language distinctive from many other languages,
leading to the limitations of the traditional approaches in
coreference resolution. This proposed model makes use of the
nature and complexity of the Arabic language to overcome the
limitations of other approaches, by including different
morphological analysis techniques along with dependency
trees.

According to the University of Duisburg-Essen,
Morphology is the study of word forms and a morpheme is the
smallest unit that has a meaning [16]. Many Arabic words can
be morphologically derived or associated with a list of words
or roots. This process is done by removing different prefixes
and suffixes attached to the word. Not only, Arabic words can
be in different forms, but also many pronouns, prepositions,
and conjunctions can be attached to words [5]. In Arabic
language, the word root is “the original form of the word
before any transformation process”, and it has major
importance in Arabic language processing [16]. In addition to
the different forms of the Arabic word that result from the
derivational and inflectional process, most prepositions,
conjunctions, pronouns, and possessive forms are attached to
words. These orthographic variations and complex
morphological structure make Arabic language processing
challenging.

(5) cad i (il

In example 5, there are two different words that have the
same root. They have the same root of three letters, but their
meaning are different. Roots can be used to relate the two
words. A stem is one morpheme or more that can accept an
affix [16].

In this approach “AlkhalilMorphoSy”was used, which is a
morphological analyzer that provides all possible solutions
with their morphosyntactic features for a certain set of words
[12]. The tool presents a wide range of features such as,
vowelization, proclitics and enclitics, nature of the word,
stems, roots, and syntactic form. This tool provides effective
analysis, which is done over several steps. The tool is built
based on the characteristics of the Arabic language, which
makes it suitable for our approach. In addition, Alkhali tool
was very effective and more accurate in the evaluation against
other analyzers [12].

In addition to the use of a morphological analyser, our
approach make use of dependency trees to make relation
between different words in a sentence. Stanford dependencies
describes the representation of grammatical relations between
different words in a sentence [13].

Figure 1 is a graphical representation for the Stanford
dependencies for the sentence, “Bell, based in Los Angeles,
makes and distributes electronic, computer and building
products” [13]. This is a clear directed graph to represent the
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relations between the different words as edge labels. Stanford
CoreNLP provides such features in Arabic such as,
tokenization, segmentation, part of speech, and dependency
trees, which is similar to the figure above [3]. In other words,
the Stanford CoreNLP tool is used to provide extra information
about the whole sentence.

makes

i. oo

by distributes

‘%M \1"1

Bell products
l(mnm- w/ l.mu nd
based amod  glectronic amond
l;-r. P_in /vm_.mN. wj_nd
Angeles computer building

lﬂll

Los

Fig. 1. Standard Stanford dependencies

The approach has a defined scope for the resolution
process, which is a sentence with a complete context.

(6)diad) ac e e Leillad ay e ) 5 sl

Sara went to Mariam and asked her about the date of the
party.

In example 6, it can be Sara or Mariam who asked the
question which means that the context not complete and this is
out of the scope of this approach.

(7) 0 pled (ST Al oy a8 Aial) 2o 50 o Lgillad o s ()5 s Cad

Sara went to Mariam and asked her about the date of the
party then Mariam said | did not know that before.

In example 7, the context was complete as there is a
reference to Mariam in the same sentence. That makes
coreference resolution possible and detectable by our approach.

We present an approach that makes use of the nature and
“morphology richness” of the Arabic language, which can be
considered word-based features. In addition, we include
sentence-based features using the Stanford CoreNLP tool. Our
approach does not require a wide range of rules neither a large
annotated data set, and still provides an effective solution for
Arabic coreference resolution.

V. PROPOSED MODEL

The approach consists of five different stages. They are
designed in order to make the best use of Arabic words forms,
and sentences structure. The stages have different scope, goal,

109|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

and complexity in order to reach the maximum accuracy and
performance.

Pro-forms
Preprocessing »  and Noun > Morphological
Entities Analysis
Extraction
y
Validation Relating NE
and Pro-forms

Fig. 2. The four stages of the approch

These five stages are shown in figure 2 as a pipeline of
different natural language processing tasks.

A. Preprocessing

In this stage, all sentences will be processedand words to
prepare them for the next steps. This stage includes different
tasks aiming at making the input text in the correct format for
the next stages. The first task is sentence splitting which is
done using dots in the sentences. Morphological analysis is the
second stage and it is applied to all entities using
“AlkhalilMorphoSy” with its different features. For the third
task, we use Stanford POS Tagger, which includes a module
supporting Arabic to perform POS tagging on the input text.
The last step is filtering the output of the second step “solutions
of Alkhalil” based on the results of the third step or the
Stanford POS tagger. “Alkhalil” is a context free analyzer.
Which means it does not consider the context of the word it is
processing. On the other hand, POS tagger consider the
context. When merging the output of the two systems we can
have a contextual morphological and syntactical solution. This
filtering is applied by comparing the POS-tag, retrieved from
Stanford system with Alkhalil solutions and then choosing the
solutions, which are compatible with the Stanford tag.

B. Pro-forms and Noun Entities Extraction

The second stage that comes after preprocessing is the
extraction of the needed entities, which are pro-forms and noun
entities. Both of them have different characteristics that is why
each has a different approach for extraction.

In the second stage, we start with extracting pro-forms. The
approach uses the output of “Alkhalil” to distinguish between
different types of pro-forms, connected and separated pro-
form. Connected pro-forms are attached to Arabic words, such
as the suffix “*" in the word “4illw”. Separated pro-forms are
notattached to word such as “s”“He”. This is can be done with
the help of a predefined list of Arabic pro-forms.

The second step in this stage is to find the set of all possible
related noun entities (NEs). In the approach, we apply Named-
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entity recognition (NER) to extract the noun entities in the
following steps. First, we prepare a “gazetter” which is a list or
a corpus of different entities’ names such as names of persons,
locations, and organizations. Then we compare the text with
the gazetter and do an initial NE tagging. Last step is to use a
set of regular expressions to extract possible NE

C. Morphological Analysis

In the next stage is finding the morphological and
syntactical features for pro-forms. We can simply do that using
a lookup-table approach since the number of possible pro-
forms is limited in Arabic language. Then, we find the
morphological features for each possible NE, using the output
of the morphological analyzer and the output of POS-tagger.
The next step is to filter NE set by removing all inconsistent
NEs in terms of morphological and syntactical features. We
will call the output of this stage the PCNE (the possible
consistent NE).

D. Finding the Related NE and Pro-forms

In this stage, dependency trees are usedto relate NEs and
pro-forms. First, we find the dependency tree using Stanford
Core NLP. If there is a path in the dependency tree between the
pro-form and some PCNE, we choose the one with the shortest
path in dependency tree graph. Otherwise, we find the nearest
NE in term of number of words between the pro-form and each
PCNE.

E. Output Validation

The output of the fourth stage can be considered as the final
output showing the coreference between different entities. An
extra step is performed to reach a more accurate result, which
is validation stage. We run different tests on the related entities
to validate the relation between them. For example, we check if
the pro-form and the noun entity have the same gender, and
number. By the end of this stage, we would have completed
our model and reached the final output by relating noun entities
to pro-forms.

F. Example

In the following example, a text input of an Arabic sentence
that goes through the different stages of the approach starting
with preprocessing until defining the related pro-forms and
noun entitiesis shown.

Lradlall 8 Juadl) QL 58 2ase (8)
Mohamed is the best student in the university.

The tables below show the output of different stages using
example 8. Table 1 is the output after applying the first
step.After applying the second stage, there is only one pro-
form, which is “”, or “he” and two NEs are found. Which is
shown in Table I. After completing all the stages, in the last
step, there is a path in the dependency tree between “s” and
“ddal or “he” and “student”. Therefore, the result is, “cddall”
and “»” are related.
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TABLE I. FIRST STAGE OUTPUT
[1] &= [2] A= [3] = [4] o8 | [5] A g5 | [6] g | [7] G [8] Akl
Suffix Al eyl Root Patt Type Ste Prefix AP
POS Tags ern m Voweled
Word
[9] # [10]# [11]# [12]# [13] ple onl [14] 2~e | [15]# [16] xaas
[171# [18]# [19]# [20]# [21] 2Daall— Ol peia | [22] 5 [23]# [24] »
R
[25]# [26] S 2,8 [27] il [28]J=ta [29] Jelé au [30] <= | [31] :J [32] Luall
e b iy il
Cay ) Al
[33]# [34] S22k [35] Jé | [36] s [37] S s [38] =41 | [39] :J [40] 0=
e b iy il
Cay el Al
[41]# [42]# [43]# [44]# [45] »» <o~ [46] [47]# [48]
[49] s& 3| [50] e 3 ie [G1]ees | [62]3kcls [53] 2> ausl [54] 4l | [55] :JI [56] 2l
Calal) (b P ale Cay el
oy il s
TABLE II. SECOND STAGE OUTPUT
[57]1# [68] < il da g 8 3 Sl djie | [59] <l | [60] Jelé | [61]deld aud | [62] i | [63] i aill i) | [64] LAl
[65] sl e i3 | [66] el s 8 s geaia Caie 3 sia | [67] ans | [68]4cls | [69] :els anl | [70]4nsls | [71] s i) :J) | [72] 4aslad)

VI. RESULTS & DISCUSSION

In this approach, we mainly used two annotated corpora for
development and testing. For this part, we built our own
dataset using different types of emails. In addition, we used
“AnATAr” corpus, which consists of 70 different texts of
Tunisian books [17].

A. Customized E-Mail Corpus

We built a data set corpus consist of business
communication e-mails and e-mails of social Activities. All the
emails are in Arabic language. The Arabic Corpus has
approximate 900 emails. Whichare classified according to
different domains. Figure 3 graphically shows the
categorization of emails among different domains.

Collaborative
and Technical

Support

%
Discussion and 22%

Comments
39%

Fig. 3. Email Catergorization for Specific Corpus

B. AnATAr” Arabic Corpora

These Corpora were annotated using “AnATAr” tool,
consist of “a technical manual, newspaper articles, texts of
Tunisian books used for basic education” [17]. Anaphoric
relations are annotated in the corpora where some of the
pronouns where not included as they were cataphoric.

C. Results

The pervious corpora were used in the testing process.
Precision, Recall and F Measure are used to evaluate the
performance of our method. Assuming that the total number of
pronouns in a text has given “R” results and the number of
pronouns and referents extracted by the proposed algorithm
are “X” of which “N” are correct, then precision is “N” divided
by “X” and recall is “N” divided by “R” where F1 measure is
calculated according to the following equation, F1 = (2 *
R * P)/(R + P). Table 3 shows the results that we got using
our approach.

TABLE Ill.  RESULTS
Corpus R X N Precision | Recall | F1
Customized | 1053 | 1038 | 951 0.916 0.903 | 0.909
AnATAr 1148 | 1190 | 1018 | 0.855 0.886 0.87

The results show that the approach effectively and
accurately was able to extract pro-forms and NEs while
detecting the coreference relations between them. Another
observation is that using morphological features along with
dependency trees is a successful approach for coreference
resolution. This approach was able to achieve high accuracy
without the need to define a set of rules or the usage of large
amount of annotated data for training. We can also note that
the results for our customized set is more accurate than the
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“AnATAr” set. The main reason for the difference in the
results is due to the difference in annotation scheme. In
example (9), the connected pronoun “<” is not annotated in
the“AnATAr” corpus where our approach recognize it as a
pronoun and find the coreference relation for it which can
affect the accuracy using this set.

I e cadlicl ()
Then | slept on my bed.

Unfortunately, we could not compare our results to others
for multiple reasons. First, annotated corpora and tools for
Arabic language coreference resolution are very hard to obtain.
Second, the available resources do not have the same scope and
same evaluation methods for anaphora [1]. Third, the entities
extracted and considered for coreference resolution such as
type of pronouns are different from one approach to another.
These reasons make comparing the results to other approaches
very hard.

Both ruled based and machine learning approaches showed
limitations with Arabic language conference resolution. The
first type requires a large set of rules and the second needs
annotated data, which add to the limitations of the approaches.
The model proposed obtained all the results without the need
of both a large set of rules or annotated data, which overcomes
a great limitation of traditional approaches. Even a hybrid
approach for Arabic conference resolution, which was
suggested by 2012, CoNLL shared task targeted showed many
limitations regarding Arabic language coreference resolution
[2, 18]. The approach had average results of 60% where in
Arabic it dropped to 45%, which means it did not calculate half
of the relations right. We cannot compare the numbers directly,
but our model does not require the resources that such
approach needs and it shows positive results with average F1
score of 89%.

We observed multiple error sources. The complexity of the
Arabic language was big challenge for the approach. For
example, sometimes some parts of the words were identified
wrongly as connected pronouns. Especially that in Arabic most
of the connected pronouns are just one letter, which can be
easily mistaken as part of any word. Another problem would be
the ambiguity of some sentences. The scope of the approach is
sentences with complete context, but this cannot easily be
identified. An example of ambiguity, the word “Js" which can
be a verb or noun with the same letters, but the diacritics are
different.

VII. CONCLUSION AND FUTURE WORK

In this paper, we presented an alternative approach to
coreference resolution in Arabic language using morphological
features and dependency trees. The approach consist of five
stages text preprocessing, pro-forms and noun entities (NES)
extraction, morphological analysis, relating NE and preforms,
and output validation. For testing and evaluation, we designed
a customized Arabic annotated corpus using different types of
emails for coreference resolution and we used the “AnATAr”
dataset. The results indicated the effectiveness of the approach.

In the future, we plan to expand the scope of the approach
to include multiple sentences instead of just one sentence,
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which means we need to alter the structure of the model to be
able to handle the new scope. We plan to explore new ways to
improve our results, by for example, combining machine
learning in our model. Machine learning can be used for
improving the process of morphological analysis by learning
new rules for the process. In addition, it can give indication
about which morphological features or morphemes have more
importance in the process of coreference resolution.

REFERENCES

[1] A. Soraluze, O. Arregi, X. Arregi, and A. D. de llarraza, "Coreference
chenResolution for Morphologically Rich Languages,” Procesamiento
de Lenguaje Natural, vol. 55, pp. 23-30, Sep. 2015.

[2] C. Chen and V. Ng, "Combining the best of two worlds: a hybrid
approach to multilingual coreference resolution,” CoNLL ’12 Joint
Conference on EMNLP and CoNLL - Shared Task, pp. 56-63, Jul.
2012.

[3] C.D. Manning, M. Surdeanu, J. Bauer, J. Finkel, S. J. Bethard, and D.
McClosky, "The Stanford CoreNLP Natural Language Processing
Toolkit," In Proceedings of the 52nd Annual Meeting of the Association
for Computational Linguistics: System Demonstrations, pp. 55-60,
2014.

[4] 1. A. Al-Sughaiyer and I. A. Al-Kharashi, "Arabic morphological
analysis techniques: A comprehensive survey," Journal of the American
Society for Information Science and Technology, vol. 55, no. 3, pp.
189-213, 2004.

[5] 1. Zitouni, J. Sorensen, X. Luo, and R. Florian, "The impact of
morphological stemming on arabic mention detection and coreference
resolution," Association for Computational Linguistics, pp. 63—70, 2005.

[6] J. Bajard, L. Didier and P. Kornerup, "An RNS Montgomery Modular
Multiplication Algorithm," IEEE Trans. Computers, vol. 47, no. 7, pp.
766-776, July 1998.

[7] J. O. Williams, Narrow-Band Analyzer, Ph.D. dissertation, Dept. Elect.
Eng., Harvard Univ., Cambridge, MA, 1993.

[8] J. G. Carbonell and R. D. Brown, "Anaphora resolution," pp. 101-96,
Aug. 1988.

[9] J. Wolf and K. Pattipati, "A File Assignment Problem Model for
Extended Local Area Network Environments,” Proc. 10th Int'l conf.
Distributed Computing Systems, pp. 221-230, 1990.

[10] K. M., A. Farghaly, and A. Aly, "Arabic Anaphora resolution: Corpus of
the holy Qur’an annotated with Anaphoric information," International
Journal of Computer Applications, vol. 124, no. 15, pp. 35-43, Aug.
2015.

[11] K. R. Beesley, "Arabic finite-state morphological analysis and
generation," COLING ’96 Proceedings of the 16th conference on
Computational linguistics, vol. 1, pp. 89-94, May 1996.

[12] M. Boudchiche, A. Mazroui, A. Lakhouaja, A. Boudlal, and Mohamed
Ould Abdallahi Ould Bebah, "AlKhalil Morpho Sys 2: A robust arabic
morpho-syntactic analyzer," Journal of King Saud University -
Computer and Information Sciences, May 2016.

[13] M.-C. de Marneffe and C. D. Manning, "Stanford typed dependencies
manual," Sep. 2008.

[14] R. Al-sabbagh, "Arabic anaphora resolution using the web as corpus,” in
Proceedings of the seventh conference on language engineering, Cairo,
Egypt, 2007.

[15] R. Roth, O. Rambow, N. Habash, M. Diab, and C. Rudin, "Arabic
morphological tagging, diacritization, and lemmatization using lexeme
models and feature ranking," HLT-Short *08 Proceedings of the 46th
Annual Meeting of the Association for Computational Linguistics on
Human Language Technologies: Short Papers, pp. 117-120, Jun. 2008.

[16] "Reviews: Morphology and syntax," in University of Duisburg-Essen.
[Online]. Available: https://www.uni-
due.de/SHE/REV_MorphologySyntax.htm.

[17] S. Hammami, L. Belguith, B. Hamadou, and Abdelmajid, "Arabic
Anaphora resolution: Corpora Annotation with Coreferential links,"
International Arab Journal of Information Technology (IAJIT), vol. 6,
no. 5, pp. 481-490, Dec. 2009.

112|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 7, No. 10, 2016

[18] Sameer Pradhan, Alessandro Moschitti, Nianwen Xue, Olga Uryupina, [19] W. M. Soon, H. T. Ng, and D. C. Y. Lim, "A machine learning approach
and Yuchen Zhang, “CoNLL-2012 Shared Task: Modeling multilingual to Coreference resolution of noun phrases,” Computational Linguistics,
unrestricted coreference in OntoNotes,” Proceedings of EMNLP and vol. 27, no. 4, pp. 521-544, Dec. 2001.

CoNLL-2012: Shared Task, pp. 1-40, 2012.

113|Page
www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 7, No. 10, 2016

User Intent Discovery using Analysis of Browsing
History

Wael K. Abdallah

Information Systems Dept
Computers & Information Faculty
Mansoura University
Mansoura, Egypt

Abstract—The search engine can retrieve the information
from the web by using keyword queries. The responsibility of
search engines is getting the relevant results that met with users’
search intents. Nowadays, all search engines provide search log
of the user (queries logs, click information besides browsing
history). The main objective of this work is to provide features
that can help users during their web search by categorizing
related browsing URLSs together. That will be done by identifying
intent groups for each URLs category, then identifying intent-
segments for each intent group. Upon clustering the query
categories, groups, and intent segments search engines can
improve the representation of users’ search context behind the
current query, this would help search engines to discover the
user’s intents during the web search. Through the use of the
normalized  discounted cumulative gain (NDCG), the
experimental results show the proposed method can improve the
performance of the search engine.

Keywords—component;  Information  Retrieval;  Search
Engines; Users’ Search Intents; Search Log and Browsing History

. INTRODUCTION

With the growing of World Wide Web, web search engines
have added a big value in web searching. Search engines can
find what user search for on the web quickly and easily.

Users issue a query Q and a search engine returns a ranked
list of URLs retrieved from the indexed collection of web
pages. Developing reliable ranking techniques may be not
easy because user search goals are dynamic and depend on
their search intents. It is difficult to web search engines to
know what the users exactly need. [1]

While searching from the web, users need results based on
their interest. For the same keyword two users might require
different pieces of information. For a query, a number of
documents on different topics are returned by search engines.
Hence, it becomes difficult for the user to get the relevant
result. Moreover, it is also time consuming. Personalized web
search is considered as a promising solution to handle these
issues, since different search results can be provided depending
upon the information needs of users. It exploits user
information and search context to learn in which sense a query
refer. [2].
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The most important sources help to extract user preferences
(i.e. query logs, search engine result page clicks, as well as
browsing behavior). Many processes can be done on browsing
data, so information extracted from it would become more
useful [3].

The proposed method studies the user profiles based on the
logs, historical from browsers and clicks. This paper presents a
method for the personalization using features based on
intentions. It uses resources (browsing history) to categorize
URLSs in order to extract groups and segments of intents.

There were many studies about the query log that interact
with a search is a continuous process to provide a valuable
information about the context of the query. So consideration of
a given query as a part of large search process could
significantly improve the performance of the search engine [3].

But the proposed method studies the browsing history of
users to understand how and when information need of a user
changes, and it can be very helpful in cold start problem that
comes when a new user/query or both just enters the system[4].
As opposed to the previous studies, the proposed method deals
not only with search engine result pages but with the whole
browsing logs.

The topics categories are used to classify the browsed
URLs are based on the most general categories of the Open
Directory Project and Alchemy taxonomies like [2]. The
second step is grouping each category into intent groups as in
[5]. Then for each group, intent segmentation was used like [3].
This categorizing and grouping and intent segmentation
information can improve the representation of users’ search
context behind the current query, this would help search
engines to discover the user’s intents during the web search
and re rank the search results that allow users to find what are
they want in the top search results.

Paper organized as the following: the first section discusses
the related work. The second section defines the research
problem. The third section presents the proposed method. The
Fourth section tests the proposed method on data set and
evaluates the results. And the last section presents the
conclusions and the future work.
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Il.  RELATED WORK

“Personalization is the process of presenting the right
information to the right user at the right time.” To create the
user profile (user context), it needs to collect and analyze
user’s personal information. User Profile information can be
collected from users in two ways: explicitly, i.e. feedbacks; or
implicitly, i.e. from user’s browsing behavior. The user profile
can be presented in the user's preferences and user's interests.
Usually, there are three types of a user profile:1) Content-based
profile (i.e. terms), 2) Collaborative profile (i.e. shared similar
interest/preference between users’ groups) and 3) Rule-based
profile: first, users answering the questions about their usage of
information. Second, rules are extracted from theses answers

[4].

Filip and Nicolaas in [6] used complete browsing behavior
to build a user interest profile, and then this model was used to
re-rank search results.

Ruofan W., Shan J. and Yan Z In [7] proposed a re-ranking
method by used semantic similarity to enhance the quality of
search results. In the experiment, they used NDCG to evaluate
the re-ranking results. The NDCG was used to evaluate our re-
ranking results

Fedor et al, in [8] showed how to interact the short-term
behavior and long-term behavior (in isolation or combination)
to improve the relevance of search results through search
personalization

Daxin J., Hang L.and Jian P., in [9] presented a survey that
discussed the mining of the search log and the browsing data to
improve the search engine components.

Pavel and Yury in [10] tried to solve the problem of the not
existence of the search context by using the short-term
browsing.

Anna M., Pavel S. and Yury U., in [3] proposed a technique
for automatic segmentation of users’ daily browsing activity
into intent-related segments. In this paper, the proposed
method will use the intent segmentation as a part of intent
clustering (besides intent categories and intent groups) of
browsing history to understand and discover the user intent
during the web search.

Aditi Sharan and R. Kumar In [2] built a framework of an
Enhanced User Profile by combining the user’s browsing
history and the domain knowledge to improve personalized
web search. In this paper, the proposed method will use the
intent categories (besides intent groups and intent segments) as
a part of intent clustering of browsing history to understand and
discover the user intent during the web search. Also in the
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proposed work, re-ranking the search engine results according
to users’ discovered intents instead of used the Enhanced User
Profile (DMOZ Directory Domain Knowledge) for suggesting
relevant pages to the user in this previous work.

Veningston and Shanmugalakshmi In [5] proposed
grouping of the search query to allow to the search engine to
personalize the search results according to user‘s interests. This
paper will use the intent groups for browsed URIs (besides
intent categories and intent segments) as a part of our intent
clustering of browsing history to understand and discover the
user intent during the web search.

I1l.  PROBLEM DEFINITION

First, it is important to provide some definitions:
Definition. The browsing log is the recorded daily activity of a
user in the browser. The browsing log composes of URLs of
visited pages [3].

Definition. Browsing segments (or logical segments) is a
subset of the browsing log, consisting of intent-related pages,
i.e. pages visited with the same or similar search goal. [3]

Definition. Query logical session is a subset of queries,
unified into one search goal (=intent). [3].

The topics categories are used to classify the browsed
URLs are based on the most general categories of the Open
Directory Project and Alchemy taxonomies. The second step is
grouping each category into intent groups. Then for each
group, intent segmentation was used as in [3] to obtain a
partition of pages visited by a user into intent related goal. Next
time when the user issues a query, retrieval process may take
place incorporating URL category and its group and its intent
segment information in addition to the current query in order to
understand and discover the user’s intent during the web
search. This categorizing and grouping and intent segmentation
information can also act to gather a user profile from browsing
history which includes users search intents and interests. Thus,
web search could be personalized to promote efficient web
search.

IV. METHOD

Once all the browsed URLs are classified into predefined
intent categories, groups, and segments, then the search result
ranking of a user is found out as showed in fig. 1. This is done
by creating a database which contains the browsed URLs and
its intent classifications (categories, groups, and segments
using intent classification tools such as DMOZ and Alchemy
taxonomies and Page Analyzer tools). It also includes the
queries and its top results from search engines (and its intent
category, intent group, and intent segment). The clustering of
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browsed URLs is determined during the clustering phase as
training data, and the clustering of top URLs is determined
during the clustering phase as testing data. The URLs will be
updated in the DB. Then the re-ranking of the top search
results of a user.

33 Ro Farked Luar's

Rewts

1. Ousters matched in 08 L1, Custerrg

Fig. 1. Process sequence diagram

A. Intent Topic Categorizing, Intent Grouping and Intent
Segmentation

a) The Intent Topic Categories : The topic categories
used to classify the browsed URLs are based on the most
general categories of the Open Directory Project and Alchemy
taxonomies. The DOMZ; Search engine is used to classify the
browsed URLs. Also, Alchemy API, is used for classifying
web pages into particular category after mapping Alchemy
API taxonomies to DMOZ Categories.

TABLE I. MAPPING ALCHEMY APl TAXONOMIES TO DMOZ

CATEGORIES

DMOZ Categories | Alchemy Categories

Art Arts & Entertainment, Style & Fashion

Education Education

Home Family &Parenting, Home & Garden, Pets

Society Law & Cri_me , Govt & Politics, Culture, Religion

&Spirituality

Business Business &Industrial, Finance, Real Estate, Careers

Games Gaming

News News And Weather

Sciences Science & Technology

Sports Sports

References References

Computers Technology & Computing

Health Health & Fitness

Recreation Automotive & Vehicles, Food & Drink, Travel

Shopping Shopping

Kids and Teens Hobbies And Interests

1. https://www.dmoz.org/.
2.http://www.alchemyapi.com/products/demo/alchemylanguage.
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b) The Intent Groups: For each previous category, the
browsed URLs were classified into intent groups manually
with the assistance of DOMZ search engine and Alchemy
API. For confirmation, the HTML code of the respective
URL’s is extracted and crawled to get the content keywords of
the page and test theses keywords against the intent groups.

c) The Intent Segmentation: Split browsing logs into
logical segments manually. During visited pages, search intent
segment was assigned to each page. To determine the intent of
each page, it is allowed to look through several pages visited
after the current one. Then take a collection of pairs (d1, d2)
of pages visited by one user and manually assign them
segments labels S(d1, d2,Du) € {0, 1}, choosing 1 if they
belong to the same segment and O otherwise. With the
assistance of similarity-analyzer tool; that basically implement
the similarity features in 1) HTML code similarity URL
Features measuring similarity of URLs and 2)Text similarity
textual Features measuring similarity of texts. Similarity-
analyzer tool measure the similarity between web pages by
giving a similarity score. If the similarity value is above the
specified threshold level then only these will be considered
belong to one segment.

V. EXPERIMENT AND EVALUATION

A. Experimental Setup

Standard datasets for this research problem are not existent
so, the dataset had been designed. In this Experiment, the
Lemur toolbar and Google history are used to record the
browsing history of the users (researchers in information
system filed). Our Experiment is conducted for browsing
history for one month for each user. The DOMZ Search engine
and Alchemy API are used to cluster the browsed URLs based
on the most mapping general categories of the Open Directory
Project and API taxonomies. Then, clustering a set of related
documents to its group in each category such as art, games,
society and so on. Then, the page analyzer is used to determine
the intent segment (of related documents) for each group. At
last, the browsed URLs had crawled and indexed in each
cluster using dtsearch engine;. Then, keywords have been
mined from the crawled web pages. Then calculate the
frequency of a specific term in a specific cluster = the number
of times that specific term is presented in that specific cluster.

B. Clustering

The input will be a set of URL’s from user browsing
history as shown in Table 2. The browsed URLSs are present in
a text file as the training data. The clustering algorithm is
applied to it to cluster the input. By the use of Wekas, the
farthest first algorithm [11] is used for clustering the user’s
intents. A database is created with fields URL, the category
field; its group filed and its segment filed. For each query, the
URLs from top five search results is saved in a separate file as
test data which is to be tested against predefined clusters of our
clustering algorithm in Weka. The last step is the re-ranking of
the top search results to improve the web search. The next
section will show the clustering results of one user from the
dataset as a sample.
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C. Clusters

Cluster 0: Computers Web Mining S9, Clusterl: News
World News S1, Cluster 2: Sports Football S2, Cluster 3:
Education University S4, Cluster 4: Recreation Food S5,
Cluster 5: Science Academic Database S7, Cluster 6: Arts
Movies S10, Cluster 7: Health Hypertension S11, Cluster 8:
Computers Computer Journals S3, Cluster 9:Computers Html
Programming Language, S8, Cluster 10: Health Kidney
Disease S12, Cluster 11: Computers Software S13, Cluster 12:
Arts Music S14, Cluster 13: Recreation Cars S15 and Cluster
14: Recreation Food S6.

D. Clusters Keywords

Now a term cluster matrix can be formed, which specifies
by the frequency of the term in that cluster = the number of
times the term t is present in the cluster.

TABLE IV.  TERMS - CLUSTER MATRIX (TCM)
Term | Cluster0 Cluster Cluster2 veeee | Cluster
t1l C10 011 C12 e Cln
t2 Czo Cz1 sz e C2n
t3 C30 031 C32 e C3n
tm CmO Cm1 sz e Cmn

E. Cluster Evaluation

To evaluate the clustering analysis using weka, it can
record the recall and precision measures. Precision “is the ratio
of the number of documents retrieved that "should" have been
retrieved” [12].

|[{relevant documents}n{retrieved documents}|

precision = @
[12].

Recall “is the ratio of the number of relevant documents
retrieved to the number of relevant documents™ [12].

|[{retrieved documents}|

|[{relevant documents}n{retrieved documents}|

recall = |{relevant documents}|
(2) [12].
TABLE Il CLUSTERING EVALUATION

TP FP PRE- F- R
CLUSTER RATE | RaTE | cisio | RECALL | e asure A(;SA
Co 1 0 1 1 1 !
c1 1 0 1 1 1 L
c2 1 0 1 1 1 0.75
C3 1 0 1 1 1 0.75
ca 1 0 1 1 1 0.667
c5 1 0 1 1 1 0.75
C6 1 0 1 1 1 1
c7 1 0 1 1 1 1
cs 0 0 0 0 0 05
co 0 0 0 0 0 05
c10 0 0 0 0 0 05
ci1 1 0 1 1 L 1
12 1 0 1 1 1 0.75
C13 1 0 1 1 1 0.75
c14 0 0 0 0 0 ?
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F. Rand Index

In order to measure the quality of clustering, Rand Index is
used. Rand Index is determined as the accuracy of cluster
formation. It is a measure of the similarity between two
clusters. It is assumed that the two different clusters consist of
the same number of data. In order to calculate the Rand Index
shown in equation (3), it has to compare pairs as shown in
Table 3.

TABLE Ill.  PossIBLE PAIRS TO COMPUTE RAND INDEX [5]

Pairs assigned
to the different
cluster (C1)

Pairs assigned to the
same cluster (C1)

Pairs assigned to the same

cluster (C2) A b

Pairs assigned to the
different cluster (C2)

Count the number of pairs that fall into each of these four
options a, b, ¢ & d. C1 & C2 are the two clusters. The four
options are expressed in the form of a table. In total there are
possible pairs a+b+c+d= [ 3] of n data points. Once a, b, ¢ & d
are identified, the Rand Index is computed as follows;
(a+b)
RandIndex = Grbrord) 3 8]

Where a+b is assumed as the number of agreements
between C1 & C2 and c+d as the number of disagreements
between C1 & C2.

Rand Index for clusters

1.2

0.8

0.4

\_/
06 \/
\/

0.2

0 vV

CO C1 C2 C3 C4 C5 C6 C7 C8 C9 Cl10Cl1Ci2C13 C14

Fig. 2. Rand Index for clusters

Fig. 2 presents Rand Index for the clusters of the proposed
method. It was noticed that the Rand Index for all clusters
except cluster 6 is one because each cluster contains a few
numbers of browsed URLSs because clustering depend on many
factors; intent categories, intent groups and intent segments.
Rand Index of C6=0 because it contains only one URL.

3. http://tool.motoricerca.info/similarity-analyzer.phtml.
4. https://www.dtsearch.com/
5. http://www.cs.waikato.ac.nz/ml/weka/
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G. Rand Index Comparison

1.2
11 Rand Index
0.8 \‘
0.6 Baseline 1
0.4 our work
0.2
2 3 3 4 5 6 7 8 10
No of URLS

Fig. 3. Rand Index comparison between baseline 1 and the proposed method

Fig. 3 presents the Rand Index comparison between
baseline 1 and the proposed method. Work [5] was used as
baseline 1. It was noticed that the Rand Index of baseline 1
decrease when the number of browsed URLSs increased. But in
the proposed method Rand Index is stable because each cluster
contains a few numbers of browsed URLs because clustering
depends on many factors; intent categories then intent groups
and finally intent segments.
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Fig. 4. Highest Rand Index comparison between baseline 2 and the proposed
method

Fig. 4 presents the highest Rand Index comparisons
between baseline 2 and the proposed method. Work [3] was
used as baseline 2. Its highest value is 0.72. But in the
proposed method the Rand Index is one because each cluster
contains a few numbers of browsed URLs because clustering
depends on many factors; intent categories then intent groups
and finally intent segments.

VI. RESULTS ANALYSIS

For each query, the top 5 relevant search results provided
by Google were collected (many experiments with different
accessed times range from August 2015 to February 2016).
Then classify them as intent categories, intent groups, and
intent segments as discussed before. Consider them as test data
for our clustering algorithm to decide whether theses top 5
results belong to clusters or not. If the one or more of top
results belong to clusters then increase their rank positions to
the top else display the original results, but if theses top results
lately browsed by the user then add them to browsing history
data set and re run the clustering algorithms and its followed
steps. The analysis of the result is done by discovering the top
results for each query belong to each cluster.

Fig. 6. Queries top results original rank and modified rank

Fig. 5 presents Queries top 5 results versus clusters for the
four queries. And Figure 6 presents Queries top results
original rank and modified rank for the four queries. For the
first query and the fourth query, the search engine should keep
the original ranking because the top results match with clusters
in their same rank. For the second query and the third query,
the search engine should modify the ranking of the top results
as showed in the figure 6.

Search Relevance: NDCG Calculation

NDCG is an effective measure mainly used in information
retrieval research to evaluate rankings of search documents
according to their relevance. It measures how a ranking
algorithm is in assigning the proper ranking to relevant
documents. For example, if there are three web pages d1, d2,
d3 whose relevance scores are (3, 2, 1) respectively (the higher
score, the relevant), then the ranking of (d1, d2, d3) will
achieve a higher NDCG value than the ranking of (d3, d2, d1).
[7]. it can compute NDCG the Normalized Discounted
Cumulative Gain of each rank p using the following formula:

NDCGp = >-° @ [

Where IDCG is Ideal Discounted Cumulative Gain
calculated when get the search results. it has the best rank. And
calculate the order of query of DCG.
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And DCG is Discounted Cumulative Gain
2reli- 1

P
DCGigl— ) log2 (i + 1) G [7]

Where p is PageRank serial number and reli is the graded
relevance of the result at position i. For simplicity, suppose that
on a five-point scale, 0 score given for an irrelevant result, 0
for a partially relevant, 1 for relevant, 1 for relevant again and
2 for perfect according to the percentage of the traffic by
Google results positions studys.

Fig. 7. NDGC for the queries for user 1 and all users

Fig. 7 presents the NDGC for the 4 Queries for original
results and after modifying the rank. It was noticed that NDGC
increased for queries 2 and 3 after modified the ranked. It stills
the same for queries 1 and 4. Then calculate the overall NDGC
for all the 4 queries; this improves the search relevance from
0.9 to 1. Then calculate the overall NDGC for all users; this
improves the search relevance from 0.75 to 0.87. This
proposed method helps the search engine to discover the users’
intents during the web search.

VII. CONCLUSIONS

Our work’s key objective is to provide features that can
help users during their web search by categorizing, grouping,
and segmentation of related browsing URLs together. Upon
clustering the browsed URLSs categories, groups, and intent
segments, search engines can improve the representation of
user’s search context. This would help the search engine to
understand better and discover the user’s intent during the web
search.

From the experiment results, fourteen clusters were proven
by high values of recall and precision and f measure metrics.
By using the Rand Index metric, it was approved that clusters
of the proposed method compared to baselines had high Rand
Index values because each cluster contains a few numbers of
browsed URLs because clustering depend on many factors;
intent categories then intent groups and finally intent segments.
Also, term cluster matrix was presented, which specifies the
frequency of the term in each cluster.
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From the results’ analysis, the top search results returned
by Google were presented as test data to match them with our
clusters from clustering method for four queries. It was found
the first five top results of the first query had matched with the
clusters 1. And it was found the three top results of the fourth
query have matched with the clusters 9, so the search engine
should keep the original results ranking for theses queries. It
was found the first, the third and the fifth top search results of
the second query matched with the clusters 2. And the second,
the first, and the third top search results of the third query
matched with the clusters 11, so the search engine should
modify the ranking of top search results of theses queries as
discussed in Fig. 5 and fig.6.

From the results re-ranking and Search Relevance, the
proposed method assists in discovering the user intents that
enable the search engine to help users to find what they search
for by calculating the NDCG metric for the four Queries for
original results and after modified rank. It was noticed that
NDGC increased for queries 1 and 2 after modified the rank.
Then, the overall NDGC was calculated for all the four queries
for the first user; this improved the search relevance from 0.9
to 1. And finally, the overall NDGC was calculated for all
queries of all users; this improved the search relevance from
0.75 to 0.87. (In the second experiment with different accessed
time to top Google results for experiment’s queries, the search
relevance improved from 0.72 to 0.86).

Future work will include more research to evaluate the
proposed method that improved the search engine ranking and
its performance complexity. Expanding the experiment with a
larger data set is needed. It is interesting to utilize complete
knowledge about users’ behavior during the web browsing.
Also, it is possible to utilize complete browsing history from
different resources such as social media links URLs. Also, it
can develop more sophisticated similarity method between
browsed web pages in segmentation level of user intents.
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Abstract—In this paper, are presented the general
architecture and implementation of a multi-task distributed
vision system designed and embedded onboard a Hex-Rotorcraft
UAV. The system uses multiple cheap heterogeneous cameras in
order to perform various tasks such as: ground target pedestrian
detection, tracking, creating panoramic images, video
stabilization and streaming multiple data/video feeds over a
wireless secure channel. In what follows, are discussed this multi-
agent architecture designed to provide our UAV with an
embedded intelligent vision system using autonomous agents
entrusted with managing the previously listed functionalities. In
addition to the cheap set of USB and module cameras, the
presented vision system is composed of a Local Data Processing
Module connected to each camera and a Central Module used to
control the overall system, process the regrouped data and
streams it to the ground station. The overall vision system has
been tested in real flights and is still under improvements.

Keywords—multi-agent architecture; image processing; real-
time systems; target detection; panoramic images; target following;
unmanned aerial vehicles (UAVSs); vision systems

I.  INTRODUCTION

In the last few decades, UNMANNED AERIAL
VEHICLES (UAV) were employed and adopted in various
sectors, ranging from surveillance in both military & industrial,
to academic research, agriculture, etc. Specifically, UAV
rotorcrafts were mainly used & upgraded by both defense and
security communities [1], due to their easy maneuvering and
vertical take-off/landing. More specifically, an UAV rotorcraft
equipped with a vision system can be used to perform various
tasks, ranging from objects investigation, patrolling, to tracking
targets, etc...

Since vision is used as our native sensing mean, instead of
using basic systems that are only able to acquire/send image &
video feeds, researches were mostly focused on implementing
embedded systems onboard UAVs able to perform multiple
tasks such as: flight control using vision [1] [2], [3], [4], object
detection & tracking, etc.

So far, research efforts were mainly geared toward the
proposal of solutions answering to specific problems, which
makes them optimized to perform the tasks they were
conceived for, but they generally lack flexibility and scalability
when deployed in other environments, or when they’re to be
upgraded to add new sensors or features. And so, it is rare to
encounter in the literature documentations proposing

implementations, architectures of detailed and exhaustive
vision systems designed for UAV rotorcrafts.

In order to bypass the enunciated inconveniences, the
present paper introduces the hardware configuration and
architecture of our embedded real-time vision system. The
developed system is ought to be embedded, cognitive, scalable
and based on a flexible multi-agent architecture, able to
conduct a panel of image/video processing tasks using a set of
low-coast credit-sized cards: Raspberry pi. The implemented
software is running on a Raspbian [5] operating system
featuring a real-time kernel. In order to develop a detection and
tracking of moving targets feature, a variant of the CAMSHIFT
algorithm was implemented [6]. This technique is a variant of
the histogram based mean shift algorithm [13] altered so that it
can adapt to the object’s scale and rotation changes. Also, is
featured a real-time panorama construction algorithm using
simultaneously multiple heterogeneous camera streams.
Finally, using the vision feedback, a video stabilization
followed by a tracking control setup are presented in order to
control a set of pan/tilt servomotors that keeps focusing objects
of interest in the center of the video frame.

The rest of the paper is structured as follows. Section 2
briefly justifies the use of a multi-agent architecture as an
infrastructure needed to deploy modular embedded vision
systems on UAV rotorcrafts. In Section 3, the hardware
characteristics are detailed. Section 4 details the architecture of
the vision system. Section 5 details the deployment and
configuration of the vision system blocs and their
functionalities. Section 6 resumes the work and suggests future
research lines.

Il.  MULTI-AGENTS IN VISION SYSTEM

Monitored scenes by UAV vision systems usually are
complex and dynamic environments where multiple tasks are
to be performed and where the outputs are to be merged in
order to display the user requested results. This is why multi-
agent systems (SMA) can be seen as an intuitive solution used
to devise the vision system into a set of intelligent agents that
communicate and cooperate in order to perform the requested
tasks.

I1l. HARDWARE CONFIGURATION

This section describes the hardware configuration of the
embedded vision system designed for small UAV. The
hardware platform is mostly composed of various video
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sensors linked to a couple of credit-card sized computer
boards, bounded together using an implemented
communication middleware in charge of the tasks distribution,
computations and centralization of the outputs sent to the
ground station. The hardware configuration that has been used
can be justified by the following arguments:

A. Central processing module

First of all, this manipulation aims to implement a low-cost,
low power consumption, compact, autonomous and real-time
vision system onboard a small UAV rotorcraft. Since the
platform ought to run real-time applications, a real-time
operating system was chosen to support the implementation
[5]. In addition, it is highly recommended to use a hardware
platform that supports libraries of programming functions
aimed at real-time computer vision such as Aforge, SimpleCv,
OpenCv (Open Source Computer Vision), etc. And finally, it is
suitable to work with a hardware platform that can use cheap,
small and heterogeneous video sensors in addition to regular
USB, RS232 or wireless cameras. According to the literature,
more than a dozen of small board cards can satisfy parts of
these constraints such as Arduino cards, NanoPC- T1,
BeagleBone Black or ODROID-XUA4, etc... . To meet up all of
our expectations, we ended up hesitating between two
processing boards: the Raspberry Pi and the BeagleBone Black
cards. After comparing all these boards specifications [16], our
mind was finally set on using RPI due to their large developing
community, diversity of compatible modules that it offers and
most of all because it possess a powerful integrated Video-core
graphics processor able to decode up to 1080p video streams
which is suited in computer vision applications. Is it important
to note that this board sole purpose is to run the UAV vision
system, and up till now it does not intervene in the flight
control process. The separation of the vision system and the
flight control system [17] into different computing boards can
be justified by the following arguments:

— First, due to the fact that the computation consumption
of both these tasks is way too heavy, running them both
simultaneously on the same embedded computer board is not
possible.

— Also, by distributing the system we can guarantee a
better stability of the overall system by protecting the flight
system from potential latencies caused by data overload.

B. Visual sensors
Various heterogeneous color video cameras were picked as

visual sensors in our system. The default set of cameras that is
used in our system is composed of:

e Camera Module: This camera plugs into the CSI
connector located between the Ethernet and HDMI
ports. The cost of the camera module is € 20 in Europe
(9 September 2013). [7] It can produce 1080p, 720p and
640x480p video. The dimensions are 25 mm x 20 mm X
9 mm and it weighs less than 30g [7].

e HERO3+ Black edition camera: this device offers
various functionalities such as the so called “
SuperView” which increases the field of view, a panel
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video modes (1440p48, 1080p60, 960p100 and
720p120 as well as 4K15 and 2.7K30), can shoot 12MP
stills at up to 30 frames per second and also includes a
Wi-Fi Remote [8].

e HD PRO WEBCAM C920: simple USB webcam, able
to save up to 1080p videos.

C. Pan/Tilt servomechanism

In order to maintain a constant visual contact with followed
targets, a pan/tilt servomechanism had been used to mount the
module cameras, enable them to rotate up to 180 degrees
horizontally and 110 degrees vertically.

D. Wireless data link

In order to ensure a permanent wireless communication
between the ground operators and the vision system, a 150
Mbps wireless adapter is used in order to perform a Wi-Fi
communication -to transmit commands and receive
visualization data- between the ground control and the
embedded system

IV. PROPOSED ARCHITECTURE

E. Abstract view of proposed architecture

? A-\\ . I* // v‘;

N « 5

B
P

Remote comtrol

Fig. 1. Abstract view of proposed architecture

As shown in Fig.1, the architecture is mainly composed of
a set of raspberry pi board and various types of cameras (USB,
module, GoPro ...). Each board can be considered as an
independent sub-layer where visual data can be extracted and
preprocessed before being sent to the central unit board. In a
concern for scalability (possibility to add or suppress boards),
and also to keep the system compact as much as possible,
communications between these different components have
been kept essentially wireless (Wi-Fi).

F. Architecture overview

The system overall architecture (Fig.2) can be structured
into three main layers: a reactive layer, deliberative layer, and a
user layer. Interactions and communications between these
layers are maintained using a communication middleware.
Next, characteristics of each level are summarized:

e Basically, the reactive layer is composed of
heterogeneous video sensors used to obtain visual
information of the UAV in-flight surroundings in
addition to agents charged with the unification of the
data format on a reactive level.
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e The deliberative layer can functionally be split into
sub-layers. The first sub-layer (the panoramic editing
unit) host agents that register the exploitable collected
uniformed data in order to merge them into panoramic
images. While in the second sub-layer, are agents
entrusted with the construction of a knowledge model

Vol. 7, No. 10, 2016

of the environment, so that it can be used in various
tasks (such as objects recognition, maintaining the
overall system connected to the ground station, pan/tilt
object tracking using a set of servomotors).

e The user level allows users to interact and monitor the

vision system via a developed web interface.
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Fig. 2.  Architecture of an intelligent and multi-tasked vision system for small UAV

V. DEPLOYMENT AND CONFIGURATION OF THE VISION SYSTEM

BLocs

Each layer in this system incorporates different classes of
agents. These agents deal with the problematic of performing
simultaneously multiple computer vision tasks using incoming
streams of heterogeneous video sensors by treating them
locally first on their respective boards, followed by a
unification of the retrieved formatted data. In what follow, the
data flow between these different layers is detailed.

G. Reactive level: Data Preprocessing

On the reactive level, at the start of the overall process,
preprocessing agents are deployed at the end of each video
sensor to process the gathered data. And so, these agents are
used to unify the gathered streams from the heterogeneous
cameras into uniform classes (a VideoClass for video streams
and an ImageClass for images) with standard spatial/temporal
resolutions. The spatial synchronization mainly consists of a
resizing of all the videos based on the one with the smallest
resolution while the temporal synchronization is insured by
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adjusting the FPS processing rate based on the lowest one. This
entire process can be summarized in the following figure (3).

Camwes |
o ﬂ
(a) Input vicleos {b) Pre-processmz () Output videcs

Fig. 3. Pipeline of video preprocessing: (a) input videos that are captured by
heterogeneous cameras, (b) auto video synchronization based on lowest
FPS/resolution, (c) Output videos generated

H. Deliberative level

On the deliberative level, once the acquired data is
uniformed, two scenarios can take place depending on the
nature of the requested task.

In the panoramic editing module, are input the collected
preprocessed video streams in order to create real-time
panoramas. By altering the Panoramic Image Stitching
algorithm presented by M. Brown and D. Lowe [9], we were
able to extend this technique to real-time videos at the cost of
performing it only when the UAV is in stationary flight. The
reason behind such a limitation will be addressed later on.

Registration and Merging Agents:

Component heads identify the different components of your
Assuming that the UAV is performing a stationary flight in
order to keep the cameras still, registration agents are used to
detect a difference of Gaussian keypoints (DoG) [10] and
extract local invariant descriptors SIFT [11] from the
previously unified received images. Next, merging agents loop
over the previously computed descriptors, compute the
distances, find the smallest distance for each pair of
descriptors, computes the matches for each pair of descriptors
using Lowe’s ratio test [9] and estimate their homography
matrix by applying RANSAC algorithm [18] on the matched
feature vectors. Finally, using the previously created
homography matrix, a warping transformation produces a
panoramic image that is sent to the user level. The reason
behind insisting on having to apply this method only on still
cameras resides in the fact that performing these tasks
(keypoint detection and matching, SIFT descriptor detection
and especially estimating the homography matrix) on
successive frames can be computationally heavy. So, applying
this algorithm on videos received from moving cameras would
makes us estimate the homography matrix for each set of
frames, making it unmanageable to run it in real-time.
However, if by assuming that the cameras are still (as in the
case of a stationary flight), the estimation of the homography
matrix would only be computed once, resulting in the creation
of a video panoramic view using multiple cameras. The overall
algorithm can be reviewed in figure 4 while figure 5 gives an
inflight example of the image stitching method using frames
taken from three video sensors
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Fig. 4. Real-time panorama stitching algorithm
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Fig. 5. Panorama created using three simultaneous frames

On the other hand, the Object detection & tracking module
is implemented on the main board (central unit). This board
serves to remotely command the overall system, and it is also
used to:

— coordinate between all sub-units via a communication
middleware,

— stabilize moving videos,

— perform some computer vision tasks using a set of
vision algorithms such as HOG + Linear SVM detector [15]
for pedestrian detection, CAMSHIFT for scale invariant
objects recognition in high altitudes [6], etc.,

— track targets by centering them in the middle of the
frame using a couple of pan/tilt servomotors able to perform
both vertical and horizontal rotations,

— fuse all the retrieved data before it is sent to the ground
station,
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— take decisions (send alerts, actuate a command, ...)
when a special event (listed in the event knowledge base) is
encountered,

— aggregate all the generated outputs destined to the
ground station using a Data Fusing Agent,

— Interact with the ground station via a wireless secure
channel.

Stabilization Agent:

Once video streams have been preprocessed, in order to
help performing a robust target tracking, a video stabilization
agent is first used to reduce the effects of shakiness induced by
wind perturbations, forward movements ....

The hereby stabilization agent functioning can be resumed
into five steps:

e A look-up for a Euclidean transformation that occurred
between the precedent and current frames is conducted
using optical flow [20] on all frames. This
transformation is only based on three parameters: dx
(horizontal), dy (vertical), da (angle). Figure 6 show an
example of shakiness in two consecutives frames
histograms based on dx and dy.

v I | N I |
Lo a0 A ML, i A | \,
|l->"'.,.”"';-.', bl “vh ”-c}n,-',‘. A
»,u‘_ ) N Al e ¥ /I

(] | V4 i\ " |

Fig. 6. Example of shakiness on dx and dy from a moving camera

e Stock the consecutives transformations to trace the
“trajectories” for X, y, angle, at each frame.

e Smooth out the trajectory using a sliding average
window, and defining the window radius as equal to the
number of frames used for smoothing. Figure 7 shows
an example of smoothing based on dx.

frame numbe

Fig. 7. Example of smoothing based on dx alone
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e Create a new transformation defined as:
N_transform = transfrmation + (S_trajectory — trajectory).

e Apply the new transformation to the video (fig 8).

10 Progmwe 1w ef QI

400
urrber

Fig. 8. Final transformation applied to the video

Target initialization agent:

In this section, a particular type of targets was chosen to
work on: pedestrian targets. In order to detect this class of
targets, an implementation based on HOG + Linear SVM [15]
model had been used. Once the stream video is handed, the
process begins by initializing the Histogram of Oriented
Gradients descriptor.

Then, the Support Vector Machine is set to be pre-trained
pedestrian detector. From then, once the pedestrian detector is
fully loaded, it is looped on the stream frames.

Image tracking agent:

Figure 9 shows the proposed tracking agent mode of
functioning.

Initialized target

‘Model-based
image tracking

Find target?

No

Mean shift based
image tracking

No/ta&ge\t‘
N

‘ Target estimation ‘

Fig. 9. Tracking image agent

e Once the target is initialized, in the model-based image
tracking, a Kalman filtering technique tries to predict
the position and velocity of the target in the subsequent
frames and then perform data association based on an
updated likelihood function [19].
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e Once the target gets out of range from the model-based
tracker, a changing mechanism check whether the target
is still in the image.

o If yes, the mean-shift tracker will be activated. The loss
of the target can be attributed to the poor match of
features due to noise, distortion, or occlusion in the
image. An alternative reason may be the maneuvering
motion of the target, and the target is out of the image.

e If the target is still in the image, continuously adaptive
mean-shift (CAMSHIFT) algorithm [6] is used to
efficiently obtain the optimal location of the target in
the search window.

Servo following agent:

In this section is described a target-following system based
on a pan/tilt servomechanism. This servomechanism is used to
control the orientation of the camera to keep the target in an
optimal location in the image plane. The mechanism is
operating via i2c and can be fully automated to track a
designed target of commanded manually via keyboard.

Data fusing agent:

This agent sole purpose is to aggregate all the data gathered
from all the devices and boards, in order to send them to the
ground station after to formatting as they were requested.

I. User level:
From this interface, any user can access to the vision

system web interface to perform the previously cited
functionalities.

VI. CONCLUSION

In this paper, are presented the architecture and
functionalities of a remote control wireless vision system
embedded onboard a hex-rotorcraft and formed using a
distributed multi-agent system architecture. This architecture is
validated by an implementation realized onboard a set
composed of two raspberry pi, 2 cameras modules, 1 go pro
hero + black and one USB camera. The overall functionalities
provided by the system can be summarized by the following:

— At the reactive level, all the images and videos gathered
from the sensors are preprocessed. This step can be
summarized in two big steps: at first, the FPS of all sensors are
increased, followed by a unification process that handles all the
gathered streams from the heterogeneous cameras in order to
uniform them into classes (a VideoClass for video streams and
an ImageClass for images) with standard spatial/temporal
resolutions.

— On the deliberative level, two units are implemented in
order to offer either a live panoramic view using incoming data
feeds from heterogeneous cameras, or a pedestrian detection
and tracking system using a servomechanism system.

As a further work, the system ought to be improved by:

— Readapting the stitching algorithm so that it can
withstand moving cameras,
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— Supplying the decision making agent with rules so that
respond autonomously to a set of unexpected events,

— implementing a backup wireless communication (radio)
adapted to long rage data exchange,

— Making the stabilization algorithm more robust and less
CPU consuming,

— Extending the target following mechanism so that it can

cooperate with UAV following control mechanism.
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Abstract—Multi label classification has become a very
important paradigm in the last few years because of the
increasing domains that it can be applied to. Many researchers
have developed many algorithms to solve the problem of multi
label classification. Nerveless, there are still some stuck problems
that need to be investigated in depth. The aim of this paper is to
provide researchers with a brief introduction to the problem of
multi label classification, and introduce some of the most
trending challenges.

Keywords—Challenges; Correlations among labels; Multi
Label Classification

I.  INTRODUCTION

Classification is an important data mining task that could
be defined as the prediction of class label for unseen instances
as accurate as possible [1]. Most researchers are interested in
single label classification, where the goal is to learn from a set
of instances that are associated with a unique class label from
a set of disjoint class labels. If the total number of disjoint
classes equals two, then the problem is called binary
classification, otherwise, the problem is a multi-class
classification. On the contrary of the previous problems,
Multi-Label Classification (MLC) allows the examples
(instances) to be associated with more than one class label at
the same time. So, the goal of MLC is to learn from set of
instances, where each instance belongs to one or more class
labels at the same time [2].

MLC was motivated firstly by text categorization and
medical diagnosis [3]. Recently, more researchers pay great
attention toward the problem of MLC due to its importance in
the real world problems [3]. In many domains where single
label classification failed to solve the classification problem,
MLC did. For example, single label classification may tag an
email message as work or research project but not both, where
the fact is, it could be tagged as both work and research
project at the same time, which MLC does.

Nowadays, MLC is increasingly required by modern
applications such as music categorization into emotions [4] ,
semantic video annotation [5], direct marketing [6], protein
function classification [7] and semantic scene classification

(8].

MLC is - by its nature- a challengeable problem due to
many reasons such as the huge number of labels combinations
that grows exponentially, high dimensionality, unbalanced
data, and many other reasons [9]. This paper aims to pin point
to the most trending challenges in MLC based on extensive
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study of many recent researches and articles. These challenges
include but not limited to : exploiting correlations among
labels from both types conditional and unconditional
dependencies, features selection methods that are designed
especially to handle multi label datasets, and having new
stratification methods that are suitable to the nature of multi
label datasets.

This paper is organized as follows. In the next section, we
present some of the related work. In section 3, Trending
challenges in the field of MLC are introduced. Finally, we
conclude and present some of the future works.

Il. RELATED WORK

According to [1], there are two approaches that are widely
used to handle the problem of MLC: Problem Transformation
Methods (PTM) and Algorithm Adaptation Methods (AAM).
The former transforms the multi label problem into one or
more single label classification problems, which could be
solved using any single label classification algorithm [9]. The
latter extends a single label algorithm to directly handle a
multi label data.

A. Problem Transformation Methods

An algorithmic independent method that handle multi label
datasets by transforming it to single label dataset or more as a
preprocessing step, and then apply any single label
classification algorithm. In fact, there are many transformation
methods which could be grouped into two groups:

1) Simple Problem Transformation Methods

The most simple straightforward method is the ignore
method, which ignores any multi label instances that exist in
the dataset [9]. This naive method is unacceptable, since it
causes much of information loss. Other simple methods
calculate the frequency of each label and then either select the
most frequent label, least frequent label or randomly select
any label as transformation criteria [10].

Transformation methods based on label frequency do not
reflect any logic in solving the problem of MLC, and may
cause different problems like increasing the complexity of the
learning process when selecting the least frequent label or
imbalance class distribution problem when selecting the most
frequent label.

The last transformation method copies any multi label
instance number of times equals to the number of labels it is
associated to, with or without using a weight [11]. This
method does not cause any information loss but it neglects the
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important correlations among labels and may increase the
complexity of the learning process through increasing the
number of single label instances in the dataset.

2) Complex Problem Transformation Methods

Roughly speaking, most complex problem transformation
methods are based on or inspired by two famous methods:
Binary Relevance (BR) and Label Powerset (LP)[12]. Each
algorithm represents different approach in handling the
problem of MLC.

BR divides the multi label dataset into g different datasets
with each dataset contains all the positive and negative
instances for specific label [12]. It then trains q classifiers for
all datasets and merge the prediction of all these classifiers to
get the final predictions. BR may considered to be simple
method with linear complexity with respect to the total
number of labels and has the advantage of being executed in
parallel, but suffers from many limitations such as : It neglects
any correlations among labels, and considers labels to be
mutual exclusive, which is totally not correct when handling
the problem of MLC. Another limitation for BR is the
complexity of the method in the case of huge number of labels
[11].

On the contrary of BR, LP considers correlations among
labels as it treats every unique combination in the dataset as
single class in multi class classification problem. LP exactly
transforms MLC problem into multi class problem, and then
trains any single label classifier [12]. LP suffers from several
drawback as the problem of imbalance class distribution,
especially when the number of distinct label sets is high
compared to the number of instances in the dataset. Also, LP
is capable to predict only those combinations that appeared in
the training phase [12].

Although BR and LP are suffering from several
limitations, but they inspired many researchers to design many
algorithms based on their concepts, or try to do some
enhancements to those basic transformation methods through
overcoming their limitations. For example Classifier Chains
(CC) tries to enhance BR through taking label correlations
into account by training q classifier that are connected with
each other in such a way that the prediction of each classifier
is being added to the dataset as new feature, which is used to
predict new labels [10]. CC suffers from one drawback that is
related to the order of the chain. Different orders give different
predictions which may influence the performance and the
accuracy of the classifier. This problem has been solved by
randomly ordering the classifier chains in new method called
Ensemble of classifier chains (ECC) [13].

LP by itself has been studied intensively by many
researchers, due to its simplicity and its great advantage of
taking label correlations into account. The intensive studies of
LP result in many algorithms that are based on LP or an
enhancement of LP such as The RAndom k-labELsets method
(RAKEL ) [14] which solved the problem of imbalance class
distribution of LP especially when having large number of
labels. RAKEL trains an ensemble of LP classifiers, where
each classifier is assigned to a small subset of label
combinations of size k. RAKEL has the ability to predict
combinations that are not exist in the training dataset. The
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bottle neck of RAKEL is to determine the optimal value for the
combinations size ( k); if k is large enough then it will suffer
from the same shortcomings of LP, and if it is small enough
then it will suffer from information loss especially in
correlations among labels , in addition to having low accuracy
and high complexity [12].

Pruned set (PS) is another transformation method that
solved the problem of imbalance class distribution in LP by
pruning instances that have frequency less that specific user
defined threshold [13]. This technique reduces the high
complexity of LP by considering only the important and
frequent combinations of label sets. The price of this solution
is to lose important information, and increase the probability
of over fitting. An Ensemble of Pruned Sets (EPS) [13]
enhanced the prediction of PS by considering the prediction of
multiple classifiers obtaining by voting while increasing the
complexity of the algorithm.

Different approach to solve the problem of MLC is based
on Pairwise Methods. The Ranking by Pairwise Comparison
(RPC) transformation method divides a dataset with g labels
into q(g-1)/2 datasets for each pair of labels [15]. Then a
binary classifier is trained for each dataset, and a final
prediction is built based on counting the votes for each label.
RPC was extended by adding a virtual label that has been used
as split point between relevant and irrelevant labels. This
transformation method is called Calibrated Label Ranking
(CLR) [16].

B. Algorithm Adaptation Methods

The high efficiency of many algorithms in handling single
label classification problems has inspired many researchers to
adapt and enhance these algorithms to handle the problem of
MLC. ML-C4.5 [17] adapted the popular algorithm C4.5 to
handle multi label datasets. Two adaptations has been carried
out: the first adaptation allowed the leaves to have multi
labels, while the second adaptation was the modifying of the
entropy definition in order to have enough information that
determine to which classes an exact pattern belonged to.

Multi class Multi label Associative Classification (MMAC)
is an algorithm that follows the concepts of Associative
Classification (AC) [18]. Firstly, it transforms the multi label
dataset into single label dataset using copy as problem
transformation method. Then it trains single label associative
classifier to predict a single label using if —then rules. Finally
it merges the predictions of rules that have the same
antecedent to form a rule with more than one label in the
consequent of the rule. It is worth mentioning that all the
datasets that have been used to evaluate MMAC are single
label datasets and have never been tested against multi label
datasets.

Rank-SVM is a multi-label ranking algorithm that is based
on SVM ranking [19]. This algorithm aims to optimize the
ranking loss, but suffer from not taking the important
correlations among labels into account, and never been tested
against datasets with huge number of labels where it is
expected to show very low performance.

Several algorithms are based on the popular K -Nearest
Neighbors algorithm (KNN) that is based on the technique of
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lazy learning. ML-KNN [20] is an example of these
algorithms. All of these algorithms share the same first step
with KNN (retrieving the k nearest example) and distinguish
themselves on the aggregation of the label sets of these
examples.

Back Propagation for Multi-Label Learning (BP-MLL) is
an adaptation of the traditional feed-forward neural networks.
It optimizes an error function that is similar to the ranking loss
[21]. Multilabel Multiclass Perceptron (MMP) is also another
algorithm that uses neural network to handle the problem of
MLC [22]. It uses one perceptron for each label as in BR, and
the final prediction is calculated using the inner products.
MMP is an efficient algorithm especially for large datasets
with many labels [9]. Figure 1 depicts a brief taxonomy of
MLL methods.
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Fig. 1. MLL Methods Taxonomy

In addition to the previous way of categorizing MLC
algorithms, there is another interesting way of categorization,
which is based on the degree of correlations among labels that
has been considered in the algorithms. Based on that, we can
distinguish three types of MLC algorithms as shown in
Tablel.
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TABLE I. CATEGORIZING MLC ALGORITHMS ACCORDING TO THE
DEGREE OF CORRELATIONS AMONG LABELS
Type Characteristics Examples
e The task of MLL considers each label BR
separately.
First e Ignore correlations with other labels. ML-KNN
irs ; i
Simple and efficient. ' ML-C45
Order e Its results are usually suboptimal
because of ignoring correlations
among labels.
e The task of MLL considers the RPC
pairwise relationships between labels CLR
Second like classifying labels into relevant and
irrelevant labels. BP-MLL
Order o Labels correlations are exploited to a
limited degree.
e The task of MLL considers the LP
influence of every label on all other
High labels and finds a high order PS, EPS
correlation among all labels or among CC, ECC
Order random subsets of labels.
. RAKEL
e Demands more computations.

I1l. TRENDING CHALLENGES IN MLC

A. Exploiting correlations among labels to facilitate multi
label learning

Multi label datasets usually have many features that do not
exist in single label datasets such as high dimensionality,
unbalanced data and the exponential growth of combinations
of labels. These features, in addition to the core nature of
multi label data; that is based on dependencies among labels,
lead to an urgent need to exploit correlations among labels, in
order to have additional knowledge that helps in facilitating
the learning process [9]. Many algorithms [1] [11] [13] [14]
[25] have tried to exploit the correlations among labels to
enhance the accuracy of the multi label classifier, but most of
these algorithms suffer from high complexity in the learning
process [10]. Based on that, the true challenge is to exploit
high order labels correlations locally and maintain a linear
complexity at the same time [2].

B. Proposing new problem transformation methods based on
correlations among labels

Transforming multi label datasets into one single label
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dataset or more is a basic step for most multi label algorithms
that follow the approach of PTM. The selection of the
transformation criteria is usually based on the frequency of a
label. Some examples of transformation criteria are: Most
Frequent Label (MFL), Least Frequent Label (LFL) or simply
by selecting any label randomly [10] [11]. Since multi label
datasets is based on a basic assumption which is; labels are not
mutually exclusive, and they do have correlations and
dependencies among them [9], it would make more sense if
the transformation criteria will be based on correlations among
labels [1].

C. Proposing new features selection methods that are suitable
for the nature of multi label datasets

Features selection is a basic step in many data mining tasks
that aims to define the relevant features in the dataset and
eliminate irrelevant ones [23]. Labels in single classification
are considered to be mutually exclusive, which is not
completely true in MLC, and based on that, there is an urgent
need to use suitable features selection methods that are
designed especially to handle multi label data, and it would be
even better if these features selection methods take into
account the correlations among labels [23].

D. Hierarchical Multi Label Classification (H-MLC)

In some datasets, labels could be organized in a
hierarchical way like "Yeast" dataset where labels are
correlated to each other in a hierarchical way. Two types of
structures could be used to represent the hierarchical nature of
the multi label datasets: a tree or a Directed Acyclic Graph
(DAG). In a tree structure a child have one and only one
parent, while in DAG a child may have more than one parent
at the same time [24]. It would be a nice and promising idea to
design an algorithm that manages label correlations using a
hierarchical structure with minimum complexity in the
learning process. Interesting approaches could be found in
[24-25].

E. Proposing new stratification methods that are suitable for
the nature of the multi label datasets

Stratification is a techniques that is used in sampling, and
take into account the existence of all disjoint groups in the
target population, so the chosen sample reflects the whole
population in a representative way. In single label
classification, stratification is easy since every instance is
associated with only one label, and labels are mutually
exclusive. Whereas in MLC, the task becomes more and more
complicated as instances are usually associated with more than
one label, and labels are not mutually exclusive. In [26] two
stratification methods were proposed in the context of MLC,
but much effort should be done to solve the problem of
stratification in the field of MLC.

F. High dimensionality of label space in multi label datasets

High dimensionality is one of the most challengeable issue
in MLC, and perhaps the main challenge. In MLC most labels
are associated with a few number of training instances in
comparison to the total number of instances in the dataset.
This situation is similar to the problem of imbalance class
distribution in single label classification. And the situation
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will be worse when the number of labels in the dataset is very
high (more than 100 labels). There is an urgent need to a
simple yet fast algorithm that is capable of handling large
number of labels that are associated with a few numbers of
instances and maintaining a linear complexity at the same
time. Example of such an algorithm could be found in [27]
where the authors proposed new algorithm HOMER construct
a hierarchy of ML classifiers where each classifier considers
small subset of labels. This algorithm shows fair performance
and good accuracy in only two datasets, and compared only
against BR. HOMER needs to be investigated more in depth
using larger datasets with a fair evaluation against other
algorithms than BR.

1V. CONCLUSION AND FUTURE WORK

In this paper, we have introduced a brief introduction to
MLC. Also, we survey some of the most well-known
algorithms in the field of MLC. The main contribution of this
paper is introducing some of the trending challenges in the
domain of MLC. In the near future, we aim to investigate in
depth about these trending challenges and propose new
methods to exploit correlations among labels. Also, we are
now evaluating new transformation methods that are based on
the correlations among labels.
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Abstract—Security is a major concern that needs to be
addressed in Mobile Adhoc Networks because of its vulnerable
feature that includes infrastructureless environment, dynamic
topology, and randomized node movement making MANETS
prone to various network attacks. Synergetic attacks have
raucous effects on MANETs as compared to particular single
attack. Various algorithms and protocols have been designed and
developed to meet the increasing demand of MANET security
but there is still a room for improvement in order to make it
more  reliable and  hassle-free  communication.  An
AggrandizedAODV is presented in this paper to detect and
prevent various synergistic and non-synergistic attacks.

Keywords—MANET; AODV; Grayhole; Blackhole

. INTRODUCTION

MANETSs or Mobile Ad hoc Networks are arrangement of
non-stationary nodes communicating with each other without
any prevailing  network infrastructure hence nodes are
autonomous i.e. each node acts as source, destination and as
router themselves as par need [1]. Nodes or devices enjoy the
freedom to move in any direction any time, these nodes inhibit
self-configuring or adaptive, self-healing, peer to peer
characteristics made possible with introduction of routable
network capabilities on the top of Link layer [2]. MANETS
flexible mode of operation, least communication infrastructure
requirement, adaptability to continually changing scenarios or
topologies, operability in low computing capacity,
connectivity in scarce bandwidth and communication without
any centrally controlled entity provide them special
significance in the conditions where making network
infrastructure is infeasible or impossible [3].

Because of their special characteristics MANETs have
different set of communication protocols especially suited for
their needs. Broadly MANET routing protocols can be
classified into three categories viz. Reactive Protocols,
Proactive Protocols and Hybrid Protocols. Reactive Protocols
do not initiate route discovery on themselves unless requested
by any node to do so [4]. Their more common name ‘On-
Demand’ originate from fact they find route to certain
destination node when demanded, Hence don’t consume
precious bandwidth of MANETS, These protocol start route
discovery with flooding RREQ, destined node or any
intermediate node having route information for requested node
can send back route information with RREP. Once route
becomes active route node keep track of changes, if any
intermediate or destination route moves or goes offline

Tarig Ahamad

College of Computer Engineering & Sciences
Prince Sattam Bin Abdulaziz University

subsequently a RERR is generated to inform neighboring node
about link break [5]. Most prominent protocols of this
category are Dynamic Source Routing (DSR) and Ad hoc On
Demand Vector (AODV) protocols.

Another way around for routing is Proactive Protocols
which alike their wired counterparts maintain a routing table
and update it regularly for any network changes. Every single
node is known to every other node of the network i.e. each
node in network has route information about other nodes of
the network. In case of any change in network topology all
nodes update their routing table to reflect this change [6].
Optimized Link State Routing (OLSR) protocol falls under
this category.

As usual, all of these protocols have pros and cons
associated with them which vary on routing overheads,
throughput and memory overheads etc. none of them is ideal
for all situation, although various variation of them have been
proposed, researched and tested still wide scope of
improvement in detection and defense of MANETS against
wide variety of attacks exists. Each protocol has its own issues
associated with them.

A compromising solution obtained with combining
strengths of these two categories is Hybrid Protocols. MANET
is divided into parts or zones, portion of which follows
reactive protocols and portion is maintained by proactive
protocols [7]. An example of which is Zone Routing Protocol
(ZRP) it incorporates proactive protocols for route setup inside
zones whereas utilizes reactive protocols for inter zones route
setup. A node may have overlapping zones of different routing
pattern [8].

Irrespective of routing protocol used security remained a
prime concern of MANETs. MANETSs are highly prone to a
series of attacks exploiting range of features inherent with
MANETSs, from flexibility to enter and exit from network to
scalability attacker had exploited each characteristics of
network which distinguish it as MANET [9]. Out of various
attack our study is focused upon DoS attacked camouflaged as
Black hole attack where a node deliberately drops all packets
and keep on sending route message lucrative enough as
shortest route in some cases, coordinated black hole attack
where more than one compromised node work in tandem to
launch Black hole attack and gray hole as special case of black
hole attacks where node selectively drops some packets and
forward some packets making it more difficult to detect and
isolate [10].

132|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

1. RELATED WORK

A number of researchers have studied Threat of
collaborative attacks on MANETS in recent past, defending
mechanism; preventive approaches have been taken on
extensively.

In [11] each node incorporated a DRI or Data Routing
Table and methods to cross validate it for detecting
cooperative black hole nodes in the network. This mechanism
was embedded into modified AODV routing protocol.
Experimentally it was found this method out performs other
proposed solutions.

In [12] author demonstrates some of the frequent attack
mechanism and eventually analyses possible collaboration
among various attacking entities. Author further tries to
evaluate various machine learning techniques viz. DSP
(Digital Signal Processing) and ANN (Artificial Neural
Networks) in detection and prevention of collaborative attacks
in MANETSs. Their analysis showed collaborative attack in
wireless network is much more devastating and crippling
effects than wired one. They also experimentally insinuated
effectiveness of the model framed to minimize collaborative
attack and immunizing the mobile ad hoc networks.

In [13] the problem of collaborative attack with in from the
network was discussed where critical data inside the
Information System is at risk from two or more malicious
nodes working in some accord. In this proposed approach,
authors begins with mutual relation of different illegal
information flow diagrams and components of information
systems. Later on, he classified and summarized data access
patterns on the basis of mutual-access-record’s probability
value and transaction distance of data items, ultimately
proposed an algorithm for early detection of collaborative
insider attacks.

In [14] authors have carried out a detailed analysis of
MANETSs under single and collaborative Black Hole Attacks
and based on their analytical finding proposed mechanism to
prevent attack by rerouting network traffic to avoid Black
Hole nodes. Proposed MANETS utilizes AODV protocol for
its robust features, proposed mechanism rely on transmitting
only confirmation packets which have been verified by the
destination for the presence of black hole in the GAODV
routing Protocol.

In [15] the author forwarded a theory that balanced
collaborative attackers can eventually by pass security
measures imposed by trusted node assistance methods which
are readily used in available security setups. Based upon their

Vol. 7, No. 10, 2016

theoretical findings, Balanced Collaborative attackers can be
seen with highest similarity ratios. Authors forwarded an
algorithm to find anomalous behavior of nodes and early
detection of balanced collaborative attackers. The only
information required for knowledge of reporting channel is bit
error probability of secondary users. Simulation results depict
efficiency of proposed technique in identification of balanced
collaborative attackers. Paper proposes a novel technique for
detection and subsequently prevention of collaborative attacks
in MANETs focused on detecting and isolating malicious
nodes through bridge data items.

M. PROPOSED AAODV (AGGRANDIZED AD HOC ON
DEMAND VECTOR)

Two interdependent control packets can be used to
enhance and improve the existing AODV.; SRRD_REQ and
SRRD_REP. their function is same as that of RREQ and
RREP but more reliable and with more steps. SRRD_REQ
message along with associated SRRD_ID are sent by the
source node as destination node’s DSN over the MANETon
equal continuous intervals and after evaluating the authentic
SRRD_ID, SRRD_REP packet is sent as response to the
SRRD_REQ node by the destination node and generates
SRRD_REP only to notify that no other node is needed other
than destination node and can generate SRRD_REP. in
addition to this, threshold vale (TV) and Reliability list are
added to routing table as new fields. Addition of these two
fields doesn’t mean that there is going to be any change in the
AAODV routing table as compared to AODV routing table
but just a couple of more fields.

The reliable list field contains the list of trust worthy and
reliable nodes and TV fields contains the DSN average of
trustworthy nodes. Following are the two major steps that are
used in route discovery.

AAODV Algorithm

The AAODV to detect and defend MANET from attacks is
explained in two phases.

Phase I.

Whenever a MANET node wants to communicate with
other nodes in the nwtwork the first thing to do is to check if
an updated route is present in the routing table. Forward the
data packet in case there is a reliable route otherwise start the
route discovery procedure that involves sending SRRD_REQ
by the source node to their 1-hop nodes with associated
SRRD_ID to create a new route. Following are the steps
followed by the immediate node after receiving as
SRRD_REQ.
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1) Send reply to the requesting node and SRRD_REP if
an updated route is present otherwise forward this request to
the first hop nodes.

2) Set up areverse route discovery for the REP messages.

3) If the node is possess an outdated routing table entry as
destination it refreshes it and if RL contains an entry for
destination node then erase and update the entry.

4) If there is no entryfor the source in the routing table
then using RPT create a new entry and in case of various
available reliable routes, arrange them in the order of their hop
count. After going through all these steps compare the top
reliable routes of first node on the basis of DSN having least
hop count with TV. In case its value is higher than the route
nodes DSNs average then discard this route as it is a malicious
node and keep checking until reliable route is found with less
DSN value as compared to TV.

5) The source nodes new entry is selected as most reliable
route having least hop counts involves hop count,
SRRD_REQ sequence number and address of the node which
responded first to the broadcasted request packet acts as next
hop.

After receiving the SRRD_REQ from the source, the
destination node uses reverse path to send SRRD_REP.
sometimes an intermediate node with a reliable updated route
the destination also sends SRRD_REP. thus during RRT every
node must perform the following tasks after receiving the
SRRD_REP.

1) If the node contains an outdated route entry for the
destination node then it must update the entry otherwise
creates a new routing table entry.

2) IP address of the source node must be added to the
entry and can be copied from SRRD_REP packets originators
field. Forward_Data_Packet _Counter and SRRD_ID both are
assigned zero and forward it to next node on reverse path.

In normal AODV route discovery procedure is executed
when source node receives RREP but in AAODV one more
procedure gets invoked from this stage onwards.

Phase 1 Code.
Input: SRRD_REQ(), reqNode,destNode,relNodeL.ist[],
hopCount , maxHopCount, routeDiscovery(), selRoute(),
sendPckt()

Begin
SRRD_REQ()
if (reqNodee relNodeList[]) Truethen
selRoute()
sendPckt()
stop
else

routeDiscovery()

Vol. 7, No. 10, 2016

if (SRRD_REQ <—-destNotte) False
if (hopCount>= maxHopCount) True
stop
elseSRRD_REQ()
end if

else
routeForm()

end if

end
Phase Il

The source floods route requests towards every neighbor
node and then sends SRRD packets to all those who responded
with RREP (route replies). Following are the steps for that
every nodes that received SRRD packets.

1) If routing table contains an entry for reverse path, it
sets or initializes SRRD_ID by imitating that from SRRD
otherwise a new entry is created by the node.

2) Will send packets to that every node which replied with
SRRD_REP earlier.

3) Every node must have an entry for the destination that
is on the path of SRRD.

The SRRD_REP is sent to hop node that responded first
with an SRRD packet and ignores the rest after receiving
SRRD packet by the destination. Reliability value is set to one
(1) in the SRRD_REP packet by the destination. During RPT
every first hop node receives SRRD_REP once only
(SRRD_ID=1) for the first time and in SRRD_REP assigns 0
to Forward_Data_Packet Counter and using reverse path
forwards it to next node and a unique SRRD_REP is received
by the source and a reliable route is discovered and no node
can generate any SRRD_REP at all.

Phase Il Code
Input: relRoute (), sortRoute(),
RevrsTrace (), hopCount, sendPckt (),

rejectRoute

Begin
relRoute ()
sortRoute (hopCount)
RevrsTrace (source

<——— dest)

if ( DSN > TV) True then t> for first

node at each intermediate node
rejectRoute

&lr_u.e_

stop
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else sendPckt ()
Procedure selRoute (minHop) end if
Procedure Update (route &rellist) end
Flowchart of AAODV
PHASE 1
Start

!

Send SRRED REQ €

Check: if relishle
list ode having
requested node

Select route &
send packet

Start route discovery phase

If SERED_FEP
get from
destination node

If path
discorery hop
lirnit exceeds

Append Reliable route
list

End

Flowchart describing Phase 1 of AADOV
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Take updated list of reliable nodes

!

Arrange routes according to min. hop

v

Start reverse tracing technique
from destination to source

Y

Select top min. hop node
and update route entries &
reliable node list

|

Send packets

Check if
TV<DSN of first
node at each
intermediate

A 4

Node is attacker node and
reject route through it

End

PHASE Il
Flowchart describing Phase 2 of AADOV

Simulation and Result

A MANET scenario is designed for the simulation and
predefined parameters of the simulator and the necessary
attributes of the nodes are configured. We have used NS2 for
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simulation in this network model. The complete network
model is designed using some values and they will be crucial
in providing us with more accurate simulation results as
compared to results before this one. Following is the table
containing parameters and their values used for simulation.

TABLE I. PARAMETER AND INITIAL VALUES OF THE EXPERIMENT
Parameter Value
Total Number of Mobile Nodes 25
Total number of Static nodes 4

Total number of Base Station nodes | 1

Total number of Black hole nodes 3

Total number of Gray hole nodes 2

Routing Protocol AODV

Attack Protocols Black hole AODV,
Gray hole AODV

Simulation Time 90 Seconds

Data Rate 10KBPS

Regular Msg Size 512b

Irregular Msg Size 1024 b

1.2

Packet Deliv ery Ratio(%)
© o o
& L] m

o
N

0.07 014 0.21 0.28 0.35
Malicious Node Ratio(%0)

Fig. 1. Packet Delivery Ration of AODV and AAODV in different situations

In figure 2, Keeping malicious node ratio as benchmark,
we did a thorough study of AODV's and AAODV's routing
overhead and gained result proved that when the number of
black hole and Grayhole nodes is increased the proposed
AAODV produces better routing overhead AODV. Thus

042 056
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‘ Traffic CBR

A network with 25 nodes is generated using NS2 allowing
some nodes to act as black hole and gray hole like a normal
scenario in AODV. Source and destination connection in this
MANET is done by UDP and constant packet traffic is
generated through the UDP using CBR application. CBR
packet size and data rate is set to 512 bytes and 1024 bytes
respectively. And this same procedure with same settings,
values, connection methodology and traffic generation is used
for AAODV.

In figure 1, we observed thoroughly that the normal
AODV got affected radically by blackhole and grayhole nodes
and gets increased when the number of malicious nodes
increases. This acknowledges the fact there is not enough
secure technique to detect and prevent blackhole attacks or
grayhole attacks using normal AODV. Our proposed AAODV
provided better and higher packet delivery ratio as compared
to normal AODV in all the conditions (like no attack
condition, with black hole only, with blackhole and gray hole
together). We also set the number of malicious node in the
MANET = 50%, AAODV still provided us better results as
shown in the figure 1 in detecting and preventing from
malicious nodes successfully even after we kept the packet
delivery ration more than 75%.

== Normal AODV

- Black Hole Attack
~r—Gray Hole Attack
s Collaborative Attack
——AAOQDV

proving the fact that the existing normal AODV doesn’t
possess a safe and reliable scheme to detect and defend the
Blackhole and gray hole attacks. While the suggested
AAODYV proves better than the existing one.
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035

015 === Normal AODV
- AAODV
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0.07 0.14 021 0.28 035 042 056
Malicious Node Ratio(%6)

Fig. 2. Routing Overhead of AAODV and AODV

In figure 3, Average end-to-end delay of AAODV and proposed AAODV attains better end-to-end delay average
AODV is used to generate the result putting MNR as than the existing AODV. The result graph also shows that
measurement parameter. Output result graph shows that AAODV requires extra time to identify the malicious nodes.

0.04
=003 -
; <
=
X
B
= 0.02 - —
-] M Normal AODV
E M AAODV
st
< 0.01 -

o o

0 007 014 021 028 035
Malicious Node Ratio(%6)

[
Fig. 3. Average of end-to-end delay in AODV and AAODV
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Throug hput(bits/sec)
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035

Malicious Node Ratio(%)

Fig. 4. Throughput of AODV and AAODV

In figure 4, after analyzing the throughput of suggested
AAODV and the existing AODV putting MNR as measuring
parameter, the result proves that the existing AODV got more
Blackhole and Grayhole attacks as compared to AAODV.
During a scenario in which the number of Grayhole and
Blackhole nodes in the MANET is higher (> 40%) the
proposed AAODV can still identify the malicious nodes even
if the throughput is higher than 14000 b/s.

V. CONCLUSION

In this research article , we have proposed a AAODV
(Aggrandized Ad Hoc On demand Vector) to detect and
defend MANETS from malicious nodes during synergistic and
single attacks like black hole and gray hole attacks. The
proposed AAODV has proven to produce better results as
compared to existing AODV protocol as the experimental
simulation output graphs of packet deliver ratio, throughput
and routing overhead shows improved results. The proposed
technique is best appropriate for a MANET up to 50 nodes for
detection and prevention from Grayhole attacks and black hole
attacks. A minor routing overhead in suggested AAODV that
averts the complete efficient application of MANET that is not
the case with AODV. This increase in the size of MANET will
increase the routing overhead. In future, the simulation can be
enhanced to improve this AAODV to overcome this and to
tackle with other amalgamation of attacks that can work
together to target the MANET.
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Abstract—Named Entity Recognition and Classification is the
process of identifying named entities and classifying them into
one of the classes like person name, organization name, location
name, etc. In this paper, we propose a tagging scheme Begin
Inside Last -2 (BIL2) for the Subject Object Verb (SOV)
languages that contain postposition. We use the Urdu language as
a case study. We compare the F-measure values obtained for the
tagging schemes 10, BIO2, BILOU and BIL2 using Hidden
Markov Model (HMM) and Conditional Random Field (CRF).
The BIL2 tagging scheme results are better than the other three
tagging schemes using the same parameters including bigram
and context window. With HMM, the F-measure values for 10,
BI1O2, BILOU, and BIL2 are 44.87%, 44.88%, 45.14%, and
45.88%, respectively. With CRF, the F-measure values for 10,
B1O2, BILOU, and BIL2 are 35.13%, 35.90%, 37.85%, and
38.39%, respectively. The F-measure values for BIL2 are better
than those of previously reported techniques

Keywords—IOB tagging; BIO tagging; BILOU tagging; I0E
tagging; BIL2 tagging; NER for Resource-poor languages

. INTRODUCTION

Named Entity Recognition and Classification (NERC) is a
process of identifying categories and classifying them into
different groups, for example, person names, location names,
organization names, quantities, and date. An NERC system is
used in many domains including Information Extraction (IE),
Machine Translation (MT), and many other Natural Language
Processing (NLP) applications.

There are several ways to automatically identify Named
Entities (NES) in unstructured data. We briefly discuss these
approaches.

A. Rule Based approaches

In such approaches, language experts write rules by
studying the given text. These rules are used to extract NEs
from the text. The drawback of these approaches is that they
require in-depth linguistic knowledge.

B. Supervised Learning approaches

A large amount of tagged data is a prerequisite for using
this approach. People usually tag data manually and then use
this data to train a model. Different supervised machine
learning algorithms including Hidden Markov Model (HMM)
[2], Decision Trees (DT), Maximum Entropy (ME), Support
Vector Machine (SVM), and Conditional Random Fields
(CRF) [8] are used to learn patterns or rules from the tagged
data.

Syed Mansoor Sarwar
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C. Semi-Supervised Learning approaches

In these approaches, a small degree of supervision is
required as compared to the supervised learning approaches
that require full supervision. The main technique used in the
semi-supervised learning algorithms is called “bootstrapping”.
For bootstrapping, a set of manually annotated data, known as
seeds, is used for starting the learning process and the system
learns rules from this data. These rules are then used to
annotate more data. Wrong annotations are corrected manually
and corrected data is again used in learning additional rules.

D. Unsupervised Learning approaches

In these approaches, NEs are grouped on the basis of
contextual similarity. Different lexical resources such as
Wordnet may be used for achieving better results. In such
approaches, no supervision is required. Clustering is the
primary technique used in the unsupervised learning algorithms
to identify NEs of the same types.

In supervised learning, tagged data is required for training
and testing. Multiple tagging schemes including 10, BIO,
BIO2, IOE, IOE2, and BILOU exist to tag data for NEs. We
suggest the use of Begin Inside Last 2 (BIL2) tagging scheme
for postpositional languages including Urdu, Japanese, and
Hindi. Our hypothesis is that in postpositional languages
postposition plays a vital role in the decision making process
for identifying NEs. For example, in “Ali (NE) nay
(postposition)” and “Muhammad Ali (NE) nay (postposition),”
the word “nay” is key to deciding if the preceding word is an
NE or not. Only BIL2 tagging scheme tries to capture this
behavior, as shown in Table 2. Based on our literature review,
we have not seen the use of this technique for postpositional
languages. In this paper, we compare the performance of BIL2
with 10, BIO2 and BILOU.

The structure of the paper is as follows. Section 2 describes
the related work. Section 3 describes the tagging problem and
two machine learning algorithms used to handle the tagging
problem. Sections 4 and 5 describe the Urdu language issues
and data collection process used for experimentation. Section 6
describes the details and results of experimentation. In Sections
7 and 8, we make conclusion and briefly describe future work.

Il.  RELATED WORK

For NER chunking and Semantic Role Labeling (SRL)
usually two types of tagging schemes are used: Inside/Outside
and Start/End. [9] introduces the Inside/Outside representation
to solve the Noun Phrase (NP) chunking problem. Three tags
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are used to identify chunks: ‘I’, ‘O’, and ‘B’. ‘I’ means token is
inside of the chunk, ‘O’ means token is outside of the chunk,
and B’ means token is the beginning of a chunk, immediately
following the previous chunk. [11] introduces three new
alternate tagging schemes, i.e., I0B2, IOE1, and IOE2, and
named IOB1 as the Ramshaw tagging scheme. [13] uses the
Start/End tagging scheme that has been used to solve the
Japanese NER task, and uses the IOBES (also known as
BILOU) tagging scheme.

[10] shows that the choice of NE tags significantly impacts
the results of NER. 90.8% F-measure has been reported for an
English NER system using the BILOU tagging scheme, which
was best result reported at the time on the CoNLL-2003 NER
shared task.

[12] also uses two frequently used tagging schemes, BIO
and BILOU, for NER of the Estonian language. The results of
experiments described in the paper show that BILOU
outperformed BIO, and F-measure values of 86.6% and 87%
were achieved on BIO and BILOU, respectively.

[4] uses three different variations of the 10B tagging
scheme, IOBE, IOBES, and IOB,E, to extract names of
chemical compounds and drugs. IOBE uses four tags Begin,
Inside, Outside, and End, whereas the IOBES and 10B:E
schemes use five tags.

[7] uses the 10, 10B, 10B2, IOE, IOE2 and IOBES tagging
schemes to show results on the Conference on Computational
Natural Language Learning (CoNLL) dataset. They used
Conditional Markov Model (CMM) to calculate F-measure.
The paper shows that IOE2 and IOBES vyielded better results,
with F-measure values of approximately 84% and 85% for
IOBES and IOE2, respectively.

[3] discusses different tagging schemes including 10B,
I0B2, IOE, and IOBES for Chunking, NER, and SLR
purposes.

[6] uses Support Vector Machine (SVM) for the chunking
of the English language. The paper describes the use 10B,
IOB2, IOE, IOE2, and IOBES tagging schemes to identify
chunks. Of all these schemes, IOE2 produced best results.

Ill.  THE TAGGING PROBLEM

NER is considered a sequence-labeling problem where we
want to determine a vector z = {z,,2,,...z¢} of random
variables given an observed vector X = {x,, x4,...xr}. Each
variable z; is the NE of the word at position s, and the input X
is divided into feature vectors. Each x contains various pieces
of information about the word at position s, including its
identity, orthographic features such as prefixes and suffixes,
membership in the domain-specific lexicons, and information
in the semantic databases such as Word-Net.

Let x,.,, be the sequence of words in a sentence in the Urdu
language, and z,.,, be the NE against each word, i.e., Person,
Organization, Location, etc. Let X, be the set of all possible
sentences that can be formed from the words in set X. Let S be
a sequence of words (i.e., a sentence) from x;., such that
S € X, with x; be the i, word in S and z,.,, be the sequence of
NEs for these words, with z; being the i NE in the sequence.
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Now, we define the tagging problem for finding the most
probable NE sequence z,.,, for the word sequence x;.,,. More
formally,

argmax,, ¢, P(Zin | X1:0) ()

In this expression, we want to find the NE tag sequence that
gives maximum probability of NE tags sequence for an Urdu
sentence.

A. Hidden Markov Model (HMM)

In HMM, we have two set of states and a triple (&, A, B).
The first element in the triple is a set of observable states, that
is, the input sentence or word sequence X = {x,.,} such that
X € X, with x; being the i"" word in X. The second element is
the set of hidden states that is represented by NE z, ., for the
word sequence x;., with z; being the i" NE in the sequence.
Each NE represents one of the hidden states in HMM. In the
triple (m, A, B), we define m as the initialization vector
containing the initial probabilities of all NEs z; starting an NE
sequence. We define A as a matrix of probabilities (transition
or prior probabilities) when the underlying Markov Process
transitions from one state (i.e., NE) to another. We define B as
a matrix of probabilities (emission or likelihood probabilities)
of generating the word sequence x;.,, from the underlying NE
sequence z,.,, i.e., the probability of generating (or emitting) a
word x; once the underlying Markov Process has entered a
state x;. We learn the triple (n, A, B) from our Urdu NE
training data.

HMM defines the joint probability distribution over a word
sequence paired with an NE sequence as
P(xl:n 1 Z1:n ) (2)
The output of HMM s a tag sequence that maximizes this
joint probability distribution, expressed as
argmalemez P(xl:n 'Zl:n) (3)
To model this joint probability we consider our basic NE
problem from Equation (1) as
argmalemez P(Zl:nlxl:n) (4)

Bayes Rule of probability dictates us that we can calculate
the probability of (z;.,|x;.,) if we know the probability of
(xl:nlzl:n)- It says

P(Zl:n)P(xl:nlzl:n)

P(Zl:nlxl:n) = P(xl. ) (5)

By applying Bayes Rule to Equation 3 we get
argmax P(Zl:n)P(xl:nlzl:n) (6)
Aame P(xlzn)

We drop the denominator for being the constant for all NEs
and hence Equation 6 becomes

argmale:nez P(Zl:n)P(xl:nlzl:n) (7)

This means that for each NE sequence we need to calculate
the product of likelihood probability P(x,.,|z;.,) and prior
probability P(z;.,). We make two simplifying assumptions to
estimate the probability of the NE sequence. The first
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assumption says that the probability of a word is dependent
only on its own underlying NE.

PGinlzn) ~ | [ PGtz ®)
i=1

Since we have used both Bigram and Trigram HMM to
formulate our results, therefore, for Bigram HMM we assume
that the probability of an NE is dependent only on the previous
NE (First Order Markov Assumption). Thus, P(z;.,) is
expressed as shown below.

P ~ | [Pz ©
i=1

For Trigram HMM we assume that the probability of an NE
is dependent only on the previous two NEs (Second Order
Markov Assumption). Thus, Equation (9) may be expressed as
given below.

PG ~ | |Peilzis 2 (10

i=1
With these two assumptions, we can rewrite Equation (2) as

POwn,zin) = | [P@lzy | [Paalzo ap
i=1 i=1

Where P(z|z;_,) and P(zz;_,,z;_,) are called the
Bigram and Trigram parameters, respectively, and P(x;|z;) is
called the emission parameter of HMM.

B. Conditional Random Field (CRF)

Let x,.,, be a sequence of words in an Urdu language
sentence with z,.,, NEs against each word, i.e., Person,
Organization, Location, and Other. A linear chain CRF defines
a conditional probability as

P(Zl:nlxl:n) =

1 (12)

E exp (Z¥=1 2{11 Aifi(zn—lrznle:nvn)
The scalar Z is the normalization factor. Z is defined as

7 = Z exp(Z%:lZf=1lifi(zn—1iznvx1:n'n) (13)
zln

In the exp() function, all weighted feature functions are
summed against each word and for each word values are
summed to compute the total score for the sentence. The scalar
Al is the weight for the features fi(). The Ai's are the
parameters of CRF model and must be learned.

Feature function: In CRF, the feature function is the key
component that consists of the current tag, previous tag,
complete input sentence, and current position in the sentence.
The output of the feature function is a real value. The general
form of a feature function is f;(z,_1Z,, X1.n, V).

For example, we can define a feature function that produces
binary values: it is one (1) if the current word is Ahmad, and if
the current state z,, is PERSON:
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fl (Zn—l!ZnIXI:n!n)z
{1 if z, = PERSON and x,, = Ahmad

. (14)
0 otherwise

Depending upon the corresponding weight A1 > 0, f; is
active only when the word Ahmad is seen and its tag is
PERSON, and it increases the probability of the tag sequence
74y It means that the preferred tag for Ahmad is PERSON. If
A1 < 0, then CRF tries to avoid the tag PERSON for Ahmed.
Finally, if A1 = 0, it means that this feature has no effect.

Another example of feature is

f2(Zn-1,Zn, X1.8,1) =

{1 if z, = PERSON and x,., = "nay"

. (15)
0 otherwise

The value of this feature is 1 when the current tag is
PERSON and the next word in Urdu sentence is ‘nay’. If this
pattern is found in the training data then A2 will be positive.
Furthermore, note that f; and f, can both be active for a
sentence like “Ahmad nay khaa (Ahmad said)”. This is an
example of overlapping features.

IV. ISSUES WITH THE URDU LANGUAGE
Following are the issue of Urdu language:

1) In Urdu, there is no concept of capitalization, which is
a major clue of NEs.

2) The Urdu language is Agglutinative in nature, i.e., by
adding additional features to a word more complex words can
be formed.

3) Urdu is free word-order language, i.e., a sentence can
be written using Subject-Object- Verb or Object-Subject-
Verb.

4) Very few reliable gazetteers are available for the Urdu
language.

5) In the Urdu language, words are written sometimes
with diacritic and sometimes without diacritic, causing
multiple variations of single word.

6) Urdu is called a “Lashkari” language, i.e., it contains
words of different languages including those of Arabic,
Persian, and English.

7) Researchers in the field of natural language processing
have not spend much time in studying the Urdu language.

8) In the Urdu language, there is the issue of word
segmentation.

9) Urdu has the problem of lack of character level
standardization and spelling variation.

10)In the Urdu language, depending upon the context,
there is a large number of words that can be considered as
common nouns as well as proper nouns (i.e., candidate for
NE). For example, Shan, Kamran, Fazal, Kiran, Aftab,
Manzoor, etc. can be NEs, i.e., Person as well as common
nouns. The context may help in identifying proper nouns
against common nouns but due to no concept of capitalization,
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disambiguation becomes harder than that in the English
language.

11)There are multiple ways of representing abbreviations
in Urdu.

12)There is a serious lack of labeled data in Urdu required
for machine learning.

13)There is a huge variation in the number formats in
Urdu, for example, ghiara (11), bara (12), taira (13), ikkees
(21), baaees (22), etc.

V. DATA COLLECTION

We took the corpus for our experiments from IJCNLP-08
NERSSEAL shared tasks datasets. For annotation, the first step
was to identify whether a word is an NE or not. For example,
the word “Fazal” is an NE or not depend on the context. Since
Urdu does not have the concept of capitalization, therefore, in
the sentence “Us per khuda ka fazal hai (he has the blessing of
God)”, fazal (blessing) is not an NE, whereas in the sentence
“fazal aik laek talabilm hai (fazal is a bright student)”, fazal is
an NE (PERSON). The next step was to tag maximal entities.
For example, “Quaid-e-Azam Library should be tagged as
Location. It should not be marked “Quaid-e-Azam” as Person.

We divided the corpus into two sets: training and testing.
The following are the details of Urdu that were used in the
shared task. The Urdu text was partially taken from the news
corpus and partially from other sources. The counts of all NEs
used in training and testing are given in the Table 1.

We used 12 tags for tagging the dataset. The details of the
tagset are given below:

e NEP (Person): 'Quaid-e-Azam Muhammad Ali Jannah'
or simply 'Quaid-e-Azam’, or 'Allama Igbal'

e NED (Designation): 'Prime Minister’, 'President' (as in
'President Musharaf'), or 'General' (as in 'General
Raheel’)

e NEO (Organization): 'State Bank of Pakistan', 'DELL’,
‘Al Qaida’, or 'The Ministry of Defense'

e NEA (Abbreviation): 'PU' (or P.U.), 'CRF', 'AJK", or
LTV’

e NEB (Brand): 'Pepsi' or 'Windows'
e NETP (Title-Person): '‘Mr.", 'Sir', or 'Field Marshall'

e NETO (Title-Object): "The Seven Year Itch', 'American
Beauty', '1984' (as in '1984 by George Orwell'), or 'One
Hundred Years of Solitude'

e NEL (Location): 'Lahore’, 'Islamabad’, or 'Punjab’
e NETI (Time): '19 May', '1965', or '6:00 pm'

e NEN (Number): 'Fifty-five', '3.50', or 'ten lac'

e NEM (Measure): '10 kg', '32 MB', or ‘'five years'

e NETE (Terms): 'Horticulture', 'Conditional Random
Fields', 'Sociolinguistics', or 'The Butterfly Effect’

TABLE I. STATISTICS ABOUT URDU TRAINING AND TESTING DATA
NE Training Data Testing Data
NEP 365 145
NED 98 41
NEO 155 40
NEA 39 3
NEB 9 18
NETP 36 15
NETO 4 147
NEL 1118 468
NETI 279 59
NEN 310 47
NEM 140 40
NETE 30 4
NEs 2584 1027
Words 35447 12805
Sentences 1508 498

VI. METHODOLOGY

We assessed the performance of our system using
precision, recall, and F1-measure. We used the BIL2 tagging
scheme for Subject Object Verb (SOV) ordered languages that
usually contain postposition instead of preposition. Table 2
gives details for the 10, B1O2, BILOU and BIL2 tagging for
the example “Syed Mansoor Sarwar worked at Punjab
University Lahore”.

TABLE Il.  EXAMPLES OF DIFFERENT TAGGING SCHEME
Words 10 BIO2 BILOU BIL2
3 (Syed) I-PER B-PER B-PER B-PER
=i (Mansoor) I-PER I-PER I-PER I-PER
s~ (Sarwar) I-PER I-PER L-PER L-PER
~ (nay) 0 0 ) [¢]
LY (Lahore) 1-LOC B-LOC U-LOC L-LOC
< (key) 0 0 0 0
<y (Punjab) I-ORG B-ORG B-ORG B-ORG
s (University) | 1-ORG I-ORG L-ORG L-ORG
U (main) 0 0 ) 0
2 (kam) 0 0 0 0
LS (kiya) 0 0 0 [0)

The 10 tagging scheme uses two tags, i.e., | (inside) and O
(outside). If an NE, e.g., person name consists of one or more
words, I-PER (inside) tag is assigned and O (other) tag is used
for the remaining non-NE words. The BIO2 tagging scheme
uses three tags to assign particular words. If an NE, e.g., person
name is a single word then B-PER (Begin) tag is used.
However, if an NE consists of two or more words then the B-
PER tag is assigned to first word and the I-PER tag is assigned
to all remaining words. The BILOU tagging scheme uses five
tags. If an NE consists of a single word then the U-PER tag is
used. If an NE consists of two words then the B-PER and L-
PER tags are used for first and second words, respectively. If
an NE consists of three or more words then the B-PER and L-
PER tags are used for the first and last words, respectively, and
the I-PER tag is used for all inside words. The BIL2 tagging
scheme uses four tags. If an NE consists of a single word then
L-PER tag is used. If an NE consists of two words then B-PER
and L-PER are used. Finally, if an NE consists of more than
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two words then for first word, last word, and all intermediate
words are assigned B-PER, L-PER, and I-PER, respectively.

We used the following steps in our approach for Urdu
NERC.

1) Selection of training and testing data.

2) Assignment of 10, BIO2, BILOU, and BIL2 tags to the
training and testing data.

3) Build models using HMM [1] and CRF [5] for these
tagging schemes.

4) Calculate F-measures using test data against the
respective models.

The BIL2 tagging scheme produced better results than all
other schemes for both machine learning algorithms. By using
HMM, we used the trigram model with linear interpolation for
smoothing. F-Measure for 10, BIO2, BILOU, and BIL2 were
44.87%, 44.88%, 45.14%, and 45.88%, respectively, In case of
CRF, we used the base line model without using any features
like neighboring words, prefixes, etc. F-Measure of 10, BIO2,
BILOU, and BIL2 were 35.13%, 35.90%, 37.85% and 38.39%,
respectively. There are chances that by using CRF with other
features like previous words and Part Of Speech (POS),
previous NE, we may achieve better results. Table 3 and Table
4 show the detailed results for HMM and CRF, respectively.

TABLE IIl.  RESULTS OF FOUR TAGGING SCHEMES USING HMM
Precision Recall F-Measure
10 52.45 39.21 44,87
BIO2 54.04 38.38 44.88
BILOU 55.08 38.24 45.14
BIL2 55.22 39.24 45.88
TABLE IV.  RESULTS OF FOUR TAGGING SCHEMES USING CRF
Precision Recall F-Measure
10 46.52 28.22 35.13
B102 47.34 28.91 35.90
BILOU 55.32 28.77 37.85
BIL2 55.57 29.32 38.39

Overall, the comparison of each tagging scheme with
respect to HMM and CRF is shown in Figure 1. We use CRF
without using any features like bigram, window size, and
context. This is why the values of the performance measures
for CRF for all tagging schemes are smaller than those of
HMM. As you can see, by using 10 tagging, HMM and CRF
produced F-measure with least accuracies. Similarly, using
B102 tagging, HMM and CRF produced F-measure better than
10 but smaller than BILOU and BIL2. The same pattern can be
observed in BILOU and BIL2 where using BILOU tagging
HMM and CRF produced 2™ highest F-measure and using
BIL2 both produced highest F-Measure as shown in Figure 1.
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Comparison of HMM and CRF on
different tagging schemes

60.00

44.87 44.88 45.14 28 345.88
37.8 .
40.00 35.1 35.9
20.00 I I I I
0.00
10 BIO2 BILOU BIL2

B F-Measure using CRF B F-Measure using HMM

Fig. 1. Overall F-Measure results of CRF and HMM using each tagging
scheme

The results of BIL2, 10, BILOU, and 10B2 using HMM on
each NE and overall Precision, Recall, and F-Measure are
shown in Figure 2, Figure 3, Figure 4, and Figure 5,
respectively. With HMM, BIL2 and BILOU could not identify
a single instance of NEA, NEB, NETE, NETO, and NETP, as
shown in Figure 2 and Figure 4, respectively. NEB, NETE,
NETO, and NETP could not be identified using HMM with 10
and BIO2 tagging schemes, as shown in Figure 3 and Figure 5,
respectively.

Results of BIL2 using HMM
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Fig. 2. F-Measure results of BIL2 tagging using HMM of each NE

Results of 10 using HMM
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Fig. 3. F-Measure results of 10 tagging using HMM of each NE
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Results of BILOU using HMM Results of 1O using CRF
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Fig. 4. F-Measure results of BILOU tagging using HMM of each NE

Fig. 7. F-Measure results of 10 tagging using CRF of each NE

Results of BIO2 using

HMM Results of BILOU using CRF
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Fig. 5. F-Measure results of BIO2 tagging using HMM of each NE
Fig. 8. F-Measure results of BILOU tagging using CRF of each NE
Results of BIL2, 10, BILOU, and 10B2 using CRF on each
NE and overall Precision, Recall, and F-Measure are shown in

Figure 6, Figure 7, Figure 8, and Figure 9, respectively. Using Results of BIO?2 using CRF
CRF with BIL2 tagging did not identify a single instance of
NEB, NETE, NETO, and NETP, as shown in Figure 6. NEB, 80
NETE, NETO, and NETP could not be identified using CRF 60
with 10 tagging, as shown in Figure 7. The BILOU and BI102
tagging schemes could not identify a single instance of NEA, 40
NEB, NETE, NETO, and NETP, as shown in Figure 8 and 20
Figure 9, respectively. 0 ||| I ||| II
VELLLNLLLELOR
. NN N3 N &L
Results of BIL2 using CRF ¢ VYN SN SE ST S
80 M Precision MRecall ®F-Measure
60
40
20 Fig. 9. F-Measure results of BIO2 tagging using CRF of each NE
0 II I|| il || | m_lu Ill III
F-Measure of each NE using HMM on each tagging
N QR & Q . s - .
é‘?\ e‘g é& e‘& e‘*@“ § svo & gé\ gé éé\ogé\ scheme is shown in Figure 10. The figure shows that using
o HMM with any tagging scheme could not identify NEB,

NETE, NETO, and NETP, and only 10 and BIO2 tagging
M Precision M Recall ®F-Measure schemes identified NEA.

Fig. 6. F-Measure results of BIL2 tagging using CRF of each NE
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Comparison using HMM
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Fig. 10. F-Measure results of all tagging schemes using HMM of each NE

F-Measure of each NE using CRF with each tagging
scheme is shown in Figure 11. The figure shows that using
CRF with any tagging scheme could not identify NEB, NETE,
NETO, and NETP, and only 10 and BIL2 tagging schemes
identified NEA. In summary, no tagging scheme with MMH or
CRF could identify NEB, NETE, NETO, and NETP.

Comparison using CRF
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Fig. 11. F-Measure results of all tagging schemes using CRF of each NE

VIlI. CONCLUSION

The selection of an appropriate tagging scheme and
selection of an appropriate ML algorithm may produce good
results for the NER problem. In our experiments, we used a
new NE tagging scheme for postpositional languages and
compared the results with those obtained for the existing
tagging schemes using HMM and CRF. The study shows that
the NER tagging schemes for the Subject Verb Object (SVO)
and SOV languages should be different for building a NER
system with good F-measure values, because usually the SVO
languages use the concept of preposition and the SOV
languages use the concept of postpositional. Finally, our study
shows that for Urdu, which is a postpositional language, the
BIL2 tagging scheme generates the highest F-measure values
using HMM and CRF.
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VIIl. FUTURE WORK

In future, we can perform experiments on other tagging
schemes, including IOE and IOE2, to show a detailed
comparison because these tagging schemes also support
postposition languages. A NER result with CRF using different
features may be conducted to show that the BIL2 tagging
scheme still performs better than others or not. Part of speech
information can be used to improve the results of NER, and the
list of person name, location name, and organization name may
be exploited to improve results. We can also observe the
improvement in the results of NER by using regular
expressions for date, time, numbers, and measures.
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Abstract—Security warning is often encountered by the end
users when they use their system. It is a form of communication
to notify the users of possible consequences in the future. These
threats have always been evolved with the advancement of
technologies. The attacks threaten the end users with many
harmful effects such as malware attacks. However, security
warning keeps being ignored due to various reasons. One of the
reasons is lack of attention towards warnings. The end users feels
burden and treat security task as a secondary rather than
primary task. To divert user’s mind to read and comprehend the
security warnings, it is important to capture the user’s attention.
Signal words and signal icons are important in the security
warning as it is the elements that could help user to heed the
warnings. A survey study has been conducted with 60
participants in regards to the perception towards attractiveness
and understanding of the signal words and icons. It can be
revealed that end users significantly feel that the icon with the
exclamation marks is attractive and easy to understand.
However, only one of three hypotheses is proven to be significant.
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. INTRODUCTION

Home computer users are more susceptible to security
threats such as viruses, worms and phishing attacks with the
advancement of Internet and technologies. These threats could
lead to possible harm to the computer users and their system in
the future such as interruption (i.e. an assets becomes destroyed
or unavailable), interception (i.e. an illegitimate party have
access to an asset), modification (i.e. the content of an assets is
altered) and fabrication (i.e. an illegitimate party inserts a fake
objects into the system) [1]. In computer system, the security
warning acts as a defense mechanism to resist our system from
being harmed. It takes of various forms such as the dialog box,
balloon, in-place, banners and notifications [2]. It is usually
presented with signal words such as “warning”, “harm” and
“danger”. In addition, the signal words are usually being
accompanied with signal icons such as a warning icon, an error
icon, an information icon and a help icon [2]. These icons have
their own meaning and it is utilised based on their respective
significance. The signal icon and signal words are some of the
important elements in security warnings. Studies revealed that
humans process visual data better than text [3]. They claimed
that the human brain could process images 60,000 times faster
than text. This shows that the visual representations in security
warnings could aid the end users in comprehend the security
warning faster.
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However, security warnings is often being ignored by the
users because of various reasons such as they do not
understand the messages [4,5], they are unaware of the risk, too
much technical words [5,6] and users have an incorrect mental
model of risk [6,7]. Users are more focused on their primary
task and consider the computer security as secondary tasks [8].
Users also feel like complying with computer security is a
burden to them. These problems lead to the lack of usability in
computer systems. End users are not able to perform security
tasks effectively and the risk communications are not conveyed
correctly. In addition, the level of protection offered by the web
browsers towards phishing url or malicious site are also very
limited [9]. Hence, end-users need to be more alert of the
security of their system so that less harm would be
experienced.

This paper is organized as follows: Section 2 explores the
related work and literature studies; Section 3 describes the
methodology implemented in this studies, Section 4 explains
the hypotheses used within this study; Section 5 describes the
study results and findings, Section 6 presents a brief discussion
and finally Section 7 ends with the conclusion highlighting the
limitation and current progress of this study.

Il. RELATED RESEARCH

Warning is a form of risk communication that is utilized as
a message to convey possible consequences of an action [10].
It notifies people about the risk so that possible harm could be
avoided. [11] claimed that warning is anything that could
interrupts an individual’s focus towards possible danger. The
warnings in computer context applied the same principle. It is
some representations that could prevents the end users from
losing several assets such as financial assets and critical data,
system access, privacy and valuable time (i.e. user’s time) [2].

On the other hand, the end users are still encounter
problems with security warnings. [5] have listed six
classifications of problems in warnings namely attention
towards warnings, understanding of warnings, use of technical
wordings, evaluation of risks from warnings, users’ motivation
towards heeding warnings and users’ assessments of the
implication of warnings.

This study focuses on the user’s attention towards warning
with the focus on signal icons and signal words. The attention
towards warning is one of the most important aspects in the
effort to improve the current implementation of security
warnings. People’s attention is the fundamental element to
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attract the users to read and comprehend the given security
warnings. Studies by [12] revealed that there are four
categories of reasons for ignoring warnings which are:

1) Failures in personal variables: Users do not have the
knowledge or experience regarding the security warnings.

2) Failures in intention: Users were not motivated to
responds to security dialogs.

3) Failures communication delivery:
warnings fail to grabs user’s attention.

4) Failures in communication processing: Users do not
understand the message being conveyed.

Studies by [13] revealed that the end users were not
attentive towards warning as it is hard to comprehend. The
participants of their experimental studies were asked to
perform a task of purchasing an item online. It can be revealed
that the lock icon in the web browsers are noticed however
ignored, and the certificates are rarely used by the users. Users
did not look at some indicator such as the certificate icon and
even if they look at it (i.e. lock icon), they did not maintain
their attention to it. Hence, it can be summarized that it is
important to embed a better icon and signal words in order to
grasp the user’s attention.

The security

[2] Suggests that there are four types of standard icons in
Windows namely the error, warning, information and question
mark icon. Figure 1 shows the standard icons in Windows.
These icons have different usage and meaning as described
below:

1) Error icon: The problem or error has occurred.

2) Warning icon: The condition might cause a possible
harm in the future.

3) Information icon: Useful information is presented.

4) Question mark icon: Indicated a Help entry point.

The questions on icons understanding have also been
questioned in previous studies [14]. From the studies it can be
found that there are still some misconceptions towards icon
understanding in security warning. It is important for warnings
to convey the right information to the users in order to aid the
users in making the right decision.

D1LOO

Fig. 1. Standard icons in Windows; from left to right; Error icon, Warning
icon, Information icon, Question mark icon [2]

The usage of the standard icons takes consideration of the
message type, severity of the issues and the context of the
situation. It is important to present the appropriate signal icon
and words in order to provide a better understanding and
correct risk communication.

Studies by [15] revealed how the users of IT perceive the
severity of hazard and detailed assessment of the signal icons
and signal words. They claimed that by combining signal
words and signal icon in a security warnings, the level of
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hazard perceive by the end users are higher as shown in Table
I. They also conduct an experiment of habituation effects in
security warnings. By presenting the combination of signal
words and signal icon with three different treatment condition,
users became habituated only after a few exposures to the same
message. Their study also revealed that the signal word and
signal icon combination with higher perceived severity to that
of the habituated edit request message have the highest hit rate
with 39%.

TABLE I. MEAN VALUES (STANDARD DEVIATION) OF THE PERCEIVED

SEVERITY OF SIGNAL WORDS AND SIGNAL ICON [15]

Word Blank i ? ! X

Blank 2.00 218 3.74 530
(1.43) 1.73) (1.98) (2.29)

Notice 223 2.64 252 3.89 519
(1.63) (1.76) (1.67) (1.99) (2.35)

Error 3.84 385 373 4.97 6.24
(2.19) (1.90) (1.92) (2.20) (2.37)

. 4.06 4.09 391 5.41 6.65
Warning |5 10 (2.03) (1.96) (2.08) (2.20)

Urgent 4.09 415 397 534 6.54
9 (2.31) (2.14) (2.13) (2.29) (2.37)

Critical 511 4.82 474 6.01 7.38
(2.49) (2.42) (2.21) (2.26) (2.22)

On the other hand, a study on end-users’ awareness of
security indicators have been conducted by [16]. They ask their
participants to perform an online transaction in a simulated
online banking platform. It can be revealed that none of their
participants look at the website address indicator (i.e. lock icon
and ‘https’ wording in address bar). These results are
worrisome because the absence of security indicator in address
bar might hints insecure connection. This study highlights that
most of computer users are not attentive towards details such
as the url and signal icons. It is important to draw users
attention as soon as they load the page since they are
performing task that might cause loss of valuable assets,
privacy over confidential information and tricked into fraud

[2].

In studies by [17], they revealed that the empirical evidence
show that graphical cues such as icons, arrows and boxes
attract users attention and the eyes get fixed on the headings
first, followed by text blocks and graphics. Their results
suggest that the use of visual metaphors aid the users to
understand the message better. These finding shows that
graphical representations such as icons is important elements in
a warning. To access the end users perception of signal words
and signal icons in security warning, a survey was conducted to
better understand the issues of the current implementation of
security warnings.

1l. METHODOLOGY

We conduct a survey to discover the user perception and
understanding of the security warning dialogs with the focus on
signal words and icons.. Participants were recruited through
word of mouth and e-mail. The participants were asked to
provide a numerical rating on a seven-point Likert scale of
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Fig. 2. The study background and computing skills of participants

given scenarios. They could choose the most preferred number
where 1 indicate strongly disagree and 7 indicates strongly
agree. Studies by [15,17] also conducted the similar survey
method to access the end users insights of the current
implementation of security warnings however different in
scenario used. The Likert-scale is chosen because it is easy to
construct, have a high probability of producing a dependable
scale and it is easy to be comprehend by the participants [18].

V. HYPOTHESES

In order to investigate the end users perception towards
signal words and icons in security warnings, we proposed three
hypotheses to test the significant difference. We would like to
explore whether different groups of people have different
understanding of security warnings [19]. We have identified
two groups from the study which are the technical and non-
technical groups. The technical and non-technical groups
reflected the user’s background. The hypotheses are created
based on the questionnaire in the interview sessions. The
hypotheses are described in Table II.

TABLE Il SURVEY QUESTIONS AND THE RESPECTIVE HYPOTHESES

Survey Questions Hypotheses

There is no difference between technical and non-
technical participants in terms of “The use of
visual / graphics (e.g. icons, colors, graphics)
helps to draw my attention”. (H1)

The use of visual /
graphics (e.g. icons,
colors, graphics) helps
to draw my attention.

The use of visual /
graphics (e.g. icons,
colors, graphics) helps
me to understand the
risk.

There is no difference between technical and non-
technical participants in terms of “The use of
visual / graphics (e.g. icons, colors, graphics)
helps me to understand the risk”. (H2)

There is no difference between technical and non-
technical participants in terms of “The words used
in the warning is easy to understand”. (H3)

The words used in the
warning is easy to
understand.

To test the statistical differences between two groups, we
used Chi-square test in order to look for the statistical
difference. The purpose of Chi-square test is to evaluate the
association between two categorical variables [20]. Studies by
[21] revealed that a Chi-square test is utilized as a comparison
of more than one group where the differences are related to the
actual sample and another hypothetical data. It is considered as
a statistical significant findings when p < 0.05. In this test, the
Likert-scales values were grouped into three classifications
with the range of 1 to 3 is equal to No, 4 is equal to Neutral and
5 to 7 is equal to Yes. This classifications have also been
conducted by [14,19]. The results of the Chi-square test are
explained further in the next section.
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V. RESULTS AND FINDINGS

A total of 60 participants were gathered for the survey. The
majority of the participants between the age range of 18 — 25
years old and equally distributed between male and female.
Since the interview is promoted well in the university, most of
the participants are predominantly from the Universiti Sains
Malaysia, Penang, Malaysia.

From the overall responses, the gender of our participants is
divided almost equally where it comprises of 45% male and
55% female. Majority of the participants’ are in the range of
age of 18-25 years old (95%) and the rest of them were in the
range of 26-35 years old. This indicates that they were most
likely to grow up in the era of information technology. In
addition, the result suggests that the respondents were familiar
with the computer and latest technology. Previous studies were
also conducted within the university background and majority
of the participants were in the range of age between 18-30
years old [8,19]. In addition, most of our participants have high
educational background (i.e. postgraduate (8%) and
undergraduate (92%)). Figure 3 depicted the study background
and computing skills of the study participants.

Study Background vs. Computing Skills

60
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o | .
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= High 5 44 0 0

Fig. 3. The study background and computing skills of participants

To classify and determine our study participants skills in
computer security, four basic questions were asked in the
demographic forms. The questions derived from this section
are based on the six tasks from the “Security Center” of
Windows Vista [22]. The method of accessing users
knowledge by asking a few security questions is also
conducted by [23]. The security questions involve knowledge
of installing updates, scan for malwares, delete browser’s
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cookies and setup password. The categorization was high,
medium and low. For high level expertise, the participants
were able to perform advanced task such as installing updates
and patches (i.e. could perform all task). For medium level, the
participants were unable to perform one of the tasks given
while for the low level, the participants could not performed
more than one task.

In the questionnaire, we have included three security
warnings example (i.e. in a form of image) to explore the end
users understanding and perception of the icons and signal
words used in the warnings. Figure 2 shows the security
warnings shown to the users. The three security warnings have
also been discussed in studies by [4,6,14]. The association of
signal words and signal icon used in the three scenarios are
depicted in Table III.

Vol. 7, No. 10, 2016

TABLE IV.  THERE IS NO DIFFERENCE BETWEEN TECHNICAL AND NON-
TECHNICAL PARTICIPANTS IN TERMS OF “THE USE OF VISUAL/GRAPHICS (E.G.
ICONS, COLORS, GRAPHICS) HELPS TO DRAW MY ATTENTION” (H1) BASED ON

SCENARIO 1
Icon Attractiveness Yes No Neutral
Technical 20 1 9
Non-Technical 23 2 5

72 =1.685,p=0431,df=2

Even though the results were not statistically significant,
majority of our participants agree that the visual in scenario 1
helps them to understand the risk better. With better
understanding of the meaning and purposes of the elements in
security warning dialogs, the risk communication could better
be conveyed.

TABLE V. THERE IS NO DIFFERENCE BETWEEN TECHNICAL AND NON-

TECHNICAL PARTICIPANTS IN TERMS OF “THE USE OF VISUAL / GRAPHICS

(E.G. IcoNs, COLORS, GRAPHICS) HELPS ME TO UNDERSTAND THE RISK”
(H2) BASED ON SCENARIO 1

TABLE Ill.  SIGNAL WORDS AND SIGNAL ICONS USED IN EACH SCENARIOS
Scenario Signal words S_lgnal Background Meaning
icons color of icons
1 Warning, harm, ‘ 5_"?,' Orange Warning
2 Warning, harm ! Yellow Warning

3 Unavailable '9' Blue Help

It can be noted that for scenario 1 and scenario 2, both
utilize “warning” and “harm” as a signal words that indicates
the possible bad consequences to the system. The icons used
are similar which are the exclamation mark icon which means
warning. With regards to scenario 3, it can be noted that there
is “no signal words” that are available to cues the end users of
a possible harm. As for the signal icon, the question mark icon
is presented. Generally this icon is a help icon where it will
lead users to a guidance page.

A. Scenario 1

Table 1V indicates H1 that among those who were from
non-technical group, 23 of them found that the icon was more
attractive. Despite more non-technical participants found that
the icon was attractive, the difference for both version was not
statically significant (p = 0.431). The icons used in the warning
were referring to the exclamation mark icon with the shape of a
shield. It can be assumed that most of the participants (43/60)
were attracted to the exclamation mark icon. When the user is
attracted to the security warning, it can help in providing the
users with better understanding of the message in the warning
dialogs.

It can be noted that in standard version, 5 participants from
the technical groups did not understand the risk while 1
participant from the non-technical version claimed that the icon
used did not convey risk. Surprisingly, the number of
participants who understand the risk from the technical group
was lesser than the non-technical group and the difference was
also not statistically significant (p = 0.181).

Icon Understanding Yes No Neutral
Technical 23 5 2
Non-Technical 25 1 4

¥2=3417,p=0.181,df =2

Table VI shows that for the standard version, the result was
statistically significant (p = 0.049). It can be found that the 26
participants with technical background able to understand the
words used easily rather than only 18 participants from the
non-technical background. The words used in the standard
version were name, from, type, publisher and .exe. It can be
noted that there was a difference between the technical and
non-technical participants in understanding the words used in
the security warning dialogs. These results suggest that the
security warnings should minimize the technical jargons in the
text blocks.

TABLE VI. THERE IS NO DIFFERENCE BETWEEN TECHNICAL AND NON-
TECHNICAL PARTICIPANTS IN TERMS OF “THE WORDS USED IN THE WARNING
IS EASY TO UNDERSTAND” (H3) BASED ON SCENARIO 1

Words Understanding Yes No Neutral
Technical 26 1 3
Non-Technical 18 6 6

¥2 = 6.026, p = 0.049, df = 2

B. Scenario 2

Table VII indicates H1 that among those who were from
non-technical group, 20 of them found that the icon was more
attractive. Despite more non-technical participants found that
the icon was attractive, the difference for both version was not
statically significant (p = 0.791). However, we learnt that
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majority of the users (65%) were attracted to the icons and
colors in scenario 2. The icon used in the warning was
referring to the exclamation mark icon.

TABLE VII.  THERE IS NO DIFFERENCE BETWEEN TECHNICAL AND NON-
TECHNICAL PARTICIPANTS IN TERMS OF “THE USE OF VISUAL/GRAPHICS (E.G.
ICONS, COLORS, GRAPHICS) HELPS TO DRAW MY ATTENTION” (H1) BASED
ON SCENARIO 2

Vol. 7, No. 10, 2016

TABLE IX.  THERE IS NO DIFFERENCE BETWEEN TECHNICAL AND NON-
TECHNICAL PARTICIPANTS IN TERMS OF “THE WORDS USED IN THE WARNING IS
EASY TO UNDERSTAND” (H3) BASED ON SCENARIO 2

Words Understanding Yes No Neutral
Technical 21 5 4
Non-Technical 18 9 3

¥2=1516,p=0.468, df =2

Icon Attractiveness Yes No Neutral
Technical 19 4 7
Non-Technical 20 5 5

¥2=0.470,p=0.791, df = 2

It can be noted that in scenario 2, 2 participants from the
technical groups did not understand the risk while 4
participants from the non-technical participants claimed that
the icon used did not convey risk. The results revealed that the
number of participants who comprehended the risk from the
technical group and non-technical group were similar with a
total of 21 participants from each group. It can be noted that
there was no significance difference between both groups as p
= 0.607. These results indicated that for scenario 2, the use of
icon did not help the users in comprehending the risk. This
might be resulted from the highly technical message provided
in the scenario 2 as it contains words such as “active content”,
“ActiveX” and “script”. Studies by [14] revealed that 40% of
their participants rated that they were having problems with
those technical words. The users might be demotivated because
when they read the words and look at the icon, they unable to
comprehend the meaning and relate it to the given cues.

TABLE VIII.  THERE IS NO DIFFERENCE BETWEEN TECHNICAL AND NON-
TECHNICAL PARTICIPANTS IN TERMS OF “THE USE OF VISUAL / GRAPHICS (E.G.
ICONS, COLORS, GRAPHICS) HELPS ME TO UNDERSTAND THE RISK” (H2) BASED

ON SCENARIO 2

This result indicated that the non-technical groups were
having problems in terms of understanding the technical
jargons in computer. Studies by [6] also highlighted the same
issues where their participants were having difficulties with the
technical words.

C. Scenario 3

Table X indicates H1 that among those who were from
non-technical group, 17 of them found that the icon was more
attractive. Even though more non-technical participants found
that the icon was attractive, the difference was not statically
significant (p = 0.670). The differences between technical and
non-technical users who choose “Yes”, “No” and ‘“Neutral”
were not that extensive. The icons used in the standard warning
are the question mark icon. It can be noted that scenario 3
receives the lowest “Yes” score between the three scenarios
presented to the users. It can be noted that the question mark
icon was not an appropriate icon to be used in a critical
message such as an email attachment dialogs. It is supposed to
be a warning icon rather than question mark icon. When such
problems occurs, users’ mental model will shift or learn that
“?” icon means warning rather than help (i.e. incorrect mental
model). This is not a good signal and it might lead to bad
consequences.

TABLE X. THERE IS NO DIFFERENCE BETWEEN TECHNICAL AND NON-
TECHNICAL PARTICIPANTS IN TERMS OF “THE ICONS USED ATTRACT MY
ATTENTION” (H1) BASED ON SCENARIO 3

Icon Understanding Yes No Neutral
Technical 21 2 7
Non-Technical 21 4 5

¥2 =1.000, p=0.607, df = 2

Table IX shows that for the scenario 2, the result was not
statistically significant (p=0.468). It can be found that 21
participants with technical background can understand the
words used easily rather than only 18 participants from the
non-technical background. The message given in the security
warning is “Allowing active content such as script and ActiveX
controls can be useful. But active content might also harm your
computer”. It can be noted that there were 11 participants from
the non-technical background who could not understand the
words in the dialogs.

Icon Attractiveness Yes No Neutral
Technical 15 9 6
Non-Technical 17 6 7

¥2=0.802, p = 0.670, df = 2

It can be noted that in scenario 3, 10 participants from the
technical groups did not understand the risk while 9
participants from the non-technical version claimed that the
icon used did not convey risk. Surprisingly, the number of
participants who understood the risk from the non-technical
group was larger than the technical group however the
difference was also not statistically significant (p=0.866).
These results also had the least “Yes” choice as compared to
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other scenarios. It can be assumed that the question marks icon
did not convey the risk communication in a good manner.
Users might not realised the importance of responding
correctly to the email attachment dialogs since the signal words
and icons are not properly utilised.

TABLE XI.  THERE IS NO DIFFERENCE BETWEEN TECHNICAL AND NON-
TECHNICAL PARTICIPANTS IN TERMS OF “THE USE OF VISUAL / GRAPHICS (E.G.
ICONS, COLORS, GRAPHICS) HELPS ME TO UNDERSTAND THE RISK” (H2) BASED

ON SCENARIO 3

Icon Understanding Yes No Neutral
Technical 15 10 5
Non-Technical 17 9 4

%2 =0.289, p = 0.866, df = 2

Table XII shows that the result was not statistically
significant (p=0.936). It can be found that 22 participants with
technical background can understand the words used easily
rather than 23 participants from the non-technical background.
The words used in the security warnings were trustworthy and
.exe. It can be noted that majority of the participants (75%)
able to understand the words easily. This might be resulted
from the text message that contains the less or minimal
technical words. Hence, both groups of users could better
comprehend the message in the dialog.

TABLE XII. THERE IS NO DIFFERENCE BETWEEN TECHNICAL AND NON-
TECHNICAL PARTICIPANTS IN TERMS OF “THE WORDS USED IN THE WARNING
IS EASY TO UNDERSTAND” (H3) BASED ON SCENARIO 3

Words Understanding Yes No Neutral
Technical 22 5 3
Non-Technical 23 4 3

¥2=0.133,p=0.936, df =2

VI. DISCUSSION

One of the main elements that contributed to the attention
of users towards warnings is the signal icons and signal words.
With the focus of signal words and signal icons, three
hypotheses have been constructed to test the usability of the
security warning dialogs. It can be revealed that from the three
hypotheses for each scenario, only one hypothesis is significant
which is H3 for scenario 1 (p=0.049). Although most of the
scenarios hypotheses are not statistically significant, but it give
some indication and basis on how within small sample of
participants perceive security cues (i.e. icons an words). The
results shows that in terms of icon attractiveness and words
understanding, majority of the participants chose scale of (5-7)
which reflects their high preference (i.e. Yes) regardless of
their study background or major. This result also indicates that
the icons and signal words do attracts both groups and there is
no significance difference between the two groups in
perceiving the signal icon and signal words in general. In
addition, it can be noted that in terms of risk understanding of
security warnings, more users have better awareness when the
exclamation mark icon is presented. Since precaution from
possible malwares attacks is important, security warnings
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should presents an icon that presents caution in more explicit
manner (i.e. rather than using question mark icons which is
meant for help). One of the notable findings from the study is
within scenario 1. It can be found that the non-technical people
have the difficulties in understanding the words (i.e. technical
jargons) in the warning. This results shows that it is important
to have simpler words that can be understood by users. The
similar findings are discovered by [6,14] where they claimed
that technical words in warning dialogs should be easy to
comprehend. Hence it can be summarised that security
warnings should exhibit precise icons with more user-friendly
word that could cater for both technical and non-technical
users.

VII. CONCLUSION

Security warning is a form of communication that would
always be encountered by the end users in order to protect their
computer system from being harmed. The hypotheses results
revealed that there is no difference between the technical and
no-technical participants in perceiving the signal icons and
signal words in most of the scenarios. Although the outcome of
the Chi-square test did not produce a statistically significant
results (i.e. except in one scenario case), the frequency of
participants who opt for scale (i.e. point 5-7 — “Yes”) are
consistently high. It is believed that given the bigger sample
size and different range of end-users’ background might give
different impact in regards to the experiments conducted (i.e.
testing the hypotheses). Having said that, it can be ascertained
that the direction of this research can be expanded further in
order to improve the risk communication. On the other hand, it
can be noted that the total of participants in this survey is quite
low. Given bigger sample size, the results might be different.
In addition to that, the effects of habituation in security
warnings (i.e. with the usage of signal icons and signal words)
potentially can be experimented to find the cause for failure in
attention towards warning. In conclusion, this research has
shown that the signal words and icons in warnings via
symbolism are essential elements in security warnings
presentation. Hence the usability of security warning can be
further improved for a better risk communication.
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Abstract—Web applications have become one of the standard
platforms for service releases and representing information and
data over the World Wide Web. Thus, security vulnerabilities
headed to various type of attacks in web applications. Amongst
those is Cross Site Scripting also known as XSS. XSS can be
considered as one of the most popular type of threat in web
security application. XSS occurs by injecting the malicious
scripts into web application, and it can lead to significant
violations at the site or for the user. This paper highlights the
issues (i.e. security and wvulnerability) in web application
specifically in regards to XSS. In addition, the future direction of
research within this domain is highlighted.
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. INTRODUCTION

Web applications are becoming more important and
growing in number as indicated by web browsers being used
by almost everyone. Web applications have entered all areas,
either for leisure or work, to manage sensitive personal and
financial information [1]. These web applications are always
available from anywhere with an Internet connection, and they
enable us to communicate and collaborate at a speed that was
unthinkable just a few decades ago. However, the presence of
security vulnerabilities of web application can steal private
information (e.g., cookies and session) and perform other
malicious operations, and thus limit the use of applications [2].

XSS vulnerability is among the top web application
vulnerability according to OWASP top 10 vulnerabilities [4].
The vulnerabilities can lead to significant violations at the site
or for the user by injecting malicious scripts to be accepted
later by the user. However, if there is no validation on the input
of the application, then the malicious code can steal sessions,
cookies, or inject and show private data for the user [5,6].

XSS vulnerability is among the top web application
vulnerability according to OWASP top 10 vulnerabilities [4].
The vulnerabilities can lead to significant violations at the site
or for the user by injecting malicious

The focal point of the study is to investigate the problems,
challenges, and approaches to detect XSS vulnerabilities. This
paper summarizes the XSS vulnerability on web application.
Section 1 discusses the concept of web application. Section I11
further explains web application security. Section IV describes

web application vulnerability. Section V and VI narrow the
discussion in regards to XSS and the detection approaches.
Section VII highlights the related work that has been gathered.
Section VIII is a discussion of related work and finally ending
with conclusion and future works.

Il.  WEB APPLICATION

A web application utilizes web and browser technologies to
perform tasks over a network using a web browser [7]. The
web applications are stored on the web servers, where all their
data are stored. Thus, users do not need to spend extra time on
hard drives for installation. Some of the popular technologies
that help software developers create dynamically generated
web pages are PHP, ASP.NET, and Java server pages (JSP)

(8].

PHP is easy to use for learning and for building websites,
whereas PERL syntax is difficult for beginners to handle.
ASP.NET is a product of Microsoft, is only possible in a
Windows machine, and is not free. By contrast, PHP is
completely free and is an open source. JSP is slower than PHP
because JSP libraries are often written for “correctness” and
readability but not for performance. Python hosting is hard to
find and expensive, while cheap PHP hosting is everywhere.
While PHP can mix with HTML in their source code, Python
cannot be mixed with HTML (because it needs a template
library). Therefore, PHP is the most popular scripting language
and is the most commonly used in web applications.

Fig. 1. Usage Statistics of Web Technologies [8]
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Fig. 1 shows that PHP is used by more than 28,782,925
websites, thus making it the most used language. PHP is
followed by ASP.NET. Statistics show that these two
languages dominate all other languages. The number of PHP
websites is greater than that of other websites using other web
technologies. The user chooses the type of technology to build
the website depending on his/her knowledge and the
requirements of the facilities offered by the technologies.
However, the lack of security of PHP web applications is
caused by many programmers’, because they do not have
enough experience in securing their codes, which makes the
applications flawed.

I1l.  WEB APPLICATION SECURITY

Web application security is the practice of safeguarding
confidential information stowed online from unlawful access
and alteration. It is accomplished by imposing strict policies
and practices [12]. In the software domain, security
susceptibility is a flaw which could empower an attacker to
compromise the veracity, accessibility, or confidentiality of a
product. Several web applications set up on the Internet are
subjected to security vulnerabilities. According to [13], more
than 80% of the websites had experienced at least one grave of
vulnerability. Web application security is expected to possess
the security properties mentioned below:

e Input Authenticity: The user input should be
authenticated before its use by the web application.

e State Integrity: The application state should be
maintained unconstrained.

e Logic Exactness: The application logic should be
implemented properly, as conceived by the developers.

A web application can be safeguarded through multiple
means — for example, administering secure configuration,
deploying a secure coding practice, conducting vulnerability
evaluation, and employing a web application firewall.
However, the total safeguard of the application is not possible.
Web applications entail a defence-in-depth tactic to evade and
alleviate security vulnerabilities. According to [14], the
following is the threat model:

e The application is nonthreatening and hosted on a
reliable and hardened infrastructure, i.e. the trusted
computing base.

e The attacker hold the potential to regulate or influence
the contents or the order of web requests directed
towards the web application.

Sometimes, a web application might fail to hold the input
validity property. In such a case, the attacker could initiate an
XSS attack to thieve the session cookie of the victim, thereby
causing an abuse of state integrity property. However, as
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mentioned earlier, an exhaustive safeguard of the application is
impossible. The emphasis of this paper is on vulnerabilities in
input validation, considering that input validity has been noted
as the top security vulnerability for web applications (for
example, XSS and SQL injection) [16]. In the next section, few
of the major vulnerabilities of web applications are outlined.

IV.  WEB APPLICATION VULNERABILITY

Application susceptibility is described as a system
imperfection or weakness which could be manipulated to
compromise the application’s security. Attackers are able to
abuse the application susceptibility to trigger a cybercrime
once they have noted a weakness or vulnerability which can be
overpowered [16]. OWASP is a security community which
emphasizes on enhancing software security. In 2010, it came
up with its annual report that noted the topmost threats and
vulnerabilities in web application development; the report was
updated in 2013 [4]. Here are the 10 key vulnerabilities
identified by OWASP: injection, broken authentication and
session management, XSS, insecure direct object references,
security misconfiguration, sensitive data exposure, missing
function level access control, cross-site request forgery
(CSRF), use of components with known vulnerabilities, and
invalidated redirects and forwards.

XSS is the most susceptible security threat according to the
list [2,4]. The latest report was released in 2013 (Fig. 2), and
there has been no new report after that. Veracode, an
application security enterprise, has released its state of software
security from 2013 until 2015. The report gives information
about the number of vulnerabilities for every web technology
[17]. A study covering the entire web applications noted that
XSS accounts for 25 percent of the vulnerabilities [18].

fTotal

Vulnerabilicy % of

Fig. 2. 2011 vs 2012 vs 2013 Web Application Trends [18]

XSS offers an opening to the invader or hacker to enter the
webserver database, mutilate websites, seize the web browser
of a user remotely, and compel him/her to take an unfamiliar
route [18]. Veracode’s state of software security report
emphasized on application development and scrutinized over
200,000 individual applications from the period October 2013
to March 2015 [16].
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Fig. 3. Comparison of Critical Vulnerability Types [16]

As can be seen in Fig. 3, around 86 percent of PHP and
ColdFusion applications comprised at least one XSS
susceptibility. SQLi is precarious and easy-to-abuse web
application susceptibility. It comprises 62 percent of
ColdFusion and 56 percent of PHP applications. ColdFusion is
feeble when it comes to supporting OOP, and hence it might
jeopardise input validity. Around 58 percent of PHP
applications face issues with credentials management, whereas
73 percent of PHP applications involve cryptographic
problems. According to [18], XSS vulnerability is the foremost
susceptibility among the existing web applications. It is termed
as the foremost vulnerability as it offers the basis for other
kinds of attacks, including CSRF and session hijacking [19].
Moreover, XSS can inflict damage on website users as well as
owners. It easily manipulates and is tough to alleviate. The next
section deliberates and elucidates XSS susceptibility.

V. CROSS SITE SCRIPTING (XSS)

XSS is termed as a key threat to web application security.
Research is in progress to detect an effectual and convenient
mode of analyzing the source code of web applications and
eliminating the threat. XSS is triggered by inserting spiteful
scripts into the application, causing substantial abuses for the
user or at the site. The malicious scripts are inserted at a place
where an application admits user input; in case the input is not
authenticated, the malicious code can thieve cookies or user
accounts, or transfer private information [5,6]. These
contaminated data might comprise portions of HTML code (for
example, JavaScript) which may run into the page being
attacked.

According to [19], there are four classes of XSS attacks: (i)
stored (persistent); (ii) reflected (non-persistent); (iii) induced-
XSS; and (iv) Dom-based XSS. The former two are the most
commonplace, while the latter two are lesser known XSS
attacks.

A. Stored (persistent) XSS

This susceptibility is triggered when the infused malicious
code is forever stored on the victim servers. First, the attacker
attempts to detect susceptibility in the web application so that

Vol. 7, No. 10, 2016

he/she can inject the malicious script. Next, the attacker robs
the confidential information of the users or inflicts other kinds
of damages or risks [19].

The threat is more pronounced when this malicious script is
forever stored on the server. The malicious script is affected
when a user accesses the information by means of the web
application, thus allowing the attacker access to it. According
to [20], the persistent XSS is more menacing and devastating
compared to other types of XSS vulnerabilities. Pure statistical
analysis gives a false positive rate that is on the higher side.

B. Reflected (non-persistent) XSS

There is a difference between reflected XSS attacks and
stored XSS attacks. Reflected XSS attacks manipulate website
elements which reverberate clients’ supplied data, including
forms. The injected code is not located on the server. The
attacker creates a crafted URL that involves a malicious script
code, enticing the victim to believe that the URL is reliable
[21]. The malicious links are delivered to victims through an
email or by embedding the link into a web page which is
located on some other server. The injected code is despatched
to the web server of the attacker once the user clicks on the
link, and the attack is then launched on the target browser.

C. DOM-based XSS

A Dom-based XSS attack is triggered on the client side
[19]. DOM allows dynamic scripts, including JavaScript, to
reference the document’s components — for example, a session
cookie or a form field. Such susceptibility could be triggered
when an active content (for example, a JavaScript function) is
altered by a specially created request, allowing a DOM element
to be manipulated by an attacker.

D. Induced XSS

In an induced XSS attack when a web server has an HTTP
response splitting susceptibility [7]. The attacker is able to
abuse the HTTP header of the server’s response in this case.
Both Dom-based XSS and induced XSS attacks are uncommon
but still mentioned here to ensure the classification is
exhaustive.

In contemporary web applications, XSS is a security issue
that is exploited the most often [16, 17]. Persistent and non-
persistent vulnerability can be observed on either server side or
client side codes. However, DOM XSS is only noted in the
client side [19]. Much research has concentrated on detecting
XSS vulnerability [23, 24, 25, 26, 27]. However, research is
still on to determine an effectual and suitable mode of
analyzing the source code and identifying the XSS
susceptibility in web applications.

VI. DETECTION OF XSS VULNERABILITY

Detecting susceptibility is a process of locating the
weaknesses stated in the application’s source code. Several
web applications utilize the values furnished by users directly
in the HTML exhibited in the browser [22]. This input can be
fashioned to alter the contents of the web page that the victim
can see, thus vesting the control with the attacker. The most
standard approaches to spot vulnerabilities are categorized into
dynamic analysis, static analysis, and hybrid analysis [15].
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A. Static Analysis

Static analysis establishes the fundamental reason behind
the security issue. It can detect errors in the initial stages of
development and before the program is executed for the first
time. The code coverage in static analysis is better compared to
dynamic analysis. However, it is not much accurate as it is
unable to access runtime information for the evaluated program
[15]. Considering the nature of static analysis, approximations
are carried out, which might lead to several false positives, i.e.
reported vulnerabilities which are not truly vulnerabilities. [11]
made a comparison of the different static analysis methods
deployed to find out the various kinds of vulnerabilities from
the program source code (lexical analysis, data flow analysis,
symbolic execution, type inference, and constraint analysis).
The data flow analysis approach is deployed to gather dynamic
data from the source code. Static taint analysis is a special case
of such type of analysis.

B. Dynamic Analysis

Dynamic analysis takes place when a security tool
dynamically strikes the running application on the basis of
thousands of identified vulnerabilities and attack designs [15].
In spite of utilizing static analysis to locate vulnerabilities in
different domains, this method is still ineffective as it has a
tendency to come up with false positive and false negative
outcomes. Dynamic analysis exposes vulnerabilities by
examining the information attained during program
implementation.

C. Hybrid Analysis

The hybrid approach combines static and dynamic analysis,
wherein the dynamic analysis methods build up on the false
alarms of the static analysis methods and offer accurate results.
A technique to assist with security auditing and testing offers
probabilistic alarms on possibly susceptible code statements.

[10] made a comparison of malware detection approaches
on the basis of the dynamic, static, and hybrid analyses. The
outcomes of the rates of detection were compared over a
considerable number of malware families (Zbot, Security
Shield, Smart HDD, Winwebsec, ZeroAccess, Harebot) [10].
The fully static approach is almost effectual in the majority of
the circumstances based on API calls. The outcomes of the
experiment suggest that a forthright hybrid approach might not
be better than a fully dynamic detection or a fully static
detection. Conversely, a static/dynamic methodology does not
provide a steady improvement.

Vol. 7, No. 10, 2016

D. Genetic Algorithm

A genetic algorithm is a search heuristic which simulates
the natural selection process. This heuristic (sometimes known
as a metaheuristic) is usually used to come up with suitable
solutions that can address search and optimization-related
issues. Genetic algorithms are founded on the evolutionary
notions of natural selection and genetics. Thus, they signify an
intelligent manipulation of a random search deployed to
address optimization issues [9]. The elementary genetic
algorithm steps are converted into a pseudocode (Fig. 4).

population = generate_random_population():
for(T 1n vulnerable paths) {
while(T not covered AIND attempt < max_try) {
selection = select(population);
offspring = crossover(selection);
population = mutate(offspring):
attempt = atempt + 1;
¥
3

Fig. 4. Genetic Algorithm Pseudocode [27]

1) Initial population: The most customary kind of
encoding or representing chromosomes in genetic algorithms
is the binary format. The genetic algorithm population is a
suite of likely solutions for a problem.

2) Fitness function: This is the assessment of
chromosomes as to how effective they are at addressing the
issue. The closer the chromosome is to address the issue, the
higher is its fitness value.

3) Selection: This stage intends to choose the fittest
chromosome to reproduce as per certain selection techniques.
A chromosome is chosen as per the fitness value to carry on in
the next generation.

4) Crossover and mutation: This is an offspring produced
by perturbing the chosen candidates using genetic operators —
for example, mutation rate and crossover rate. The crossover
operation combined two chromosomes to reproduce a new
solution with better traits. On the other hand and according to
specific mutation probability, the mutation operation occurs
by altering the chromosome values.

The primary individual population is generated by the high-
quality GA of the individuals. A solution is represented by
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each individual for the problem [3]. Table (1) presents a review
of the approaches, areas of focus, and limitations of detecting
XSS vulnerability.

TABLE I. REVIEW APPROACHES AND THEIR FACILITIES IN DETECTION
XSS VULNERABILITIES
Article Approach Area on focus Limitation
Shar and Static Detection of SQL High false positive
Tan [23] Analysis Injection and XSS rate in their
(JAVA) vulnerabilities. detection results.
- They focused on
: Detection XSS
Toma and Dynam_lc vulnerability and some types of XSS
Islam [24] Analysis applied it during the vulnerability, and
(Javascript) run their results still not
' accurate.
Shar. et al Hybrid Detection SQL It is not accurate as
[25] ! © | Analysis injection and XSS full dynamic or
vulnerabilities. static approach.
PHP Inerabiliti i h
L Genetic
Avaneini | Aporithm + | Detection XSS
ér:e((j:cato Static vulnerability in PHP rTet;feche?jte)c(tss onl
[26] Analysis Web applications. Y.
(PHP)
Genetic
Hvdara et Algorithm + Detection XSS The other language
aly[27] Static vulnerability in is still out side of
' Analysis JAVA. their area.
(JAVA)

As shown in Table 1, [23] use of static analysis still
generates false negative and false positive results; and this
finding is the main limitation of static analysis while it is
executed before the run.

Hybrid analysis combines static and dynamic analyses as a
better approach, but the combined approach was focused on to
benefit from the two types of analyses (static and dynamic)
[25]; nevertheless, it still has some problems in terms of the
accuracy of its result, such as the training data.

In PHP, [26] detected one type of reflected XSS
vulnerability. On the other hand, [27] proposed an approach
based on static analysis with GA on Java web applications.
Their approach combines the detection approach from [26] and
the removal approach from [25]. [27] approach detects XSS
vulnerabilities with significant results as compared with the
approach of [25]. However, their approach is only available for
Java web application.

VII. RELATED WORK

While there are many approaches used to detect XSS
vulnerability in the source code [23,24,25,26,27]. However,
research is still on to determine an effectual and suitable mode
of analysing the source code and identifying the XSS
susceptibility in web applications. [23] proposed an approach
to detect XSS vulnerability by using static analysis in Java web
application. However, their approach still generates false
negative and false positive results; and this finding is the main
limitation of static analysis while it is executed before the run.
On the other hand, [24] construct the JavaScript’s call graph by
using dynamic analysis, in a way to secure the client side of
web application. Dynamic analysis used to find the limitations

Vol. 7, No. 10, 2016

of the graphs art. Then, they evaluated their approach in
regards of accuracy, and the results shown that their approach
is acceptable.

[25] proposed attributes to check the input validation from
SQL injection and XSS vulnerabilities based on hybrid
analysis. They adopted static analysis to classify the nodes and
dynamic analysis to find the vulnerable nodes. However, the
static analysis still imprecise in classification of such nodes.
The authors performed the experiments in six PHP web
applications, and their results seems to be promised in the
future. [26] presented an approach based on taint analysis with
GAs as a method to improve taint analysis. They used taint
analysis to find the vulnerable paths from the control flow of
the program execution. Then, genetic algorithm defines
security test cases by re-sorting the paths that enable the
execution flow to traverse target paths. They employed the
Pixy tool to report the control flow paths from the source code;
these paths represent the target paths for genetic search. As
their approach is only for detecting the reflected XSS
vulnerability in the PHP web application.

[27] used static analysis with genetic algorithm, in a way to
minimize the false positives rate in static analysis results. Their
results minimize the false positive after embed genetic
algorithm with static analysis, and they detect all
vulnerabilities in JAVA web applications. Furthermore, the
detection of vulnerabilities before run the program for the first
time will minimize the threats on applications, rather than
dynamic analysis which requires the actual run of the program,
and that may leads to security vulnerabilities if they do not
detect it quickly.

VIIIl. DiscuUssION

We discussed the general approaches used to detect XSS
vulnerabilities and differentiate their methods in detecting XSS
vulnerabilities in Table 1. [26,27] used genetic algorithm with
static analysis in a way to decrease the false positive rate in
their results. [26] detected one type of reflected XSS
vulnerability in PHP web applications using static analysis and
GA. However, their approach will be argued because some
paths in the source code cannot be executed. To detect XSS
vulnerabilities without any false positive results, they need to
remove the infeasible paths from the control flow graph. Once
they remove the infeasible paths, they will detect the actual
XSS wvulnerability from the source code without any false
positive in their results. [27] detected the three types of XSS
vulnerability. While they detected all XSS vulnerabilities in
Java source code, their approach still reveals false positive
results. Therefore, the removal of the infeasible paths help to
minimize the false positive results, because when the GA
generator runs only on the feasible paths, it will be more fast
and accurate to find the results. Therefore, to complete the
approach of using GA with static analysis, the researchers
should remove the infeasible paths from the control flow
graph, in a way to minimize the false positive rate in their
results.

IX. CONCLUSION

Web applications have been deployed to the public with
unexpected security holes. The reason for these security holes
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is mainly the short time frame of this program’s development.
Although research on security programs is modern, effective
solutions are highly demanded because of the importance of
creating programs that are secure and less vulnerable to attacks.
Cross-Site Scripting (XSS) vulnerability is one of the most
common security problems in web applications. It can lead to
the stealing of cookies and user accounts and to the transferring
of private data if the input is not validated. While there are
many studies have been conducted to address problems related
to XSS vulnerability, but their results seems to be not efficient
to address the problem as well. Static analysis still contains
many false positive and the dynamic analysis still need to
improve the accurateness of the results. However, the hybrid
approach is not efficient as the fully static or dynamic
approaches. On the other hand, genetic algorithm used to detect
XSS vulnerability. Genetic algorithm successes to detect all
XSS vulnerability in JAVA web application without any false
positive results. However, when the researchers implement it in
PHP, their results still contain many false positive results,
because they did not remove the infeasible paths from the
Control Flow Graph.

The future work should involve the removal stage of the
infeasible paths from the control flow graph that will lead to
minimize the false positive rate in their results and to detect all
XSS vulnerability from the source code as well. Since GA has
proven to be effective in detection of XSS vulnerabilities, it
can used for other web security vulnerabilities, such as (SQL
Injection, insecure direct object references and cross-site
request forgery).
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Abstract—One of the top challenging problems in data mining
domain is the distributed data mining (DDM) and mining multi-
agent data. In distributed environment, classical techniques
require that the distributed data be first collected in a data
warehouse which is usually either ineffective or infeasible. Hence,
mining over decentralized data sources can overcome such issues.
Rule-based classifiers involve sharp cutoffs for continuous
attributes. Fuzzy Logic System (FLS) has features that make it
an adequate tool for addressing this shortcoming effectively and
efficiently. In this paper, a framework for a Parallel Fuzzy-
Genetic Algorithm (PFGA) has been developed for classification
and prediction over decentralized data sources. The model
parameters are evolved using two nested genetic algorithms
(GAs). The outer GA evolves the fuzzy sets whereas the inner GA
evolves the fuzzy rules. During optimization, best rules are only
distributed among agents to construct the overall optimized
model. Several experiments have been conducted over many
benchmark datasets. The experiment results show that the
developed model has good accuracy and more efficient in
performance and comprehensibility of linguistic rules compared
to some models implemented in KEEL software tool.

Keywords—Fuzzy Classification; Rule-Base; Fuzzy Logic
System (FLS); Genetic Algorithm; Distributed Data Mining (DDM)

l. INTRODUCTION

Data mining, generally, can be described as the process of
transforming knowledge from data format into some other
human understandable format [1]. This knowledge discovery
process has many domains and application areas such as in
bioinformatics [2], business analytics [3], text analysis [4],
web data analysis [5], health care [1] and many other domains
where there is scope for hidden information retrieval.

In literature, data mining systems can be categorized
according to data type, data model, task/knowledge type, or
exploration technique [1][6]. One form of data mining tasks
and Machine Learning (ML) techniques is classification.
Classification and prediction are forms of data analysis in
order to construct models for describing important data classes
or predicting future data trends [7][8]. A classifier model is
constructed to predict categorical (discrete, unordered) labels
while a predictor model is constructed to predict ordered or
continuous valued function. These constructed models give
better understanding of the data at large. For example, a
marketing manager of a car agency may ask to construct a
classifier model to predict to what degree a customer will
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accept buying a particular car, given the car profile.

Data mining has some challenges. One of the top
challenging problems in data mining domain is the distributed
data mining (DDM) and mining multi-agent data [9]. In
distributed environment, classical techniques require that the
distributed data be first collected in a data warehouse [6]. This
Collection of huge volume of data is usually either ineffective
or infeasible for many reasons. For example, this may
encounter problems belongs to privacy and sensitivity of data
in addition to the costs in storage, communication, and
computation. Hence, mining over decentralized data sources
can overcome the above issues and help to reach all network-
related domains. For distributed environment, numerous
techniques have been developed for data classification and
prediction in order to discover knowledge from distributed
data effectively and efficiently [10][11][12]. However, no
single data mining technique has been proven appropriate for
every domain and dataset [6].

Rules are one way for representing information or bits of
knowledge. Rule-based classifiers use a set of IF-THEN rules
for classification [13]. However, rule-based classification
systems have the shortcoming that they involve sharp cutoffs
for continuous attributes. Fuzzy Logic System (FLS) has
attractive features that make it an alternative tool to tackle this
issue in designing data mining systems performing rule-based
classification effectively and efficiently [6].

In this paper, FLS features are explored in next section. In
third section, Genetic Algorithms (GAs) are presented as an
example of evolutionary computing algorithms (EAs) for
evolving fuzzy rule-base. In fourth section, an optimized
Parallel Fuzzy-Genetic Algorithm (PFGA) is developed for
classification and prediction over decentralized data sources.
In fifth section, results of conducted experiments are provided,
analyzed and discussed compared with some classification
models implemented in KEEL software tool. Finally, a
conclusion is presented.

Il. Fuzzy LoacIc SYSTEMS (FLSS)

One highly successful theory in Computational
Intelligence (Cl) techniques is fuzzy set theory [14]. The
design of FLS was one of the largest application areas derived
from fuzzy set theory. FLS have demonstrated their superb
ability as system identification tools and has enjoyed wide

161|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

popularity in computer science and engineering as an
advanced Artificial Intelligence (Al) tool and control
technique [15] [16]. The strength of FLS lies in its expressive
power and flexibility to handle a complex system even if no
precise mathematical model of the underlying processes is
available [17]. The key issue resolves around designing the
required input and output fuzzy sets that define the semantic
of the domain. FLS domains are characterized by linguistic
labels rather than by numbers. Hence, FLS is frequently
considered as computing with words rather than numbers [17].
This descriptive approach, generally, are suitable for handling
the issues related to understandability of patterns, incomplete
or noisy data, and can provide approximate solutions faster
[18].

As graphically shown in Fig. 1, a general-purpose FLS
consists of four generic components. It works by encoding an
expert’s knowledge into a set of IF-THEN fuzzy rules, which
are smoothly interpolated, and the resultant is defuzzified to
give the desired behavior in terms of crisp output. Each fuzzy
rule is specified as either a trapezoid, triangular, logistic, bell
shape, or some other functions, and assigned to some range of
input variable. Common sense can provide good estimates for
fuzzy sets and membership functions to be associated with
each linguistic input and output variables. However, it is the
task of the human domain expert to define the function that
captures the characteristics of the fuzzy set. Since it tolerate
imprecision, FLS is an attractive technique for feature
classification because a given feature may have partial
membership in different classes. Recent work by data mining
researchers has shown that the qualitative nature of FLS
makes it a formal tool for constructing classifiers that deal
with problems characterized by pervasive presence of
uncertainty. For example, Fuzzy-based classifier has been
applied successfully in data mining for Hepatitis [19], and data
mining for intrusion detection [20]. Fuzzy-based classifier,
generally, consists of a set of fuzzy linguistic rules as
sentences rather than equations. These fuzzy linguistic rules
are easier understood than systems of mathematical equations.

A FLS, generally, is known as knowledge-based system.
The Knowledge Base (KB) not only has the rule-base but it
also has the fuzzy sets and membership functions of the fuzzy
partitions associated to the linguistic input and output
variables. Therefore, this specifies a clear distinction between
the fuzzy model structure and parameters as defined in
classical knowledge discovery techniques [21]. Although the
above generic components are common features to all fuzzy-
based systems, many design options exist based on this
structure[15].

_____________________________________

1 1
i Knowledge |
! Rase (KR) 1
! |
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Fig. 1. The structure of a Fuzzy Logic System (FLS) and its components
interconnections

Mamdani and Assilian produced the first FLS for control
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in 1975 [21]. This type of FLS forms the basis for all types of
FLS. It is derived directly from available heuristic control
strategies mimicking the control knowledge of a human
expert. FLS is statically described by linguistic rules [14]. The
output fuzzy sets utilized in Mamdani-type FLS are singletons
or combinations of singletons, where the combinations are
achieved through application of fuzzy set operators. However,
FLS generally has the advantage of allowing two design
approaches. The first design approach is applied for real-world
applications where the human expert knows the appropriate
system response, given particular input variable scenarios. In
this case, the FLS parameters can be specified, and they are
static (e.g., [22]). This contrasts with Artificial Neural
Network (ANN) approaches, where the user is in no position
to specify weights values, even if the appropriate system
response is known.

The second approach in FLS design is applied for real-
world applications where the system response is not known. In
this case the FLS parameters can be optimized through
learning using some CI techniques such as EAs or ANN
strategies, until the overall FLS response matches the desired
behavior [23]. Since it is the most natural approach, the use of
EAs strategies in designing FLSs is currently a hot topic in
classification area and has been largely extended in the last
few years to face the tradeoff between interpretability and
accuracy as both requirements are clearly in conflict [21]. The
developed framework in this paper adopts the second
approach in design and utilizes Pittsburgh approach in
learning. However, a structure of nested GAs is developed for
encoding the whole KB definition such that the performance
of the optimized model proposed fits the desired efficiency
and accuracy.

I1. EVOLUTIONARY ALGORITHMS (EAS)

Optimization is a classical problem in several domain such
as in Economy and Biology among others [24]. Analytical
techniques were popularly used to solve optimization
problems efficiently. However, alternative and competitive
methods in CI techniques have appeared such as EAs. EAs
have been applied to a wide range of problem areas such as
control, function optimization, regression, classification and
clustering [14]. One of the most common EAs strategies is the
GA. GA generally combines adaptive heuristic search along
with mathematical analysis to find approximate or even true
solutions for optimization problems. The technique of GAs
not only provides alternative methods for solving optimization
problems, but it also consistently outperforms other classical
methods in most of these problems [25].

The basic concepts in designing GAs follow the principle
of survival of the fittest. This principle is inspired by natural
selection and natural genetics which is first laid down by
Charles Darwin. Although the steps of designing GAs are
simple to understand and not difficult in coding, designing a
suitable GA for a real-world task is a nontrivial exercise and
almost an art [14][25]. However, design a GA has the
exploration-exploitation tradeoff due to the interactions
between the representation, selection, reproduction, mutation,
and replacement operations. The high consumption of
computational resources besides this tradeoff has been the
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source of active research directions to discover alternative EA
strategies [14].

From coding mechanism’s perspective, genetic rule-based
algorithms in DM can be categorized into three approaches.
The first approach is known as “Pittsburgh” approach where
each individual encodes a rule set and the best individual in
final population represent the rule-based classifier. The second
approach is known as “Michigan” approach, where each
individual encodes a single rule and the final population
represents the rule-based classifier. The third approach is
known as Iterative Rule Learning (IRL) approach, where each
individual also encodes a single rule but each rule of the rule-
based classifier is obtained from each run [8]. The developed
framework in this paper utilizes Pittsburgh approach in
learning, as mentioned earlier.

V. PROPOSED PARALLEL FUzzY-GENETIC ALGORITHM
(PFGA) FOR CLASSIFICATION AND PREDICTION

A. Fuzzy Logic Classifier & Predictor

The behavior of the FLS is determined by a number of
parameters such as the fuzzy sets, the membership functions,
and the structure and entries in the Fuzzy Associative Memory
(FAM) matrix or fuzzy rules. In addition, some FLSs include
parameters that assign a weight for each fuzzy rule to indicate
its relative importance in the overall FLS behavior. All of
these parameters are possible candidates for optimization
using EA strategies, for example. However, it’s a daunting
task for code developers to design a FLS that optimizes all of
these parameters. In this research, the fuzzy sets and the fuzzy
rule-base are both the candidates for optimization since they
have the most influence in determining the FLS behavior.

A classifier or predictor model is a decision rule that
assign a class to every data point in attribute/feature space.
Expert knowledge, in classification and prediction domain,
can be effectively used to design a FLS as a set of flexible
overlapping fuzzy rules that can be evolved in order to
construct an adaptive model that approximate human
reasoning in this domain. The fuzzy rules actually represent
direct linguistic description of the particular relationships
between the given attributes/features and their assigned class.
Equation (1) represents the general form of a fuzzy rule:

R;: IF (x; = A)AND ... AND(x, = A,) THEN (y = C) (1)
Where: R;is fuzzy rule label number i in rule-base

n is the number of attributes in dataset

Xi,..-, Xp @re input linguistic variables

y is the class linguistic variable

Ag,..., A, are terms in input domains

C is the assigned class term in output domain

For example, one of the evolved fuzzy rules that predict
the customer acceptability degree for buying a particular car,
given the car profile, specify “IF (buying=MED) AND
(safety=HIGH) THEN (acceptability=ACC)". In this research,
the input attributes/features of a dataset are assumed to be of
equal importance and independent of one another. However,
the types and the number of membership functions defining
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the fuzzy sets utilized for particular attribute is attribute
dependent. For continuous attributes, triangular and trapezoid
membership functions are selected with symmetry and initial
overlap degree criteria of 25% [15] since they are
computationally efficient in real-time FLS [6]. Moreover, a
range of 3 fuzzy sets is utilized for input variables whereas a
range of 5 output rules is utilized as this provides adequate
resolution without excessive computational cost. For discrete
variables, a singleton membership function is selected in
representing discrete domains.

Simplicity of design has been imposed, so the fuzzy rules
are assumed to be of equal importance. Hence, all fuzzy rules
in the rule-base are used with equal weighting. However, the
size of the rule-base is controlled by the size of a dataset. For
datasets having more than 1000 tuples, the rule-base is limited
to minimum 10 fuzzy rules and maximum 25 fuzzy per agent.
Otherwise, the rule-base is limited to minimum 5 fuzzy rules
and maximum 15 fuzzy rules per agent. This control approach
is necessary in order to avoid ignorance or explosion in case
of too small rule-base size or too large rule-base size,
respectively, which may results in undesired rules degrading
both the accuracy and the interpretability. However, a rule-
base size for particular dataset can be computed as a function
of its attributes and tuples sizes.

For a low cost in storing fuzzy rules, virtual
multidimensional FAM matrix approach is used in this
research alternatively to multidimensional FAM matrix of
fixed dimension. In this approach, higher-dimensional spaces
are separated into two dimensions matrices and only the
actually used entries are stored. Hence, no need to allocate the
full multidimensional FAM matrix since a fuzzy rule is
represented by index information that specifies its location in
the virtual matrix. By using this approach, flexible FAM
matrix structuring is allowed since rule entries are stored
consecutively with variable number of inputs and the storing
order becomes insignificant. In addition, huge benefits are also
allowed when using this approach such as flexibility,
implementation simplicity, ability to handle FAM matrices of
arbitrary dimension, and ability to handle multiple lower-
dimensional FAM matrices simultaneously. Furthermore, this
approach allows for a very compact implementation for the
defuzzification process. The firing strength for a FAM entry is
computed using the rule of minimum membership degree
values as:

wi = min{uAl (xl)' o Hay, (xn)} (2)
Where: n is the number of attributes in dataset

Xy,..-, Xp @re input linguistic variables

i is fuzzy rule number in rule-base

Ha, Is the membership function of fuzzy set A;
w; is the firing strength of i" fuzzy rule

However, if a membership function for each output fuzzy
set is defined as:

tic,(vi) = output membership set 3)
Where: i is fuzzy rule number in rule-base

y; is the class linguistic variable in i fuzzy rule
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Hc, is the membership function of fuzzy set C;

Thereafter, the overall FLS response is computed from the
defuzzification process for n output membership fuzzy sets as:

lel(wixuci(yi))
Wi

Where: n is the number of total current active rules

(4)

output =

(w; X pg,) is the height defuzzification

The height defuzzification method is generally referred to
as “clipped center of gravity”. This method is computationally
efficient in real-time FLS compared to other methods such as
the “center of gravity” or “centroid” defuzzification method,
where the output is a combination of centroids for each
overlapping fuzzy membership function. Moreover, it is
highly recommended since it utilizes better use of the
information in the output distribution and generates unique
fuzzy centroid [26].

B. Evolved Fuzzy Logic Classifier & Predictor

Normally, a FLS is not adaptive since it has no learning
ability in itself. In addition, the design of FLS for certain real-
world application is considered as knowledge-intensive and
time-consuming. This is due to the rapid increase in the
possible combinations of FLS parameters in the KB such as
the fuzzy rules, fuzzy rule structure, the number of input and
output variable dimensions, fuzzy membership types, number
of fuzzy sets per variable, and so on. Hence, FLS is a suitable
domain to apply EA or ANN learning strategies to form a
hybrid system in order to find an optimum set of fuzzy rules to
finally get the desired behavior (e.g., [27]). The real-world
application addressed in this research is how to automate the
process of designing FLS parameters for a dataset
classification and prediction algorithm in distributed
environment. Therefore, a framework for a Parallel Fuzzy-
Genetic Algorithm (PFGA) has been developed in this paper
to evolve the parameters of the FLS that is designed for
classification and prediction over multi-agent dataset in
decentralized data sources.

The general structure for a FGA agent process is
graphically shown briefly in Fig. 2. As shown, the main role
for each FGA agent is to construct its local model from the
input dataset. In order to construct its local model, the FGA
agent uses 70% of the dataset tuples along with their
associated class as training data while 30% of the dataset
tuples are kept separately independent and used as testing data
for validation. The k-fold cross-validation is not used since it
has some limitations [28]. The local model parameters of the
FGA agent are evolved using two nested GAs. The outer GA
evolves the fuzzy sets whereas the inner GA evolves the fuzzy
rules. Hence, the chromosome of the outer GA encodes the
fuzzy sets whereas the chromosome of the inner GA encodes
the fuzzy rules. The global collaborative objective to be solved
by the FGA agents is to interact to get the best formation of
fuzzy sets and fuzzy rules that best describe and classify the
dataset in a more efficient manner than one single FGA agent
could. Fig. 3 shows graphically the nested GAs architecture
developed for a FGA agent. In this figure, outer GA has
population of N; chromosomes whereas inner GA has

Vol. 7, No. 10, 2016

population of N, chromosomes. Given a set of fuzzy rules
Ri={Ry,...,Rn}, a pseudo-code to design the inner GA is given
below:

1) Initialize population of N, chromosomes.
2) fori=1to maxGeneration do
a) Evaluate fitness of all chromosomes
b) Select N,/2 parents for reproduction using
roulette te wheel selection
c) Perform crossover operation on the selected
pairs at some random point along each
chromosome with probability P,
d) Perform mutation operation randomly with
small probability P,
e) Replace the old population P; with the new
population P;.; using elitist strategy
end for

Local Model

&~ Input Output
Local D.M —p> (Fuzzy Classification/
Dataset processing Prediction Rules)

Fig. 2. The brief structure of a FGA agent constructing its local model from
the dataset

Since the inner GA evolves fuzzy rules, the inner GA
chromosome is designed such that it encodes a rule-base. The
encoding scheme here represents each fuzzy rule as an integer
array of fixed length equal to size of dataset tuple along with
its assigned class. The integer elements in this array represent
key values indexing the fuzzy sets utilized in the fuzzy rule, in
order. The integer representations of all fuzzy rules are then
strung together to form a single and variable-length array of
fuzzy rules indices that constitute the inner GA chromosome
encoding the rule-base. However, the approach mentioned
earlier for controlling the rule-base size has been imposed.
Fig. 4 graphically illustrates an example for designing an inner
GA chromosome for a dataset having 2 attributes along with
its associated class. In this example, the inner GA
chromosome is assumed encoding a rule-base having 3 fuzzy
rules, with respect to fuzzy sets keys shown in figure. Each
inner GA chromosome, or complete FAM matrix, is then
evaluated against the fitness function and the normal
operations of selection, crossover, mutation, and replacement
are applied.

However, in order to evaluate candidate solutions in inner
GA, a chromosome from the outer GA must be utilized since it
encodes the fuzzy sets definitions required in evaluating the
rule-base encoded to obtain the accuracy of classification or
prediction. In this case, the fitness function can be simply
defined as the testing error:

Outer GA:| 1] [ ], Ny population

|l
Chromosome encodes Fuzzy Sets for each attributes
Inner GA: [ ][] '

Chromosome encodes Fuzzy Rules

] , Ny population

Fig. 3. The structure of nested GAs that evolves local model parameters of
FGA agent
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Keys:

0: Insignificant (1)

1: Low (L) -1: not Low (not L)

2: Medium (M) -2: not Medium (not M)
3: High (H) -3: not High (not H)
Rule-base:

R ©IF (x =L) AND (x =not L) THEN y=H
R 1 IF (x =M) AND (x =H) THEN y=L
R 1 IF (x =not M) THEN y=L

Fig. 4. Example of designing inner GA chromosome encoding rule-base of 3
fuzzy rules

f=2 ()

Where: e is the classification error

However, in case of prediction, the testing error fitness
function can be defined as:
f=1-E (6)
Where: E is the root mean squared error (%)

w

For selecting potential inner GA chromosomes for
reproduction, the strategy of roulette wheel technique is
utilized due to its implementation simplicity [25]. In this

B AT S '
| |
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strategy, the probability of selecting particular individual
chromosome is proportional to its fitness. When selecting
parents for reproduction, a single-point crossover operation is
applied. In this operation, all fuzzy rules beyond that point in
either individual chromosome are swapped. The crossover
point on either individual is selected randomly and
independently between encoded fuzzy rules borders. The
resulting individuals are the offsprings. However, once upon
again, the control approach for the size of a rule-base encoded
in inner GA chromosome must be preserved for the reasons
mentioned earlier. Fig. 5 graphically shows an example of
single-point crossover operation between two inner GA parent
individuals P, and P, having chromosome sizes of 3 and 5
fuzzy rules, respectively. In this example, the crossover point
for parent P, occurred between fuzzy rules R; and R, whereas
the crossover point for parent P, occurred between fuzzy rules
R’, and R’5. As shown in figure, the reproduction between P,
and P results in two offsprings O; and O, having equal size of
4 fuzzy rules.

To preserve and introduce genetic diversity, mutation
operation is applied through generations. In this operation,
inner GA chromosome is modified per key entry with small
probability. To maintain useful genetic diversity and to
improve inner GA performance, elitist strategy for replacement
is applied. In this strategy, the fittest individuals are selected to
replace the old population.

nd
2 random crossover point

3 a4 5

R, I R, | R, | R
|

Offspring O,

Offspring 0,

Fig. 5. Example of single-point crossover operation in inner GA where crossover points can be different positions

Given a set of n attributes x;={Xy,..., X,} along with its
associated class attribute y of a particular dataset, a pseudo-
code to design the inner GA is very similar to the pseudo-code
of inner GA mentioned above. However, the structure of outer
GA chromosomes is dissimilar to the structure of inner GA
chromosomes since outer GA evolves fuzzy sets whereas
inner GA evolves fuzzy rules. Hence, outer GA chromosome
is designed such that it encodes the fuzzy sets utilized in
dataset attributes along with its associated class attribute. The
encoding scheme here represents each attribute as an array of
features defining the membership functions selected for the
fuzzy sets utilized. Fig. 6 illustrates an example designing a
structure encoding 3 fuzzy sets named “LOW” (L),
“MEDIUM” (M) and “HIGH” (H) utilized for a continuous
input attribute. In this example, triangular membership
functions are selected to represent the fuzzy sets utilized,

where fuzzy set L, M, and H are represented by left, regular,
and right triangular membership functions, respectively. As
shown in figure, the structure of the fuzzy sets utilized is
represented as an array of the features defining their
membership functions selected. These membership function
representations for each attribute are then strung together to
form a single and fixed-length array of features that constitute
the outer GA chromosome encoding the overall fuzzy sets.
Fig. 7 graphically shows the general structure of outer GA
chromosome. However, fuzzy sets utilized are attributed
dependent, as mentioned earlier.

The difficulty with outer GA is how to evaluate the fitness
of candidate solutions. The fitness of each outer GA
chromosome cannot be computed in isolation from the inner
GA chromosomes since fuzzy sets encoded in outer GA
chromosome are contributing in the evaluation of the rule-base
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encoded in inner GA chromosomes. A simple solution to this
problem is to construct generational fitness regions in inner
GA by arranging the fitness of all inner GA chromosomes in
equal size regions each generation. The fitness function for an
outer GA individual is then can be defined as the average
fitness of the majority region. Hence, each outer GA
chromosome is evaluated against the fitness function and the
operations of selection, crossover, mutation, and replacement
are typically applied.

[<5)

o

5

©

a1 0

= 1

3 L M H
g, i

=

b1 a2 Cl bz a3 C2 b3
Domain

Fig. 6. Example of designing a structure encoding 3 fuzzy sets defined by
triangular membership functions utilized for continuous input attribute
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B s L et T .
size I 1 size |,
|
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Fig. 7. The general structure of outer GA chromosome encoding fuzzy sets
utilized in all dataset attributes along with its class attribute y

Similarly to inner GA, the outer GA utilizes the strategy of
roulette wheel technique in selecting potential chromosomes
for reproduction. In addition, outer GA applies single-point
crossover operation in reproduction. However, in contrast to
inner GA, the randomly selected crossover point in outer GA,
on either individual, must have identical position between
encoded attributes borders to preserve encoded fuzzy sets
from being distorted. Fig. 8 graphically shows the single-point
crossover operation in outer GA between two parent
individuals P; and P, having fixed chromosome size of n
attributes along with its associated class attribute. In this
figure, the encoded fuzzy sets FS;={FS;,..., FS,.1} define the
corresponding n input attributes along with the associated
class attribute, respectively. As shown in figure, the crossover
points for parents P, and P, have identical position and the
reproduction results in two offsprings O; and O, having
permanently identical size to their parents. Moreover,
similarly to inner GA, the outer GA applies mutation and
replacement operations through generations. Hence, outer GA
chromosome is modified per feature entry with small
probability and old population is replaced using elitist
strategy. However, limits of fuzzy sets in domain must be
preserved during mutation operation.
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|
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_________________________________

Fig. 8. Single-point crossover operation in outer GA where crossover points must have identical position

Fig. 9 graphically illustrates the detailed structure of a
FGA agent showing its components and the interconnections
between these components. As shown in figure, the FGA
agent consists of two components namely, FLS and nested
GAs. In this figure, the FLS uses the nested GAs in learning
its KB to get the desired response. As can be seen, the FGA
agent uses the structure developed to evolve best parameters
in constructing its local model that best describe and classify
the local input dataset. However, for a dataset distributed over
decentralized sources, a Parallel Fuzzy-Genetic Algorithm
(PFGA) framework has been developed. In this framework, all
FGA agents are contributing and cooperating in parallel for
constructing the final model that best describe and classify the

overall distributed dataset. Fig. 10 graphically shows the
structure of PFGA. As can be seen, all FGA agents are first
allowed to construct their local models, as mentioned above.
During the construction of local models, all FGA agents are
allowed to exchange only their best fuzzy rules evolved each
particular number of inner GA generations. For simplicity, the
distribution strategy for fuzzy rules among FGA agents is
applied sequentially and anticlockwise. By using this simple
coordination strategy, changes to FGA agents are not only
driven through genetic recombination and mutation but also
driven through learning from FGA agent peers. In addition,
the search process is not only guided by the fitness function
but also guided by the interaction among peers.
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Local DM processing

e nput| | !

— FLS — Local Model
S D

Fig. 9. The detailed structure of a FGA agent constructing its local model
from the dataset

As can be also seen, local models of all FGA agents are
finally aggregated in order to construct the final model. The
adopted aggregation strategy keeps the most common fuzzy
rules evolved in local models that give best accuracy and
performance whereas eliminates redundant, conflicting and
badly-defined fuzzy rules that perturbs the accuracy and
performance. To summarize sequence of operations required
for these tasks, a pseudo- code for the PFGA is given below:

# FGA agent,

Local Models
Aggregation

] FGA agent, |mmmnteh (Local Model, ) s
: % 1 A
i [0d %: 1
° ' ° =l o !
° i s 58 °
° p ;Lm ®* A
| 5] 1 1
: o > 1
e~ Input,
| FGA agent, Local Modeln
1
1
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1) Initialize nested GAs environments in all FGA agents
2) Inparallel, build local model per FGA agent:

a) Run through outer & inner GAs populations of N; &
N, individuals respectively and assign each pair of inner-outer
GAs individuals to a FAM representing candidate solution.

b) Input a FAM matrix to classify or predict the training
dataset.

¢) Evaluate current individual of N, but evaluate current
individual of N; each complete generation of N.,.

d) Each particular number of inner GA generations,
exchange best fuzzy rules evolved among FGA agents.

e) If a prespecified termination condition is satisfied,
stop algorithm execution. Otherwise, apply genetic operations
to inner & outer GAs individuals, respectively, then return to
step (2-a). In experiments conducted, total number of inner GA
generations (Ng) is used as a termination condition.

3) Aggregate most common and good fuzzy rules evolved
in all FGA agents to construct the final model.

Output
-I—b Final Model

Fig. 10. The structure of PFGA that accepts a datasets distributed over decentralized data sources and construct the final model from these cooperative local

models of FGA agents

By using the developed framework, storage cost exists in
classical knowledge discovery techniques is avoided since
distributed datasets are not required to be collected in a data
warehouse. In addition, since fuzzy rules are the only thing
allowed to be exchanged, many issues such as communication
cost, privacy and sensitivity of data are tackled effectively and
efficiently. Furthermore, the parallelism and cooperation exist
in this framework allows FGA agents to construct the final
model in a more efficient manner than one single FGA agent
could.

V. EXPERIMENTAL RESULTS AND DISCUSSION

The following results were obtained from a series of
experiments conducted using the developed PFGA framework
described above, to evolve a model that best describe and
classify a distributed datasets. The series of trial runs were
performed on i5-3.2 GHz ( x 4) system running 32-bit
Windows 7 ultimate and having 4.00 GB ram. The

performance of the proposed algorithm is measured using two
different population sizes, two different numbers of FGA
agents and three different policies for best fuzzy rules
exchange among these agents. Five different benchmark
datasets, listed in Tablel, were employed in trial runs which
were available from the dataset repository of Knowledge
Extraction based on Evolutionary Learning (KEEL) [29]. The
trial runs involve using the proposed algorithm against two
evolutionary fuzzy rule learning algorithms implemented in
KEEL software tool version 3.0 with P.=0.5 and P,,=0.1 [30].
In classification, the proposed algorithm is used against the
Fuzzy Hybrid Genetics-Based Machine Learning (FH-GBML)
algorithm [31]. In prediction, the proposed algorithm is used
against the Genetic-Base Fuzzy Rule Base Construction and
Membership Function Tuning (GFS-RB-MF) algorithm [32].

In the first set of experiments, a population size N;=N,=20
is used. In the second set of experiments, a population size
N;=N,=40 is used. For each population size, six experiments
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are conducted per dataset then repeated five times to study how
the population size (N;, N,), number of agents (N,), and the
exchange policy for best fuzzy rules among these agents affect
the system behavior.

In each of these six experiments, the system is allowed to
run first for Ng=500 then for Nyg=1000. For each of these inner
GA generations numbers (Ng), computational experiments are
performed to examine various specifications of FGA agents
numbers (N.) along with different exchange policies for best
fuzzy rules among these agents in different intervals of Ni.
More specifically, the examined numbers of FGA agents N.=
5, 10 whereas the examined exchange policies for best fuzzy
rules among these agents are: “No Exchange” (Pol,),
“Exchange each 5 generations” (Pol,), and “Exchange each 10
generations” (Pols). The best fitness parameter is recorded for
each generation. The average of best fitness parameter is then
computed for the total of twelve experiments conducted per
dataset, resulting in 500 and 1000 values when using Ng=500
and Ng=1000, respectively. A time series of this averaged
parameter is then plotted using the number of inner GA
generations (Ng) for time axis. Specifically, the average fitness
is computed for the twelve experiments conducted using the
PFGA framework and the average fitness is computed for the
experiments conducted using the FH-GBML and GFS-RB-MF
algorithms.

TABLE I. LIST OF DATASETS EMPLOYED IN EXPERIMENTS
Name of Number of Number of attributes Number
Dataset instances (Real, Integer, Nominal) of classes
Banana 5300 2 (2/0/0) 2
haberman 306 3 (0/3/0) 2
saheart 462 9 (5/3/1) 2
car 1728 6 (0/0/6) 4
plastic 1650 2 (2/0/0) -

Fig. 11 shows the results when a population size
N;=N,=20 is used in classifying “banana” dataset for Ny=500
and N,=5. As can be seen, the best fitness almost reached the
same level when using the three exchange policies for best
fuzzy rules in PFGA framework. However, it can be also seen
that Pol, policy outperforms other exchange policies for best
fuzzy rules in short run. The reason is that the FGA agents do
more exploitation for best fuzzy rules in short interval of
times. Moreover, the same figure shows that the convergence
time for PFGA framework is slower than the FH-GBML
algorithm. This is due to the slow exploration in real
attributes. On the other hand, Fig. 12 shows the results when
a population size N;=N,=40 is used in classifying “banana”
dataset for Ng=1000 and N,=5. As can be seen, the Pol; policy
performs better in long run and almost reached best fitness
value of 0.78. The reason is that using larger population size
increases the diversity and, consequently, the exploration for
better solutions by FGA agents that exploit best fuzzy rules in
short interval of times.

Fig. 13 shows the results when a population size
N;=N,=20 is used in classifying “haberman” dataset for Ny=
and N,=10. As can be seen, the best fitness almost reached a
value of 0.74 after 20 generations in PFGA framework when
using policies that exchange best fuzzy rules among FGA
agents whereas it reached a same value after 80 generations in
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a policy that doesn’t exchange best fuzzy rules among FGA
agents. This highlights the importance of exchanging best
fuzzy rules among FGA agents. As can be seen in Fig. 14, the
best fitness using PFGA framework almost reached the same
best fitness value of 0.78 using FH-GBML algorithm when
classifying “haberman” dataset using N;=N,=40 for Ny=1000
and N,=10. The reason is that the exploration in integer
attributes is faster than in exploration in real attributes which
results in fast fuzzy rules evolving.
0.9
0.8
0.7
0.6
205
=
=04
0.3 s Best in FH-GBML
0.2 s Best in No Exchange

Best in Exchange each 5 generations
0.1 === Best in Exchange each 10 generations

Fig. 11. Example of best fitness data for N;=N,=20 using “banana” dataset
for Ng=500 and N.=5
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Fig. 12. Example of best fitness data for N;=N,=40 using “banana” dataset
for Ng=1000 and N.=5
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Fig. 13. Example of best fitness data for N;=N,=20 using “haberman” dataset
for Ng=500 and N,=10
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Fig. 14. Example of best fitness data for N;=N,=40 using “haberman” dataset
for Ng=1000 and N,=10

Fig. 15 shows the results when a population size
N;=N,=40 is used in classifying “saheart” dataset for Ng=1000
and N,=10. As can be seen, the best fitness curve when using
Pol, policy converges faster than other policies in PFGA
framework. However, using the same configuration in Fig. 15,
Fig. 16 shows that the FH-GBML algorithm outperforms the
PFGA framework. The reason is that the exploration takes
longer time when increasing number of attributes in dataset
especially when it has real attributes.

0.657
0.6565 |
0.656 . - . I_I'
0.6555
@ 0.655 “ l—III
£0.6545
L 0,654 ;
0.6535
0.653 s Best in NO Exchange
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o N~ W0 n m
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HHN(\I(‘O(‘O_WQLDU)QOLOI\_I\COCOO
Number of inner GA generations

961

Fig. 15. Example of best fitness data for N;=N,=40 using “saheart” dataset
for Ng=1000 and N,=10
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Fig. 16. Example of best fitness data for N;=N,=40 using “saheart” dataset
for Ng=1000 and N,=10

Fig. 17 shows the results when a population size
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N;=N,=40 is used in classifying “car” dataset for Ng=1000
and N,=5. As can be seen, the best fitness curve when using
Pol, policy converges slower than Pol; policy in PFGA
framework whereas it converges faster in Fig. 18. The reason
is that using short interval of times for exchanging best fuzzy
rules among small number of FGA agents increases the
exploitation whereas using larger number of FGA agents
increases the exploration. Comparing with results from
“saheart” dataset, it can be also seen in Fig. 18 that PFGA
framework performs better when number of attributes
decreases where it reached almost to fitness value of 0.716
instead of 0.656.
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Fig. 17. Example of best fitness data for N;=N,=40 using “car” dataset for
Ny=1000 and N.=5
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Fig. 18. Example of best fitness data for N;=N,=40 using “car” dataset for
Ny=1000 and N,=10

Fig. 19 shows the results when a population size
N;=N,=40 is used in predicting “plastic” dataset for Ng=1000
and N,=10. As can be seen, the GFS-RB-MF algorithm
outperforms the PFGA framework. The reason is that
predicting continuous valued function takes longer time than
predicting categorical labels in FLSs. Table 2 shows the
summarized average results for the experiments conducted
when a population size N;=N,=40 is used for Ny=1000 and
N,=10. As shown in the last column, the average computation
time were long for some dataset compared with other
algorithms (e.g., more than 40 minutes for plastic dataset).
However, the first column shows that the average number of
fuzzy rules evolved for some dataset has less size along with
good accuracy compared with other algorithms (e.g., around 6
fuzzy rules for “haberman” dataset).
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Fig. 19. Example of best fitness data for N;=N,=40 using “plastic” dataset for
Ny=1000 and N,=10

VI. CONCLUSION

A new framework for classification and prediction is
proposed as a main contribution to the scientific community.
The developed Parallel Fuzzy-Genetic Algorithm (PFGA)
framework provides flexible mechanism for processing
distributed data and offers significant advantage over classical
techniques which help to reach all network-related business.
Several experiment have been conducted with various
specification of population sizes, numbers of FGA agents
along with different exchange policies for best fuzzy rules
among these agents in different intervals of generations. Small
population size does not provide sufficient diversity in
individuals for the optimum fuzzy rules to be evolved. Using
small interval of times when exchanging best fuzzy rules
among FGA agents incorporates more exploitation over
exploration whereas using larger number of FGA agents
compromises between them. However, using the developed
framework with decreasing number of attributes has been
shown that it has good accuracy and more efficient in
performance and comprehensibility of linguistic rules
compared to FH-GBML and GFS-RB-MF models
implemented in KEEL software tool.
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TABLE II. RESULTS OF PFGA FRAMEWORK VERSUS FH-GBML AND GF-
RB-MF ALGORITHMS WHEN N;=N,=40, N;=1000, AND N,=10
Number . .
Name of . Accuracy in Time
Dataset Algorithm ?Llfeuszzy testing (3;0) (minutes)
PFGA-Pol; 7.2 75.69 83.25
banana PFGA-Pol, 10.6 77.85 85.5
PFGA-Pol; 10.1 76.86 77.5
FH-GBML 30 85.83 47
PFGA-Pol; 6.2 74.14 9.5
haberman PFGA-Pol, 5.6 74.18 10.75
PFGA-Pol; 7.1 74.15 10
FH-GBML 27 77.54 3
PFGA-Pol; 3.8 65.61 18.5
saheart PFGA-Pol, 5 65.65 18
PFGA-Pol; 3.5 65.63 17.5
FH-GBML 27 76.41 7
PFGA-Pol; 6.7 71.41 32.5
car PFGA-Pol, 7.4 71.59 32.5
PFGA-Pol; 7.3 71.59 32.75
FH-GBML 29 76.27 8.15
PFGA-Pol; 17.7 39.58 41.75
plastic PFGA-Pol, 19.3 40.93 43.75
PFGA-Pol; 20.4 41.24 42.5
GFS-RB-MF 9 75.49 15

This work can be extended in several directions. For
example, part of the dataset can be exchanged along with best
fuzzy rules. Furthermore, other exchange policy schemes can
be employed in addition to parallelizing data level along with
algorithm level per data source such that FLS to evolve to
dynamic optimum number of fuzzy rules.
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Abstract—Despite the importance of web accessibility in
recent years, websites remain partially or completely inaccessible
to certain sectors of the population. This is due to several
reasons, including web developers’ little or no experience in
accessibility and the lack of accurate information about the best
ways to quickly and easily identify accessibility problems using
different Accessibility Evaluation Methods (AEMs). This paper
surveys accessibility literature and presents a general overview of
the primary challenges of accessibility barriers on websites. In
this sense, we critically investigate main challenges forms related
to accessibility including standards and guidelines (WCAG 2.0),
during website’s design and development and during evaluation.
Finally, a set of recommendations such as enforcing accessibility
legislations are presented to overcome some challenges.

Keywords—component; Website Accessibility; Disabilities;
Accessibility challenges; WCAG 2.0; Accessibility automated tools

. INTRODUCTION

The use of the Internet has been rapidly spreading to most
areas of human life. In many industrialized countries,
electronic or mobile governmental services are provided in
almost all sectors such as immigration, education, commerce,
news, workplace interaction, health care, recreation, and
entertainment. This would enable citizens and residents to
easily and efficiently access different services without usual
problems, i.e. long queues, much time and effort. However, it
is imperative to provide accessible web services to the majority
of people including those with certain disabilities (permanent
or temporary) so as to secure equal access and opportunities for
everybody.

We can define “web accessibility” as making a website
navigable and tractable by various user categories especially
those who have disabilities and normally face obstacles when
interacting with the web via electronic devices (e.g. blindness).
Web accessibility entails overcoming most disabilities that
limit Internet access. It means that people with disabilities can
use, perceive, understand, navigate, and interact with the web
[1]. According to World Wide Web Consortium [2], web
accessibility enables people with disabilities, i.e. blind, aged, to
utilize the Internet in performing variety of tasks such as online
purchasing and browsing. As more accessible websites and
software become available, people with disabilities are able to
use and contribute to the Web more effectively.

Despite the importance of web accessibility as a research
topic, the majority of websites developed remain inaccessible
or semi-accessible [3, 4]. This is due to reasons to be discussed
in Section Il. In addition, web accessibility faces several
challenges such as resource allocation, established managerial
practices, and time limitation [5]. As a matter of fact, new
research findings [6, 7, 8] suggest an imminent need to look
beyond the "how to" question of designing websites in order to
consider accessibility constraints, accessibility context and the
role of professionals who normally are involved in website
development, e.g. web designers, web developers, and quality
assurance engineers. This will make websites more accessible
to different types of Internet users. The following is a list of
challenges related to web accessibility in developing countries
adopted from [8, 9, 10, 11]:

e Lack of accessibility awareness when designing and
implementing websites.

e Limited resources allocated to cover accessibility
issues, both tangible and intangible, issues.

e Scarcity of professionals who are familiar with
accessibility evaluation tools.

o Dearth of appropriate structured accessibility manuals
for web developers and unavailability of web
accessibility training courses.

These and some other challenges, like lack of motivation
among web developers, contribute to making websites
inaccessible for the disabled. Furthermore, lack of efficiency
among novices (inexperienced) in the evaluation process may
impact web accessibility [12, 13], and web designers and
developers may lack the necessary knowledge to implement
techniques that support accessibility. All these problems
contribute to the existence of several barriers in web
accessibility and stimulate interest in this research domain to
investigate more the “why” question: “Despite the availability
of different resources, why are the majority of online websites
still inaccessible?”

This paper critically contrasts various web accessibility
challenges raised by current scholars in the last decade. For this
purpose, we categorize challenges related to web accessibility
using our own taxonomy to stand out from the others, as
depicted in Fig.1.
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Fig. 1. Web accessibility challenges categories

In fact, many research studies on accessibility have been
conducted to evaluate the accessibility conditions of public
websites [14,15,16,17]. Nevertheless, few of these studies
critically analyzed accessibility challenges [18, 19]. Therefore,
this article stresses the vital role of web accessibility not only
for disabled Internet users but also for websites developers as
well as IT team in charge of building and maintaining websites.
We believe that web accessibility is directly related to an
organization’s profit, legislation, and image within society. It
can be seen as a way for an organization to demonstrate its
commitment to provide equal opportunities to all users. This
can also be seen as a sort of corporate social responsibility. A
major benefit of web accessibility for organizations is the
potential direct and indirect financial gains from increased
access to their websites.

The paper’s structure goes as follows: web accessibility
challenges section is split into three subsections: the first
subsection is devoted to discuss challenges regarding standards
and guidelines; second subsection demonstrates various web
accessibility challenges during website’s design and
development and third subsection focuses on common
accessibility difficulties faced by website makers (designers,
developers) during the process of website evaluation.
Recommendations and solutions to handle challenges are
discussed in Section Il1. Section IV summarizes the challenges
and Section V concludes this paper.

Il.  WEB ACCESSIBILITY CHALLENGES
This section is divided into three subsections related to web
accessibility challenges:
e Standards and Guidelines.
e During website’s design and development.
e During accessibility evaluation.

Website accessibility barriers resulted from the evaluation
of a website are discussed based on our own classification of
challenges. In particular, we survey the above challenges and
evaluate their impact on the accessibility of the website or the
users’ ability to interact with its content.
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A. Challenges related to accessibility standards and
guidelines

The increasing number of national laws and policies
addressing the accessibility of information and communication
technologies (ICT), including the web, resulted in many
different approaches in practice. Some of the laws and policies
are based on establishing a human right to ICT. Many adhere
to the approach in which any ICT purchased by government
must be accessible, while others believe that any ICT sold in a
given market must be accessible, among other approaches [20].
While many countries such as France and Spain have
developed their own accessibility legislations, some developing
countries still do not have a specific item of legislation
protecting the rights of people with disabilities [21]. These
rights are bound in a more general equality act and differ in the
level of definition of disabilities and in successfully accessing
and using digital content, products and services. Besides the
mandatory accessibility legislations enforced by many
countries, many voluntary standards and guidelines were
founded to support social inclusion of disabled people.

While W3C's Web Content Accessibility Guidelines
(WCAGQG) is the most internationally adopted voluntary web
accessibility standard [22], many other guidelines and
standards were established as well (e.g. Section 508, BITV,
Fujitsu). Furthermore, there is sometimes one version of a
guideline or standard at the national level, different versions at
the provincial or state level, and yet different versions adopted
by commercial, educational, and non-governmental
organizations within the same country. This section focuses on
WCAG 2.0 since it has been lately the most widely used web
standard in the literature [23, 24, 25, 26].

The World Wide Web Consortium [27] is an international
consortium that aims to develop web standards. Its mission is
pursued through making general guidelines that will lead to
web standards. W3C's Web Accessibility Initiative (WAI),
which is part of the W3C, focuses on enabling people with
disabilities to create and interact with web content. WAI
promotes: a) the implementation of web accessibility
guidelines in advanced tools, and b) the improvement of
accessibility evaluation tools [28]. Together, these may
increase the number of disabled people who use the internet.

The WAI has developed: 1) Web Content Accessibility
Guidelines (WCAG) which describe how to make Web content
and Web sites accessible, 2) Authoring Tool Accessibility
Guidelines (ATAG) for the web authoring tools used to create
the content, and 3) User Agent Accessibility Guidelines
(UAAG) for the tools used to access that content (e.g. browsers
and media players). Despite the importance of ATAG and
UAAG, we will concentrate on WCAG challenges for two
reasons: first, there is enough literature about the WCAG that
can allow us to critically analyze it. Second, many automated
tools that have been developed to perform website evaluation
are using rules/criteria presented within WCAG guidelines.
Within WAL, the WCAG documents (WCAG 1.0 and WCAG
2.0) were developed. The WCAG 1.0 was published and
became a W3C recommendation in 1999 and was then
superseded by WCAG 2.0 in 2008. Although it is possible to
conform either to WCAG 1.0 or to WCAG 2.0 (or both), the
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W3C recommends the use of WCAG 2.0 for new and updated
content.

WCAG 2.0 is organized around four design principles that
provide the foundation for web accessibility (perceivable,
operable, understandable, and robust) [29]. Under these
principles there are 12 guidelines. Each guideline has one or
more testable success criteria (SCs). There are 61 SCs at levels
A (lowest), AA (medium), and AAA (highest). In WCAG 2.0,
a single issue can be covered by more than one SC at different
priority levels [29]. Table | demonstrates the WCAG 2.0
conformance levels as classified by [29].

TABLE I. WCAG 2.0 CONFORMANCE LEVELS
Conformance
Level A AA AAA
All SCs All SCs of

of level Aare | Level A and AA

satisfied. are satisfied.

This is the Thisisa All SCs (atall

“minimum "*professional conformance

standard” practice levels) are

which a standard”, which | satisfied. Thisisa
Explanation website must | a website should | "‘gold standard" of

meet to be meet to be maximum

considered accessible to a accessibility which

accessible for | broad range of some websites may

any disability choose.

significant groups.

disability

groups.

In order to prevent the obsolescence of WCAG against the
fast evolution of technology, the WAI removed the technical
aspects of accessibility from their guidelines and SC. Technical
information regarding how to implement web content with
existing web technologies is now provided in separate
documents. However, in spite of all of these changes, recent
studies [7, 30] have shown that many of the problems raised in
WCAG 1.0 still persist in WCAG 2.0 and there have been little
improvement in the level of web accessibility.

Although WAL pursues its mission through the creation of
guidelines, these do not guarantee accessibility [31]. There is
still a lack of empirical evidence to demonstrate that
conformance to WCAG 2.0 leads to more accessible websites
for disabled users. A study conducted by [7] showed that
conformance of a website to WCAG 2.0 Level A does not
mean that disabled users will encounter fewer problems.

Many issues have been raised about WCAG 2.0, such as
the level of understanding of accessibility issues required when
using them [32, 33]. One common challenge that is usually
faced by web developers is their inability to interpret or
understand guidelines to enable accessibility. WCAG 2.0
documents are not easy to understand and require a certain
level of technical knowledge of accessibility. Therefore, when
developers or designers are required to implement
accessibility, they do not always understand how to achieve the
desired requirements. Alonso et al. [34] showed that a group of
25 novice evaluators struggled to consistently rate problems
according to WCAG 2.0. One cause of this was in the
interpretation of the guidelines and the SCs. Besides the
manual verification is needed by evaluators and web
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developers, guidelines-based accessibility evaluation has
several disadvantages [35]. WCAG 2.0 documents are difficult
to navigate and locate. All the documents related to this
Guideline exceed 450 pages with few hundred navigation links
on each single page. Moreover, WCAG 2.0 tends to create
supporting documents that can be updated more regularly than
the standard itself, which can be a burden to web developers
since exploring these updates, necessitates both time and effort.
As such, WCAG 2.0 could be unusable by real-world
developers. In addition, WCAG 2.0 development itself is
inaccessible to anyone who does not understand English.

Loitsch et al. [36] pointed out that there exist ambiguities in
the language used in WCAG 2.0. For instance, WCAG 2.0
stated that all “the success criteria (SCs) are testable when
people who understand WCAG 2.0 test the same content using
the same SCs, the same results should be obtained with high
inter-rater reliability”. However, no explanations were
provided about the minimum number of testers needed to fulfill
the required “high inter-rater reliability”; also, the level of
agreement between evaluators is undefined. Should all the
testers obtain the same results or a certain portion of them is
enough? Furthermore, [36] mentioned the need for people who
understand WCAG 2.0 tests without clarifying the level of
expertise needed. This can lead to many different
interpretations of what is required. This ambiguity could affect
the efficiency and the effectiveness of the evaluation process.
Eventually, this may create a gap between evaluators and the
evaluation process.

Petrie et al. [37] conducted interviews with 14 web
accessibility evaluators. They found that they were unclear on
the differences between automated and manual testing of
accessibility and what can be tested through the automated
tools. In addition, [38] had 22 expert and 27 non-expert
evaluators to perform accessibility evaluation using WCAG 2.0
and discovered that 50% of testers were unable to come to an
80% level of agreement about whether a problem was present
in a webpage. Additionally, when using WCAG 2.0 20% of the
problems reported by the evaluators were false positives and
32% of the true accessibility problems had been missed. A
false positive occurs if the violation has not taken place and
was reported, whereas a false negative occurs if the violation
really has taken place and was not reported. For the non-
experts, the results were even worse having higher levels of
false positives.

The focus of WCAG 2.0 is on the technical artifact, e.g. the
webpage - not on users and their goals. This means that the
activity of WCAG conformance is oriented towards testing
these technical artifacts against SCs - rather than evaluating the
user experience with specific impairments trying to complete
specific tasks. Although a technical testing’s focus can be
helpful for programmers treating accessibility evaluation as a
bug-fixing activity, this level of technical focus inevitably
creates a gap between accessibility and user experience for
disabled people [30]. Of a greater concern is WCAG 2.0’s
emphasis on perfect score on all SCs for a level to get the level
conformance logo, which makes it impossible for some
websites to achieve any acceptable level of conformance. WAI
ignored the fact that in website development process,

174|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

developers do not seek perfection; instead, they aim for a
continuous, pragmatic improvement over versions [39].

B. Challenges during website’s design and development

Many challenges face the staff developing websites before
testing and evaluating accessibility, mainly lack of awareness
and motivation and the scarcity of professional training courses
that may handle accessibility issues. Developing websites
requires a team effort that includes developers, designers,
content producers and project manager. For the web
community, each member of this team has certain
responsibilities related to his skills in delivering an accessible
website. However, it is the project manager who monitors
high-level adherence to business goals, and without his
support, there will not be any changes to accessibility unless
governments truly start enforcing legislation. Without a
managerial impact on accessibility, it is quite normal for a web
team to ignore this accessibility issue or pretend they have
taken care of it [40]. A project manager should ensure the early
engagement of his team in the accessibility process. He should
motivate and encourage the web team to get involved in the
accessibility issues at early stages. Project managers are
responsible for showing the importance of web accessibility to
their teams as well as the positive effect of web accessibility on
the commercial and community levels. If none of the project
members is experienced in accessibility, then a third party can
be consulted or out-sourced to perform this task. Lack of
accessibility may result in the marginalization of certain user
groups, preventing them from accessing the website.

In this section we discuss the main challenges faced in
projects related to accessible website during the design and the
development of a website. Initially, we highlight the
accessibility awareness and motivation among the project’s
members especially IT developers. Then, we focus on the
benefits of web accessibility training for web development
staff.

1) Lack of accessibility awareness and motivation

Challenges such as lack of awareness are very common
among web developers, besides motivation, knowledge and
guidance. The latter challenges are faced by most novice
evaluators. Whether facing experienced web developers or
novice evaluators, all challenges contribute to the continuing
presence of accessibility barriers on websites.

There are moral, legal and economic arguments for
implementing accessible websites promoted by advocacy
organizations such as disability related charities and academic
organizations [41]. Nevertheless, few web designers follow
accessibility guidelines [42]. Although the WAI of the W3C
have published online guidelines, most IT professionals are
unaware of them, and companies that have government
contracts are mandated by their government’s legislation to
make their websites accessible [8]. The low level of
accessibility is likely to be the result of several factors. For
instance, despite the increase on awareness pertaining to
accessibility over the last few years at the level of government
and legislation, web designers’ knowledge remains quite low

[7].
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Pye [43] tested the importance of accessibility awareness
for IT professionals and its effect on the accessibility level for
visually disabled users. The author used a questionnaire and
interviewed members of charity organizations that concern
themselves with the matters of web accessibility for visually
disabled persons. The results of the study revealed that there
are certain rules to increase awareness of all individuals
involved in web development. Country-specific legislation
should be introduced in web accessibility. There is also a key
requirement for the continuation of the other current
enforcement methods, such as assistive technology, to
overcome the accessibility barriers. However, no precise
recommendations are given by the author to treat the
highlighted awareness problem.

In the USA, [41] showed the lack of awareness in public
libraries. These libraries usually do not consider community
members with physical disabilities when designing their
websites. Therefore, the findings suggested that public library
websites are not suited to deliver effective information services
for users who need special assistance. Furthermore, this study
revealed that public libraries do not consider having an
appropriate funding in their reserved budget to support
accessibility.

In the research conducted by [3], 20 websites of Finnish
higher education‘s institutes have been examined to evaluate
their web accessibility by an application software named TAW
[44]. The results showed that 30% of tested websites have full
automatic accessibility in priority ‘A’ level but none of the
tested websites has ‘AA’ compliance. Most of the tested
websites have low accessibility issues. The author claims that
the lack of accessibility awareness among developers is the
main reason.

Until now, the majority of IT professionals, especially
those who are involved in developing websites, are not
motivated to learn more about accessibility. This is because
they do not have a comprehensive knowledge of accessibility
and the difference it makes to disabled users and community
commercial organizations [24]. So, the challenge is to increase
the level of awareness of the IT web team regarding the impact
and rewards of web accessibility as well as to motivate them
through course training that highlights these rewards and
benefits [10]. On the other side, the lack of motivation does not
necessarily mean lack of awareness since many IT
professionals are aware of web accessibility legislations but not
motivated to follow them.

Rosson et al. [45] conducted a survey involving 334 web
developers. The aim was to understand the needs, problems
and the processes that developers follow and the tools they use
in websites development. During website implementation, the
authors have observed that while developers were quite
conscious of the overall quality and usability issues, only 5%
of the respondents performed web accessibility testing. They
hypothesized that this may be partly due to a lack of
knowledge and motivation because of the relatively tedious
and time-consuming testing required. Although [45]
experiment was conducted 10 years ago, the motivation factor
has remained an issue until now. One of the common
justifications given by the developers to abandon accessibility
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according to [46] is the limited time or resources’
incompatibility of technology to accomplish this task. This
happens because the accessibility specialist is just a small cog
in a big wheel or even there is no specialist at all in the
organization.

Trewin et al. [5] surveyed IBM rich internet application
developers with varying levels of accessibility expertise to
explore two concerns: barriers faced by developers when
designing accessible web-based products and the value gained
from the accessibility test. The findings showed that even for
developers with experience in web accessibility, testing has
been seen the most time-consuming among other phases with
relatively low impact on the website. Nahon et al. [4] reported
obstacles and incentives for non-professional web makers (e.g.
blog writers and/or creators of personal websites) to consider
accessibility in their work. The authors presented a theoretical
framework that described variables they hypothesized would
contribute to designers’ intention. They found that intrinsic
motivation was the strongest predictor of a positive attitude
that affected the intention to make technology accessible.

2) Lack of training

No one can deny that professional training, good education
and guidance are crucial to produce skilled IT staff members
who can understand the urgent need for accessibility. The lack
of skilled staff may eventually negatively impact accessibility.
However, accessibility training for web developers is still not
available in most IT training centers. Thus, many web
developers continue producing websites that are inaccessible.

Many developers claim that accessibility is difficult to
accommodate. Part of the problem is a lack of exposure to
accessibility during training [13, 25, 47]. Most web designers
and developers have little or no experience to ensure that their
code meets accessibility requirements. Designers approach
accessibility problems differently than other IT professionals,
such as Human Computer Interaction (HCI) specialists and
developers. Designers and developers typically tend to think
that web users are just like them [48].

Recently, developers have indicated a need for more
education in accessibility. An exploratory study [49] on the
current state of accessibility surveyed more than 400
developers throughout Europe. The study found that 85% of
developers wanted more accessibility training with more
information on disabilities and the use of assistive devices.
Moreover, web testers need training in accessibility evaluation
methods like conducting real user testing with blind users and
using screening techniques besides assistive technologies. One
Brazilian study [50] revealed that while 45% of web-related
professionals were aware of screen readers for blind users, they
did not know how to make webpages screen reader-compatible.

There are a great number of recommendations for
accessible development, but these are often distant from the
developers way of programming. As a consequence,
developers do not follow them [32, 50]. Avila et al. [6] stated
that for web developers to create functionally accessible web
resources, more than general guidelines and evaluation tools
are required. Thus, it is recommended that more training be
given to web development teams in order to raise their
awareness and give them a better understanding of end-users.
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C. Challenges during evaluation

Web accessibility evaluation methods have been widely
studied, and different evaluation methods have been proposed,
e.g. [38, 51]. Different AEMs lead to different kinds of results
and quality. They require different levels of resources and
differ in their applicability [38]. These methods have
contrasting pros and cons and various properties [52]. For
example, they differ in many ways:

e Method  of
observational).

implementation  (analytical  or

e Users performing the evaluation.

e Purpose of implementation.

e Methods used in obtaining results.
e Cost/resources spent in evaluation.

This section explores the main challenges in the
accessibility evaluation process faced by IT staff when they
test websites using an automated method. In the next
subsection, we are going to cover challenges related to
automated testing and user testing. Screening techniques and
other assistive technologies problems are highlighted in
subsection (2), since they are related to each another.

1) Automated testing problems

WCAG can be checked manually, though verifying a site’s
accessibility manually can be time-consuming. Thus, software
developers have created a number of tools to simplify this
process. Web accessibility testing tools are software programs
and web based services that help in determining whether a
website meets accessibility guidelines [38]. These tools can
help reduce the time and effort required for the evaluation
process. Testing normally involves an evaluator to check
conformance of a webpage against the accessibility rules
encoded in the tool. A-Checker [53], WAVE [54] and TAW
[44] are examples of automated evaluation tools. Generally,
expert users are required to follow up with the results derived
by the tool to determine the rate of accessibility.

Common drawbacks of automatic accessibility tools have
been highlighted by many scholars, e.g. [1, 25, 47]. There is
not much information about the difficulties that evaluators may
face when assessing accessibility using these tools [35].
However, one of the most known deficiencies of automated
tools is the difficulty in interpreting results. At first glance,
running evaluation using automated tools sounds easy.
Unfortunately, they are time consuming when the novice web
developers try to analyze their results. Moreover, interpreting
these results requires an expert web developer with a technical
background in web accessibility. This necessitates constant
checking against manuals and documentations. When these
tools are used by practitioners who lack experience or
knowledge in accessibility, the results can be unpredictable and
the quality of findings questionable.

There is high detection rate of defects among many of these
evaluation tools, which necessitates a user’s manual inspection
and, thus, resources are wasted [55]. Automated tools are
normally broad in that they apply specific accessibility
standards or guidelines and produce a list of automatically
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detected problems [47]. Automated testing covers only a small
proportion of WCAG 2.0 and is unable to check every aspect
of accessibility [56], but they are possibly able to flag items
that need to be manually checked. It has been estimated that
more than half of the provisions in most accessibility standards
ask for human judgment during evaluation process. Some tools
like TAW do not evaluate the web content using all guidelines
criteria and the rest are usually evaluated by testers who are
commonly left to their own interpretation of those guidelines

[6].

Trewin et al. [5] interviewed 49 IBM web developers and
revealed that the majority of the existing evaluation tools are
often unclear, cumbersome and incomplete with respect to
standards or guidelines that must be met. Moreover, some
automated testing tools do not provide support for changed or
newly developed accessibility guidelines. While tools can
check the adherence to a number of guidelines, some
guidelines are not checked properly. For example, it is hard for
tools to ascertain whether the “alt” attribute is meaningful or
not. This can result in high false positive and inaccurate results.
Inaccurate results can decrease the efficiency and increase the
cost of accessibility testing. Trewin et al. [5] showed a need for
new methodologies, particularly mixed ones, that may reduce
false positive results. Precisely, to ease end-user
interpretability, light-weight visualizations that support novices
in performing manual checks and simplification of the
automated tools’ results are needed. The research community
of accessibility is still unable to standardize ways or methods
that are fully automated to generate accessibility rate for a
specific website. Developers of interactive systems, especially
websites, are frequently not specialists in accessibility and
usability techniques. In the absence of an accessibility expert,
the evaluation tool might go a long way to find adherence to
the standard guideline. But even hiring an accessibility expert
may often be beyond the financial capabilities of a typical
website development project.

Two experiments were conducted in 2012 and 2013 by [57]
using the following tools: Accessibility Check, A-Checker and
TAW [44] for 20 public universities in Malaysia in order to
diagnose the overall accessibility of these universities’
websites. Unfortunately, none of the websites were fully
accessible based on the results obtained by the selected tools.
In addition, the results obtained varied and were expressed in
different numbers of errors due to the fact that accessibility
tools differ in their interpretation of the WCAG, which
supports contention [58]. The authors concluded that
automated evaluation tools may underestimate or overestimate
the number of accessibility errors on a webpage, making the
reliability of such tools doubtful.

Choosing website accessibility evaluation tools is not a
trivial decision: whether or not to pick the easiest one to use, or
the fastest one to learn or the one which produces low false
positives. The choice of the tools without previous experience
can be a daunting task, especially when working under the
pressure of time constraints [59]. Many factors need to be
taken into consideration when choosing the suitable evaluation
tool. The tool should be clear and user-friendly, provide high
quality and reliable results and be capable of testing the
browser’s DOM in order to test what users are experiencing.
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Additionally, the tool must be suitable to integrate in the
development process and flexible enough to be used in any
environment by any team in any location. While many tools
provide some guidance on verifying results which need to be
manually checked, few of them provide easy to follow and
user-friendly guidance on performing such manual inspection.
There are other factors, including but not limited to the ones
mentioned above, to consider when choosing the appropriate
evaluation tool [60].

2) Users’ testing problems

Although accessibility tools and guidelines can help in
detecting accessibility problems, user testing should be applied
whenever it is possible to verify the results [61]. User testing is
a process where formal or informal experiments are set up with
real users who are asked individually to perform goal-free or
oriented navigation on a website, and whose behavior is
observed by experienced evaluators. Lab studies with real users
are the most effective when conducted early in the lifecycle of
a product but can also be conducted towards the end of the
iterative design cycle (i.e. when large accessibility problems
might be ignored to ship a product or release a site on time).
Involving users with disabilities in evaluation has many
benefits; however, it cannot alone determine if a website is
accessible or not [62].

Several studies of usability evaluation methods [63, 38]
have shown that user testing methods may fail in yielding
consistent results when performed by different evaluators and
that an inspection-based method is not shortcoming free. Other
difficulties were observed, like preparing testing materials,
developing realistic scenarios of tasks and choosing the right
sample size for the test [64]. In addition, this kind of testing has
been criticized for being subjective and for depending on the
users’ background as well as the Internet skills. Although
accessibility and usability are two different properties, there is
no reason to assume that the kind of uncertainty that applies to
usability evaluation methods should not apply to accessibility
as well.

User testing is a part of usability testing, but user testing
with disabled users also adds accessibility findings to the
normal usability findings. User testing can be conducted in labs
or remotely [65]. In lab testing, a live moderator or observer
prepares a scenario and uses a think-aloud technique with high
facilitator interaction. Data collection and tasks would focus on
specific areas of concern for potential accessibility problems,
rather than general site usage. On the other hand, in remote
user testing, the tester moderates the test via communication
means (e.g. phone, webcam, and web-based tool) rather than
being on-site with the user. This is often done due to budget
constraints in setting up appropriate labs or when the targeted
users are scattered across the country.

Recruiting qualified disabled users is not a trifling task
since there is a complexity associated with engaging the right
users who match the website audience demographics [66].
People with disabilities are diverse and use different interaction
techniques and assistive technology. It is important to recruit
people with disabilities, characteristics and expertise depending
on the target audience. However, accessibility teams often have
limited access during testing phase to real disabled users that

177|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

meet the end-user profile and who can take time out to do the
evaluation. Users regularly have inadequate means to attend to
the evaluation. The use of varied assistive devices, like
screening techniques, may cause further problems during the
evaluation, especially due to the fact that the mastery of a
particular device does not mean an automatic skills transfer to
another or newer device, besides hardware incompatibility
[59]. Thus, recruiting users for testing normally requires that
the level of technical savvy of the tester is known and
documented [12]. Novice moderators with limited experience
can get confused by the type of difficulties being faced by
users. It is important to differentiate between challenges in
dealing with assistive technology (especially when the assistive
tool is a different product than the user is familiar with) and
challenges being faced with the website being tested.

User testing with small populations often provides useful
information, and normally when combined with more
qualitative techniques can help to understand users’ behaviors.
However, it is not statistically robust due to the small
participants’ numbers [67]. It is hard to draw conclusions from
limited studies, and results cannot be generalized to all people
with similar disabilities. User testing with special populations
can be beyond the expertise or financial resources of a typical
web developer and can incur greater time and monetary costs
due to special arrangements for testing [66].

It is important to know the type of the adaptive strategies or
the assistive technology being used by users to arrange a lab
that simulates their real interaction experience. Assistive
technologies are software and hardware that people with
disabilities use to improve interaction with products. In the
case of web accessibility testing, it is preferable to ask user to
bring assistive technology they are familiar with to make them
feel relaxed. Unfortunately, it is not always the case that users
are being able to bring their assistive technologies. Many
assistive technologies being used by real users can be very
expensive and demo versions are limited which make the cost
of preparing appropriate labs high. Time requirement escalates
with the need to prepare labs equipped with appropriate
assistive tools. This kind of procedure can be beyond the
testing cost of the IT team. In some cases, it might be best to go
to the user's place, rather than having the user come to labs. A
drawback to this is that limited numbers of the project team get
direct interaction with the user.

Generally, remote testing is less expensive than a
traditional lab testing [68]. Nevertheless, it embeds many
challenges like users being unable to share their screen over the
Internet or having unreliable or slow connection speeds.
Moreover, there is the restriction of the user’s body language
that might inhibit some of the cues to their reactions to the
website being tested.

I1l.  WEB ACCESSIBILITY CHALLENGES SUMMARY

After we theoretically analyzed the challenges related to
web accessibility, we summarize them in a table format along
with their various associated forms. Table Il depicts forms and
examples for “Standards and Guidelines Challenges”,
“Challenges during Website’s Design and Development” and
“Challenges during Evaluation”, respectively elicited from the
previous literature discussed earlier.
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TABLE II. WEB ACCESSIBILITY CHALLENGES SUMMARY
Challenge Examples
Forms

Standards and Guidelines Challenges

e The WCAG 2.0 includes some measurements
which need to be quantified in order to be

Ambiguity interpreted in the same way by all web
developers

Only English e Inaccessible to developers who do not

version is understand English Language

available

Incompleteness

The application of WCAG 2.0 alone is not
sufficient to guarantee website accessibility

The guidelines normally are presented in
descriptive texts, navigation links and tables,

rt';vri(gj;;?e whi_ch is not an effective display way for the
designers and developers.

Not suitable ¢ Following WCAG 2.0 requires qualifi_ed web

for naive web developers with certain !eve_l of technical

developers !(nowledge of apces_smlllty in order to read and
interpret the guidelines.

Requires e All the SCs on each level have to be met in

perfection order to get the conformance logo which could
be frustrating to web developers

e Following the guidelines could make the
accessibility evaluation process slow.

Inefficiency Furthermore, even in large companies,
resources including time, money and staff are
hard to allocate for accessibility.

Challenges during Website’s Design and Development

o Despite awareness about accessibility over the
last few years at the levels of government and

Lack of Iegislation_, web developers are unaware pf the

Accessibility legal a_nq !ndustry re_quwements of effective

Awareness acces_S|b|I|ty and their level of knowledge
remains quite low.

o Despite the availability of WAI guidelines
online, most IT professionals are unaware of
them and do not use them.

Lack of e Lack of knowledge_ and motivation by _
Accessibility develop_ers and de_agrjers be_cause of the time
Motivation consuming accessibility testing process.

o lack of exposure to accessibility during training

Untrained IT courses for Information Systems professionals

Team o Most web designers and developers have little
experience to ensure that their code attends to
accessibility requirements.

Challenges during Evaluation

e Choosing the right accessibility tool can be time
consuming.

e The need for manual inspection along the tools.

o Some guidelines are not checked properly (e.g.

Automated “alt” attribute).

Tools o Automated tools results are hard to analyze by

Problems inexperienced web developers, which can affect
the quality of the test process.

¢ Can give inaccurate results and results can vary
from one tool to another, depending on
interpretation of the guidelines.

e The cost of setting up labs is quite high.

User Based o User testir_]g With_large_ samples is often bey_ond

Testing the expertise or fmagncnal resources ofa t_yplcal

Problems web developer and is more time consuming

than other methods.
Finding disabilities that match the website
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audience can be difficult.

e The need for expert evaluator

o Difficulties in preparing testing materials, in
developing realistic scenarios of tasks and in

choosing the right sample size for the test

IV. WEB ACCESSIBILITY RECOMMENDATIONS

Now that we have summarized accessibility challenges, we
introduce our recommendations and practical solutions to
overcome challenges regarding accessibility guidelines and
challenges facing developers during website’s design and
development as illustrated in Fig. 2.

Lack of Awareness &
WCAG 2.0 Challenge: Motivation
Making WCAG 2.0 Creating new
more applicable & acces§|plllty
usable position
Changing web team
mindset
[ Enforcing legislations J

Fig. 2. Suggested solutions to overcome some accessiblity challenges

1) Providing applicable and usable guidelines

It is not the case that WCAG 2.0 is not good enough; it will
be more useful if the WAI structures the guidelines via job
roles that each guideline impacts (i.e. SC will be easier to read
if each web team member knows which of them he/she needs
to deal with). WAI’s assignment of levels to WCAG 2.0 SCs
considers the needs of disabled users; however, it will be very
helpful if they give an idea of the disability type that would
benefit from conforming to each criterion. Moreover, WAI has
to be transparent regarding the cost of implementing each
guideline. Reasonable measures should include identification
of the costs of conforming to accessibility guidelines. Instead
of emphasizing the need for perfection, guidelines should be
flexible enough to encourage web developers to follow them.
This, indeed, will contribute to minimizing the difficulty in
both guidelines' structure and presentation.

2) Enforcing accessibility legislation

Widespread recognition of the contribution of ICT, and the
web in particular, towards promoting social inclusion and
reducing discrimination against people with disabilities is
reflected in legislations and policies across the world.
Awareness of the nature and implication of legislations and
policies regarding web accessibility in different countries is
important to guide organizational web accessibility policy.
Individual industries and countries need to diligently enhance
the enforcement of accessibility legislation. This can be made
possible by enacting their own legal standards or legislation
rather than following voluntary guidelines.

3) Creating new web accessibility position
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One possible viable solution to increase accessibility
motivation is to create a new position related to accessibility,
e.g. accessibility specialist/expert. This expert can interact with
the project team and senior management to make a positive
impact on both the community (potential customers) and the
organization. In fact, this expert can be a web developer, a
quality assurance engineer, or a project manager who takes
accessibility training courses and participates in workshops. On
the other hand, organizations should start sponsoring
workshops for their employees and allocate appropriate
funding to support accessibility in their reserved budget.

4) Changing the web team mind-set

To meet end-users' needs, web developers are required to
feel as end-users in the accessibility issue. In other words,
programmers have to test the website with disabled people or
at least use a standardized accessibility testing tool, so that
when web developers want to write/change the website’s
source code, there is a need to change the developers’ mind-set
to include accessibility. Many web developers do not know the
importance of making a website accessible and how this will
help disabled people to interact with the web. Moreover, we
must change the programmer's perspective regarding the way
they code rather than simply asking for a list of changes. Thus,
there is a real need to move away from a problem-based
approach towards a design principle approach for web
accessibility. The whole web team should be inclusive from the
beginning when designing an accessible website. Private and
public sectors should stress that accessibility is an important
indicator of website quality and, without it; the quality of the
website will remain low. In addition, emphasizing the
importance of accessibility guidelines should start early in web
development education. This should take place at the entry
level of web development courses. Training and exposing IT
professionals and web engineers to accessibility guidelines at
an early stage increases their awareness and improves their
(programming) attitudes toward this vital issue. Why wait to
expose IT students to accessibility until they take senior
computing courses when we can make them aware of it earlier?
By making accessibility the focus of an introductory level
computer science course, we can increase accessibility
awareness among IT students.

V. CONCLUSION

Web accessibility is one of the most crucial issues facing
the online community. There are various challenges related to
websites accessibility that face disabled users and which limit
their utilization of the website and may therefore impact their
equal rights as well as the organization’s revenues. This article
has reviewed the negative impact of web accessibility
challenges and has critically discussed the primary problems
associated with each challenge. Standards and guidelines,
during website’s design and development (user’s awareness,
motivation and training) and during-evaluation (automated
tools and user testing) have been identified as the three main
challenges. Furthermore, we discussed each challenge main
problems and their impact on web accessibility. Finally, a list
of recommendations was proposed to overcome these
challenges. A total collaboration between web team,
stakeholders, individual industries and countries is essential to
ensure equality and human rights in using the web without
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illegal discrimination. We argue that simplifying guidelines
and making them more applicable will encourage web
developers to follow them. Moreover, we suggest the need for
accessibility legislation enforcement by countries rather than
following voluntary guidelines. In addition, a project manager

has

the responsibility to make his web team adhere to

accessibility principles. Without a managerial impact on
accessibility, it is quite normal for the web team to ignore the
accessibility issue or to pretend they have taken care of it. We
also need to train and change the web team mind-set regarding
how they code to take into consideration the accessibility issue
when they program.

[1]

[2]

[3]

[4]

[5]

(6]

[71

(8]

[]

[10]

[11]

[12]

[13]

REFERENCES

A. Martinez, J. De Andrés, and J. Garcia, “Determinants of the web
accessibility of European banks”, Information Processing &
Management, Vol. 50 No. 1, pp. 69-86, 2014.

W3C, “Introduction to web accessibility”, available from:
http://www.w3.org/WAI/intro/accessibility.php (accessed 2 January
2016)

B. Hashemian,“Analyzing web accessibility in Finnish higher
education”, in Proceedings of the 13th international ACM Sigaccess
Conference on Computers and accessibility (Assets '11), ACM Press,
New York, NY, Vol. 101, pp. 8-16, 2011.

K. Nahon, I. Benbasat, and C. Grange, “The missing link: intention to
produce online content accessible to people with disabilities by non-
professionals”, in proceeding of 2012 45th Hawaii International
Conference on System Sciences (HICSS), IEEE Computer Society,
Washington, DC, pp. 1747-1757, 2012.

S. Trewin, B. Cragun, C. Swart, J. Brezin, and J. Richards,
“Accessibility challenges and tool features: an IBM web developer
perspective”, in Proceedings of 2010 International Cross Disciplinary
Conference on Web Accessibility (W4A '10), ACM Press, New York,
NY, pp. 32:1-32:10, 2010

C. Avila, S. Baldiris, R. Fabregat, and J. Guevara, “Accessibility
evaluation improvement using case based reasoning”, Frontiers in
Education Conference (FIE), Seattle, Washington, pp.1-6, 2012.

C. Power, A. Freire, H. Petrie, and D. Swallow, “Guidelines are only
half of the story: accessibility problems encountered by blind users on
the web”, in Proceedings of the SIGCHI Conference on Human Factors
in Computing Systems (CHI '12), ACM Press, New York, NY, pp.433-
442, 2012

J. Brown, and H. Scott,“The challenges of web accessibility: the
technical and social aspects of a truly universal web”, First Monday,
Vol. 20 No. 9, 2015.

J. Lopez, A. Pascual, L. Masip, T. Granollers, and X. Cardet, “Influence
of web content management systems in web content accessibility”, in
Proceedings of the 13th IFIP TC 13 international conference on Human-
computer interaction (INTERACT'11), P. Campos et al. (Eds.), pp.
548-551, 2011.

M. Baowaly, and M. Bhuiyan, “Accessibility analysis and evaluation of
bangladesh government websites”, Computer Engineering and
Intelligent Systems, Vol. 3 No.4, pp. 46-51, 2012.

T. Vu, D. Tuan, and V. Phan, “Checking and correcting the source code
of web pages for accessibility”, in proceeding of 2012 IEEE RIVF
International Conference on Computing and Communication
Technologies, Research, Innovation, and Vision for the Future (RIVF),
IEEE Computer Society, Washington, DC, pp.1-4, 2012.

G. Brajnik, Y. Yesilada, and S. Harper, “The expertise effect on web
accessibility evaluation methods”, Human-Computer Interaction, VVol.26
No. 3, pp. 246-283, 2011.

S.R. Vazquez,“Introducing web accessibility to localization students:
implications for a universal web”, in Proceedings of the 16th
international ACM SIGACCESS conference on Computers &
accessibility (Assets '14), ACM Press, New York, NY, pp. 333-334,
2014.

[14]

[15]

[16]

[17]

(18]

(19]

[20]

[21]

[22]
(23]

[24]

[25]

[26]

[27]

(28]

[29]

(30]

(31]

(32]

(33]

Vol. 7, No. 10, 2016

A. Olalere, and J. Lazar,“Accessibility of U.S. federal government home
pages: section 508 compliance and site accessibility statements”,
Government Information Quarterly, Vol. 28 No. 3, pp.303-309, 2011.

A.A. Nizar, A. Obedidat, and H.Y. Abu-Addose, “Accessibility as an
indicator of Jordanian e-government website quality”, in Proceedings of
2013 Fourth International Conference on e-Learning Best Practices in
Management, Design and Development of eCourses: Standards of
Excellence and Creativity, IEEE Computer Society, Washington, DC,
pp. 156-160, 2013.

S. Lujan-Mora, R. Navarrete, and M. Penafiel, “E-government and web
accessibility in South America”, in Proceedings of 2014 First
International Conference on eDemocracy and eGovernment (ICEDEG),
IEEE Computer Society, Washington, DC, pp. 77-82. R. Nicole, “Title
of paper with only first word capitalized,” J. Name Stand. Abbrev., in
press, 2014.

Y. Akgiil, and K. Vatansever, “Web accessibility evaluation of
government websites for people with disabilities in Turkey”, Journal of
Advanced Management Science, Vol.4 No. 3, pp. 201-210, 2016.

S. Harper, Y. Yesilada, and S. Abou-Zahra, Web accessibility
evaluation, Springer, London, pp. 79-106, 2008.

L. Kubitschke, K. Cullen, C. Dolphin, S. Laurin, A. Cederbom, J.
Usero, ...F. Nu., “Study on assessing and promoting e-accessibility”,
European Commission, Brussels, available from:
https://ec.europa.eu/digital-single-market/en/news/study-assessing-and-
promoting-e-accessibility,2013.

Internet Society, “Internet accessibility: internet use by persons with
disabilities: moving forwards”, available from:
http://www.internetsociety.org/,2012.

D. Sloan, and S. Horton,“Global considerations in creating an
organizational web accessibility policy”, in Proceeding of the 11th Web
for All Conference (W4A '14), ACM Press, New York, NY, pp.16,
2014.

WCAG, available from: http://www.w3.org/WAl/intro/wcag , 2016.

L. Santarosa, D. Conforto, and R. Machado, “Whiteboard: synchronism,
accessibility, protagonism and collective authorship for human diversity
on web 2.0”, Computers in Human Behavior, Vol. 31, pp.591-601, 2014.

J. Villena, B. Ramos, R.P.M. Fortes, and R. Goulartea, R, “Web videos
— concerns about accessibility based on user centered design”, Elsevier
Procedia Computer Science, Vol. 27, pp. 481-490, 2014.

S. Gordon, S. and S. Lujan-Mora, “Accessible blended learning for non-
native speakers using MOOCs”, Interactive Collaborative and Blended
Learning (ICBL 2015), IEEE Computer Society, Washington, DC, pp.
19-24, 2015

JL. Medina, M. L Cagnin, and D.M.B.  Paiva, “Investigating

accessibility on web-based maps”, ACM SIGAPP Applied Computing
Review, Vol. 15 No. 2, pp. 17-26, 2015.

W3C, “About w3C”», available from:
http://www.w3.org/Consortium/,2016.
WAL“WAI  guidelines and  techniques”, available  from:

http://www.w3.org/WAI/guid-tech.html , 2016.

WCAG 2.0.,“Web content accessibility guidelines (wcag) overview”,
available from: http://www.w3.0org/TR/WCAG20/ , 2016.

M. Cooper, D. Sloan, B. Kelly, and S. Lewthwaite, “A challenge to web
accessibility metrics and guidelines: putting people and processes first”,
in Proceedings of the International Cross-Disciplinary Conference on
Web Accessibility (W4A '12), ACM Press, New York, NY, pp20, 2012.

G. Miller, S. and Fels, “OpenVL: a task-based abstraction for developer-
friendly computer vision”, in Proceedings of 2013 IEEE Workshop on
Applications of Computer Vision (WACV '13), IEEE Computer Society,
Washington, DC, pp. 288-295, 2013.

T. Bittar, L. Amaral, F. Faria, and R.P.M. Fortes,“Supporting the
developer in an accessible edition of web communications: a study of
five desktop tools”, in Proceedings of the Workshop on Information
Systems and Design of Communication (ISDOC '12- EuroSIGDOC),
ACM Press, New York, NY, pp.3-9, 2012.

V. Conway, Website accessibility in Australia and the Australian
government’s national transition strategy: outcomes and findings, Ph.D.
thesis, Western Australia: Edith Cowan University, 2014.

180|Page

www.ijacsa.thesai.org



[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

[43]

[44]
[45]

[46]

[47]

[48]

[49]

(IJACSA) International Journal of Advanced Computer Science and Applications,

F. Alonso, L. Fuertes, L. Gonzalez, and L. Martiez, “On the testability of
wecag 2.0 for beginners”, in 7th International Cross-Disciplinary
Conference on Web Accessibility (W4A'10), ACM Press, New York,
NY,pp.1-9,2010.

E. Tanaka, and H. da Rocha, “Evaluation of Web Accessibility Tools”,
in Proceedings of the 10th Brazilian Symposium on on Human Factors
in Computing Systems and the 5th Latin American Conference on
Human-Computer Interaction (IHC+CLIHC '11), Brazilian Computer
Society, Porto Alegre, Brazil, pp. 272-279, 2011.

C. Loitsch, A. Stiegler, C. Strobbe, D. Tzovaras, K. Votis, G. Weber,
and G. Zimmermann, “Improving accessibility by matching user needs
and preferences”, Assistive Technology: From Research to Practice. In
Proceedings of AAATE2013, I0S Press, Vilamoura, Portugal, Vol. 33,
pp. 1357-1365, 2013.

H. Petrie, C. Power, D. Swallow, C.A. Velasco, B. Gallagher, M.
Magennis, ...K. Down,“The value chain of web accessibility: challenges
and opportunities”, in Proceedings of the Workshop on Accessible
Design in the Digital World 2011, CEUR Workshop Proceedings,
Lisbon,Portugal,pp.2-12,2011.

G. Brajnik, Y. Yesilada, and S. Harper, “Testability and validity of
wecag 2.0: the expertise effect”, in Twelfth International ACM
SIGACCESS Conference on Computers and Accessibility (Assets’ 10).
Orlando, FL: ACM Press, New York, NY, USA. p. 43-50, 2010.

Hassell Inclusion, “The future of wcag — maximizing its strengths not its
weaknesses”, available from:
http://www.hassellinclusion.com/2013/01/wcag-future/, 2013.

L. Pereira, S. Ferreiraa, H. Bragaa, L. Cardoso, D. Salgadob, and R.
Nunes,“Using cultural viewpoint metaphors to provide web accessibility
for the visually impaired users”, Elsevier Procedia Computer Science,
Vol. 27, pp. 186-196, 2014.

Y. Yi, and J. Kang, “Do public library websites consider the disabled or
senior citizens?”, in Proceedings of the 12th ACM/IEEE-CS joint
conference on Digital Libraries (JCDL '12), ACM Press, New York,
NY,pp.373-374,2012.

J.T. Nganji, M. Brayshaw, and B. Tompsett, “Describing and assessing
image descriptions for visually impaired web users with idat”, in 3rd
International Conference on Intelligent Human Computer Interaction.
Springer-Verlag, Lecture Notes in Computer Science, August 2011,
Reprinted in Advances in Intelligent Systems and Computing, Springer
Verlag , Vol. 179, pp. 27-37, 2013.

S.R. Pye, Web Accessibility and its Future: The Requirement of
Awareness and Enforcement of Accessibility for those with Visual
Disabilities, Graduation Project, Norwich, UK, University of East
Anglia, 2011.

TAW Tool, available from: http://www.tawdis.net/, 2016.

M. Rosson, J. Ballin, J. Rode, and B. Toward, “Designing for the web:
revisited: a survey of informal and experienced web developers”,
ICWE'05 Proceedings of the 5th international conference on Web
Engineering. Sydney, ACM Press, New York, NY, pp.522-532, 2005.

S. Gordon, S. and Lujan-Mora, “Web accessibility of moocs for elderly
students”, 12th International Conference on Information Technology
Based Higher Education and Training (ITHET 2013), Antalya, Turkey,
pp. 1-6, 2013.

J. Lazar, B. Wentz, A. Almalhem, A. Catinella, C. Antonescu, Y.
Aynbinder, ...M. Seidel, “A longitudinal study of state government
homepage accessibility in maryland and the role of web page templates
for improving accessibility”, Government Information Quarterly, Vol.
30 No.3, pp. 289-299, 2013

S. Krug, A common sense approach to web usability, (2nd ed.), New
Riders Publishing, Berkeley, California, 2014.

R. Lopes, K. Isacker, and L. Carricco,“Redefining assumptions:
accessibility and its stakeholders”, in Proceedings of the 12th
international conference on Computers helping people with special
needs: Part | (ICCHP'10). Klaus Miesenberger, Joachim Klaus,
Wolfgang Zagler, and Arthur Karshmer (Eds.), Springer-Verlag, Berlin,
Heidelberg,pp.561-568,2010.

(50]

(51]

(52]

(53]

(54]
(55]

[56]

(57]

(58]

(59]

(60]

(61]
[62]

(63]

[64]

(65]

(6]
(671

(68]

Vol. 7, No. 10, 2016

A.P. Freire, C.M. Russo, and R.P.M. Fortes, “A survey on the
accessibility awareness of people involved in web development projects
in Brazil”, in Proceedings of 2008 international cross-disciplinary
Conference on Web Accessibility (W4A'08), ACM Press, New York, NY,
pp.87-96, 2008.

G. Brajnik, and S. Harper, “Model-based engineering of user interfaces
to support cognitive load estimation in automotive applications”, in
Cognitive Load and In-Vehicle Human-Machine Interaction Workshop;
adjunct Proceedings of the 5th Int. Conference on Automotive User
Interfaces and Interactive Vehicular Applications. Kun, A., Froelich, P.
(eds.), Eindhoven, ACM Press, New York, NY, 2013.

R. Gongalves, J. Martins, and F. Branco, “A review on the Portuguese
enterprises web accessibility levels — a website accessibility high level
improvement proposal”, Elsevier Procedia Computer Science, Vol. 27,
pp.176-185, 2014.

A-Checker Tool, available from: http://achecker.ca/checker/index.php,
2016.

WAVE Tool , available from: http://wave.webaim.org/, 2016.

K. Johari, and A. Kaur, “Measuring web accessibility for persons with
disabilities”, in Proceedings of 2012 Fourth International Conference on
Computational Intelligence and Communication Networks (CICN '12),
IEEE Computer Society, Washington, DC, pp.963-967,2012.

R. Lopes, D. Gomes, D. and L. Carrigo, “Web not for all: a large scale
study of web accessibility”, in Proceedings of 2010 International Cross
Disciplinary Conference on Web Accessibility (W4A '10), ACM Press,
New York, NY, pp.10:1-10:4, 2010.

H. Abuaddous, M.Z. Jali, and N. Basir,“Study of the accessibility
diagnosis on the public higher institutions websites in Malaysia”, in
Proceedings of the 4th International Conference on Computing and
Informatics (ICOCI 2013), Sarawak, Malaysia, Universiti Utara, pp.
122-127, 2013.

H. Al-Khalifa, “WCAG 2.0 semi-automatic accessibility evaluation
system: design and implementation”, Computer and Information
Science, Canadian Center of Science and Education, Vol. 5 No.6, pp.73-
87, 2012.

M. Greeff, and P. Kotzé, “A lightweight methodology to improve web
accessibility”, in Proceedings of 2009 Annual Research Conference of
the South African Institute of Computer Scientists and Information
Technologists (SAICSIT '09), ACM Press, New York, NY, pp.30-39,
20009.

K. Groves, “A Challenge to Accessibility Testing Tool Vendors”,
available from: http://www.karlgroves.com/2012/10/03/a-challenge-to-
accessibility-testing-tool-vendors/, 2013

M.F. Theofanos, and J.G. Redish, “Bridging the gap: between
accessibility and usability”, Interactions, Vol. 10 No. 6, pp. 36-51, 2003.

S. Horton, S. and M. Quesenbery, A web for everyone: designing
accessible user experience, Rosenfeld Media, 2014.

J. Nielsen, “Why you only need to test with 5 users”, available from:
https://www.nngroup.com/articles/why-you-only-need-to-test-with-5-
users/ , 2000.

S.L Henry, “Just ask: integrating accessibility throughout design”,
available from: www.uiAccess.com/JustAsk/, 2007.

K. Madathil, and J. Greenstein, “Synchronous remote usability testing: a
new approach facilitated by virtual worlds”, in Proceedings of the
SIGCHI Conference on Human Factors in Computing Systems (CHI
'11), ACM Press, New York, NY, pp.2225-2234, 2011.

J. Nielsen, “How many test users in a usability study?”, available from:
http://lwww.nngroup.com/articles/how-many-test-users/, 2012.

W3C, “Involving users in evaluating web accessibility”, available from:
http://www.w3.org/WAI/eval/users.html , 2010.

A. Bruun, and J. Stage, “The effect of task assignments and instruction
types on remote asynchronous usability testing”, in Proceedings of the
SIGCHI Conference on Human Factors in Computing Systems (CHI
'12), ACM Press, New York, NY, pp. 2117-2126, 2012.

181|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 7, No. 10, 2016

Tri-Band Fractal Patch Antenna for GSM and
Satellite Communication Systems

Saad Hassan Kiani, Shahryar Shafique Qureshi, Khalid Mahmood, Mehr-e- Munir, Sajid Nawaz Khan
Electrical Engineering Department, Iqra National University, Peshawar, Pakistan

Abstract—Due to their smaller size and light weighted
structures patch antennas are accustomed in modern
communication Technology. With additional size in reduction,
micro strip antennas are commonly used in handsets, GPS
receivers etc. This paper presents a novel design of fractal shape
patch antenna using U-slot on patch and defected ground
structure. Due to slots on patch and ground, tri-band resonating
response is attained with maximum gain and directivity of
4.22dB and 6.51dBi showing high impedance bandwidth and
radiation efficiency. The antenna showed good VSWR of 1.63 to
1.02 thus, showing high efficiency. As evident in the simulation
results, the proposed antenna has been found useful for W-LAN,
GSM, Radio Satellite, Fixed Satellite Services (RSS) & (FSS) and
satellite communication systems.

Keywords—miniaturization; directivity; gain; slots; Bandwidth;
VSWR

. INTRODUCTION

The increasing demand of wireless communication and
multimedia services has resulted in growing efforts of
designing and accomplishment of micro strip patch structures
due their cost efficiency and small size. Applications of such
antennas comprise but not restricted to personal
communication systems, military applications, jets aircrafts
and much more. One of the most necessarily antenna
application is in wireless communication. In contrast with
classical antennas, patch antennas offer several advantages
such as ease in fabrication, low cost light weighted structures.
Several techniques have been proposed to reduce the patch
antenna size but at the cost of lower gain, lower directivity and
reduced bandwidth. Some of the techniques are mentioned
below.

With use of split ring resonators, size reduction was only
up to 10 to 15% [1-2]. In [3], the dimensions of an antenna are
miniaturaized to a significant level but gain and the bandwidth
is also decreased. By increasing electric permittivity of a
substrate, antenna size can be reduced significantly but
increase of surface waves in substrate can result in declination
of radiation pattern hence worsening antenna bandwidth [4].
Meta materials reduced antenna size when inserted in ground
plane structure but the cost surges a bit higher [5-6]. Use of
synthetic magnetic conductors resulted with lowered gain at
desired resonant frequencies [7]. Hence in simple words patch
size reduction has been a very common interesting topic
among researchers [8-11].

Therefore, in this paper we have proposed a miniaturized
fractal shape patch antenna with u-slots on patch and defected
ground structure with good impedance bandwidth, gain and

directivity. The proposed antenna is showing multi frequency
response which can be used for various applications systems.

Il. ANTENNA DESIGN

The basic patch antenna consists of patch, substrate and
ground plane. The basic patch antenna with coaxial probe feed
(contacting) is given in fig 1.

Patch —l->
Substrate I

Fig. 1. Normal patch antenna

Ground Pianot

Al
Coaxial Cable

A. Substrate

The first important task while designing an antenna is
selection of a proper substrate with proper dielectric constant.

In proposed antenna design, due its cost effectiveness,
moisture withstanding capabilities, FR4 (lossy) is chosen as
substrate with dielectric constant of 4.3.

B. Width
In order to derive Patch width, following equation is used.

1.
_ c
W= 2/ (er+1) (1)
2
Whereas c is the speed of light in free space and .fyis the
resounding frequency and er is the relative permittivity.

C. Length
In order to derive Patch length, following equation is used.

Q).

L = L(eff) — 2AL )

Where

c
Lleff) = —F—— 3)
Zfow/ Ereff)
And
er+1 er—1 12h\ "2

won =g (L ®
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Where h is the height and W as mentioned above is the
patch width. Antenna with resonating frequency of 4.5GHz is
designed by calculating patch dimensions.

Various dimensions of the proposed antenna technique are
provided in table 1.

TABLE I. DIMENSIONS OF PROPOSED ANTENNA
Parameters Values in MM
Patch Length, PL 16.11
Patch Width, PW 21.43
Ground Length, GL 28.11
Ground Width, GW 33.43
Vertical Fractal Slot Length, 100
VESL )
Vertical Fractal Slot Width, 4.0
VESW '
Horizontal Fractal Slot Length 8.0
,HFSL )
Horizontal Fractal Slot Width, 4.0
HESW )

U Slot Length, UL 6.0
U Slot Width, UW 1.0
Patch Height, PH 0.0035
Height of Ground, HG 0.08
Height of Substrate, HS 2.0
Horizontal U and H Slot
Width, HUW&HHW 10
Horizontal U Slot Length, HUL] 8.0
Horizontal H Slot Length, HHL ]7.0
Vertical U and H Slot Length, | g9
VUL&VHL
Vertical U and H Slot Width, | 19
VUW &VHW

After designing patch antenna for 4.5 GHz, fractal shape is
implemented as following.

Patch is slotted by 8mm length and 10mm width
horizontally and 10mm length and 4mm width vertically. U
shape slot on fractal patch is designed with the following
dimensions as shown in Fig 2.

Length of slot is 6mm and width of the slot is Imm.Now
to further reduce size and for efficient frequency response
defected ground structure technique is used by adding U and

Vol. 7, No. 10, 2016

H slot on a ground plane as shown in fig 2 and figure 3.

Fig. 2. Frontal View of Patch

Fig. 3. Frontal View of Ground

The antenna is fed by Co-axial cable a contacting scheme
in which inner conductor is mounded to patch through hole
from ground through substrate while outer conductor
connected with ground plane.

I1. RESULTS AND DISSCUSSIONS

After simulation, we got the following results in Return
loss graph.
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From taking a look at return loss graph shown in Fig 4, we
clearly see that we have got a multi frequency response with
very good return loss. For frequency 3.349 we have got -

12.05dB return loss, 2.92dB of gain 5.64dBi directivity and 60
MHZ of bandwidth.

Theta | Degree vs. 9

Fig. 7. 1D plot of Gain at 4.739 GHz frequency

In 4.739GHz gain plot, the main front lobe scale is 2.17dB,

main lobe direction is 20.0 degrees and angular width is 70.4
degrees while back lobe scale is -2.7dB.
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1D plot of Gain at 3.349 GHz frequency

Fig. 8. 1D plot of Directivity at 4.739 GHz frequency

In 3.349GHz gain plot, the main front lobe scale is 2.91dB,
main front lobe direction is 0 degrees and angular width is
96.8 degrees while back lobe scale is -5.5dB.

In 4.739GHz directivity plot, the main front lobe scale is
5.38dBi, main front lobe direction is 20.0 degrees and angular
width is 70.4 degrees while back lobe scale is -2.7dB.
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. S Fig. 9. 1D plot of Gain at 6.19 GHz frequency
Fig. 6. 1D plot of Directivity at 3.349 GHz frequency

In 3.349GHz directivity plot, the main front lobe scale is
5.64dBi, main lobe direction is 0.0 degrees and angular width
is 96.8 degrees while back lobe scale is -5.5dB.

In 6.19GHz gain plot, the main front lobe scale is 4.22dB,
main front lobe direction is 28.0 degrees and angular width is
59.2 degrees while back lobe scale is -2.5dB.
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Fig. 10. 1D plot of directivity at 6.19GHz frequency

In 6.19GHz directivity plot, the main front lobe magnitude
is 6.51dBi, main front lobe direction is 28.0 degrees and
angular width is 59.2 degrees while back lobe scale is -2.5dB.

As goes for VSWR it showed satisfactory results clearly
evident from figure 11 as all the resonant frequencies showed
response less than 2dB which shows the antenna is efficient as
96 to 98%.

Fig. 11. Voltage Standing Wave Ratio Graph of Antenna

The approximate values of VSWR of the proposed antenna
are shown in the following table.

Vol. 7, No. 10, 2016

6.1GHz power radiated is nearly 99.98%.

The results attained from resonating frequencies both gain
and directivity are better than [12-13]. For resonant frequency
of 3.3GHz there are no side lob radiations and with the gain
exceeding 2dB, makes it suitable for GSM and LTE
applications. For 4.7GHz frequency although with slight
increase in back radiation, with the higher gain and return loss
of resonant frequency it becomes suitable for vehicular and S-
band communication applications. At last for 6.1GHz the
radiation pattern achieved was very interesting as it was in
The form of butterfly. But with the side lob level of 2.5dB this
antenna proves significant response of it making it suitable for
Fixed Satellite Services (Earth to Space) applications.

The following table shows all the parameters results of the
resonant frequencies of proposed antenna.

TABLE Ill.  PARAMETER RESULTS
Resonant | Return Gain : Directivit
Loss Bandwidth y
Frequency
3.3GHz -12.36dB 2.91dB 60 MHz 5.64dBi
4.7GHz -37.43dB 2.17dB 110 MHz 5.38dBi
6.1GHz -26.10dB 4.22dB 300 MHz 6.51dBi

TABLE Il.  VSWR VALUES OF RESONANT FREQUENCIES
Resonant Reflection Reflected | Reflected Mismatch
VSWR s Power Power
Frequency Coefficient (%) (dB) Loss (dB)
3.3GHz 1.63 0.24 5.7 -12.41 0.26
4.7GHz 1.02 0.01 0.0 -40.09 0.00
6.1GHz 1.10 0.05 0.2 -26.44 0.01

From results shown in table 2 all the resonant frequencies
prove that antenna impedance is matched. For 3.3GHz antenna
power delivered is up to 94.3%. For 4.7GHz nearly all the
power is delivered from transmitter side. And at last for

The dimensions of conventional patch antenna with the
central resounding frequency of 3.346GHz would require
dimensions of 27.94x21.00=585 mm?2 while as for proposed
design, only by dimensions of 16x21= 361mm? it is achieved,
resulting in shrinking the size up to 61.70%, which is more
significant than formerly published methodologies. Also the
antenna is showing triple band frequency response with good
gain, directivity and good bandwidth for resonant frequencies
[12-13].

V. CONCLUSION

In this paper, a new methodology with tri band resonating
frequency is presented. Antenna with size reduction of 61.70%
is obtained using defected ground structure and U-Shaped slot
on the fractal shape patch. As a result antenna produced
responded with a high gain, directivity and good impedance
bandwidth for each resonant frequency. The proposed antenna
is highly efficient as for all resonating frequencies, the VSWR
is seen to be less than 2. The proposed antenna is very useful
and can be used for W-LAN, GSM, Radio Satellite, Fixed
Satellite Services (RSS) & (FSS) and Satellite communication
system applications.

V. FUTURE ScopPE

The proposed tri band antenna can be implemented via
MIMO technique and also as in terms of stack configuration.
Using stack configuration, further miniaturization can be
expected.
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Abstract—The strength of the crypto-semantic method (CSM)
of text data protection based on the use of lexicographical
systems in the form of applied linguistic corpora within the
formally defined restrictions of selected spheres of applied uses
has been analyzed. The levels of cryptographic strength provided
by the crypto-semantic method of data protection with due
regard of a cryptanalyst’s resource capabilities are determined.
The conditions under which the CSM provides absolute
guarantee of text data protection from confidentiality
compromise are determined.

Keyword—cipher key; cryptographic; data protection; crypto-
semantic; lexicographical systems

. INTRODUCTION

In [1], a text data protection method entitled “crypto-
semantic method” (CSM) is suggested. The method is based on
the use of lexicographical systems in the form of applied
linguistic corpora within the formally defined restrictions of
selected spheres of applied uses [2,3]. The CSM provides
absolute guarantee of text data protection from confidentiality
compromise even under the conditions when a sufficiently
large number of encrypted information samples (demonstrably
larger than the volume of password information) is available to
the cryptanalyst. However, in [1] no cryptanalysis as to the
CSM'’s strength has been made. No conditions and restrictions
under which the use of the CSM is expedient have been
defined. No correspondent formal foundations and proofs have
either been provided. The present article aims to eliminate this
deficiency.

In this paper, to define the levels of cryptographic strength
which the crypto-semantic method of text data protection is
capable of providing, with due account of a cryptanalyst’s
resource capabilities. To define the conditions under which the
CSM provides absolute guarantee of text data protection
against confidentiality compromise.

Il.  ANALYSIS OF A CRYPTANALYST’S POSSIBLE ACTIONS

The cryptanalysis of the CSM system of tabular data
protection under different conditions of its practical use is
presented below.

Roba mohmoud ali aloglah

Computer Department, Al-Balga’ Applied University,
Faculty of Ajloun, Jordan

Saleh Ebrahim Alomar

AL-Ahliyya amman university
Department of Engineering, Amman Private University,
Amman, Jordan

A. Initial Conditions.

e It is known to the cryptanalyst that the secure text
exchange channel functions according to the model
presented in figure 1. The flowchart and the
performance features of the CSM data protection
system implementing this model is dealt with in [1].
The concept of this system is based on the
synchronization of pseudo random sequence generators
(PRSG) located on the transmitting and receiving sides
of the secure exchange channel with the help of a
known ciphering key [4-6].

e The text information to be encrypted is presented in a
table of an arbitrary type. The form of the table is
predefined. No information other than that entered into
the table is available.

e The implementers of the CSM protection system,
including the application area thesaurus, identical to the
implementers of the secure exchange parties are
available to the cryptanalyst.

1) Attack model #1

Below, the strength of the CSM protection system under
the conditions when at least one pair of corresponding samples
of tabular data (i.e. a plain original sample of tabular data and a
corresponding sample of encrypted data) are known to the
cryptanalyst is analyzed. The aim of the attack is for the
cryptanalyst to determine the secret keyword (password) which
a priory is unknown. It is appropriate in this case to take as the

strength index the criterion Ki — the maximum possible
number of the brute-force search variants of the ciphering key
equal to the number of possible ciphering key values:

K, =a"

where a is the basis of the key information alphabet and k is
the ciphering key capacity. The index K1 under the given
conditions characterizes the strength of the CSM protection
system on a specified fixed level which can be explicitly
ascertained by the cryptanalyst.
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Fig. 1. Functional model of the CSM system of tabular data protection

B. Initial conditions:

o the ciphering key is unknown, but at least one pair of
samples — the original data and the corresponding
encrypted tabular data — are known to the cryptanalyst.

e the secure exchange parties have not changed the
password within the time span when these samples
were received.

1) Cryptanalyst’s actions

The cryptanalyst repeatedly attempts to decipher the
encrypted sample of the tabular data, the original denotation of
which is known to them, by brute force attack. In the process
of deciphering, the cryptanalyst uses the implementers of the
CSM tabular data protection system identical to the
implementers of the secure exchange parties. The original
denotation of the password is defined as the variant of the
keyword with the use of which the corresponding known
original sample of tabular data will be obtained as the result of
deciphering.

2) Conclusion on the attack model #1:

e the cryptanalyst is able to identify the fact of the
successful termination of the attack and, having
implemented the attack model #1, to reliably determine
the password.

Vol. 7, No. 10, 2016

e under these conditions the CSM system is unable to
absolutely (according to Shannon [7]) guarantee
protection. The CSM system’s strength in these
circumstances totally depends on the strength of the
cryptographic algorithm used.

3) Attack model #2

Below, the strength of the CSM protection system under
the conditions when no corresponding pairs of samples of
original and encrypted tabular data are available is analysed.
Here, the value of the distance of uniqueness does not meet the
requirement of absolute protection guarantee (see [7]). The
distance of uniqueness (or the point of uniqueness) is defined
as such an approximate encrypted data size for which the sum
of the real amount of information (entropy) in the
corresponding plain data sample plus the keyword entropy
equals the number of bits in the encrypted data sample. The
distance of uniqueness is the cut-off criterion enabling to
evaluate the minimum required volume of encrypted data
samples sufficient for their brute-force deciphering. In the case
when the analyst deciphers these data they are certain that they
have obtained a reliable sample of the original data, as in this
case only one reasonable way of their deciphering exists. The
distance of uniqueness criterion serves not only as the measure
of volume of intercepted encrypted data necessary for their
deciphering, but also as the measure of volume of encrypted
data samples necessary for the certainty in the uniqueness of
the deciphering result obtained to exist. In this case it is
considered that the volume of encrypted data available to the
cryptanalyst exceeds the distance of uniqueness. Thus, a
theoretical possibility of breaking the cipher exists.

4) Initial conditions:

o the absence of any corresponding pairs of original and
encrypted information samples, i.e. cryptanalysis can be
carried out only on the basis of the intercepted
ciphertext;

o the implemented variant of the pseudo random sequence
generators in the CSM system (see. [1,6]) provides the
randomness of substitutions;

e the cryptanalyst is able to obtain the data on the
statistical properties of the application area thesaurus to
the extent enabling to construct a function of
distribution of a priori probabilities of occurrence of
semantic units of the predefined table form on the
receiving end of the CSM protection system encoder;

e the cryptanalyst is able to obtain the volumes of
ciphertexts exceeding the distance of uniqueness;

¢ the condition of maintaining the distance of uniqueness
is not met; sufficient volume of the intercepted
encrypted tabular data samples (obtained within the
time span when the ciphering key was not changed) is
available to the cryptanalyst in order for them to come
to valid statistical conclusions as to the probability of a
specific semantic units of the predefined table form
appearing.

5) Cryptanalyst’s actions
a) Preparatory stage.
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Preliminary collection of the information on the statistical
properties of the secure exchange information:

b) the collection of a batch of tabular data samples from
the defined thesaurus within the defined application area with
the use of the defined table form;

c) the statistical analysis of the collected batch with the
aim of constructing a function of a priori probabilities
distribution of occurrence of semantic units on the receiving
end of the encoder which are the secure exchange information
within the defined table form. This function may be used as a
reference for the comparison with a posteriori probabilities
distribution in the frequency analysis of the intercepted
encrypted tabular data samples.

C. Attack stage.

The cryptanalyst uses the implementers of the CSM tabular
data protection system, carries out the enciphering/deciphering
of all variants of the semantic units of the defined table form by
brute force attack and forms batches of variants corresponding
to the intercepted encrypted tabular data samples.

The obtained variant batches are used by the cryptanalyst to
construct possible variants of the discrete function of
distribution of a posteriori probabilities of occurrence of
semantic units on the transmitting end of the decoder.

The constructed variants of the function of distribution of a
posteriori probabilities of occurrence of semantic units on the
transmitting end of the decoder are compared by the
cryptanalyst with the reference function of distribution of a
priori probabilities constructed at the preparatory stage in order
to make the decision as to the most probable variants of the
password.

The cryptanalyst makes the decision as to the most
probable variants of the password corresponding to the variants
of the function of distribution of a posteriori probabilities most
similar to the reference function. The similarity criteria depend
on the matter of the applied problem solved by the defined
table form.

It is clear that under these circumstances the strength index
may not be a fixture as it may occur that the occurrence of
specific variants of semantic units of the defined table form at
the receiving end of the encoder are not statistically related.
Thus, the statistical analysis may turn out to be unsuccessful.
Nevertheless, a probability to define the lower threshold of the
CSM system strength exists.

In this case it is expedient to present the strength index as
KZ = Kl XV (2)

where Ki js the strength index of the implemented
cryptalgorithm and V is the total number of the brute-force
search variants of the tabular data samples in the course of
implementing attack model #2. It is clear that V=V1V2, where
V1 is the number of variants of semantic units of the defined
table form sent to the receiving end of the encoder and V2 is
the number of the intercepted encrypted secure exchange
information samples used in the course of the analysis.

Vol. 7, No. 10, 2016

1) Conclusion on the attack model #2.

a) The results of the frequency analysis of the
predefined table form semantic units with the use of
intercepted encrypted tabular data samples under certain
circumstances may essentially enhance the probability of a
correct detection of the password. However, the cryptanalyst
is unable to identify the fact of the successful attack
completion, and having implemented attack model #2, cannot
guarantee the reliability of the password detection.

b) under these conditions the CSM system is unable to
absolutely (according to Shannon [7]) guarantee tabular data
protection.

c) The strength of the CSM protection system under
these conditions even in the worst case, i.e. when attack model
#2 has been successfully implemented, is estimated as V times
higher than the strength of the cryptographic algorithm used.

Below, a graphic presentation of the dependence of the
strength index K on the ciphering key capacity k in relation to
the two attack models discussed above is given (see figure 2).

Strength indax K {number of al possible brute-force search variants of ciphering key)

Wiodel 22 when = 110"

a=128

LERRHERERERLRRARRRRAN

)
5 Model £2 when v=ixtg)

1t
3 —747" a2

w Model 11

Key apasity k

Fig. 2. Graph of strength index against ciphering key capacity

First, a trivial result: with the increase of the ciphering key
length the protection system strength is enhanced. Second, in
any case the strength of the CSM system against type 1 attacks
is significantly lower than the strength of this system against
type 2 attacks. Third, with the growth of the batch volume V
the CSM protection system’s cryptostrength is enhanced.

Below, the dependence of the strength index K on the a
parameter, where a is the basis of the key information alphabet,
is examined. It is seen in figure 1 that increasing the value of
the a parameter will significantly increase the strength index K
if k = const. For example, for attack model #1, where the key
capacity k = 8, the strength index takes on the following
values: K = 256 where a = 2, K = 1-108 where a = 10, K =
1,4064:1012 where a = 128 and K = 1,8447-1019 where a =
256.
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The CSM system strength against type 1 attacks is
significantly lower than this system’s strength against type 2
attacks, and, with the growth of the batch volume V necessary
for the analysis, the CSM protection system’s cryptostrength is
enhanced. In its turn, the need to increase V is conditioned by
the demands for the increase of the statistical conclusions
accuracy as to the character of the function of distribution of
the semantic elements of the deciphered tabular data.

Use of the CSM protection system as a perfect secrecy
system

As the basic protection effectiveness parameter we chose
the so called amount of secrecy according to the terminology
used in C. Shannon’s works [7]. Also, the notion of the
information protection system (IPS) entropy based on the use
of key information is used. The IPS entropy is used as a
measure of the amount of space of the password information
keys. Assume the condition of maintaining the distance of
uniqueness in this case in met. Insufficient volume of the
intercepted encrypted tabular data samples (obtained within the
time span when the ciphering key was not changed) is
available to the cryptanalyst in order for them to come to valid
statistical conclusions as to the probability of a specific
semantic units of the predefined table form appearing.

In most symmetrical key systems, the distance of
uniqueness is determined according to the following formula:

u - HK) 3)
D
where H(K) is the information protection system (IPS)
entropy, K is the number of possible keys in the IPS and D is
the redundancy of the language used for message display.

In its turn, the language redundancy D is calculated as

D=R-r (4)

where R is the maximum entropy of stand-alone

metasymbols, and r is the entropy of the language used for
displaying the message M, calculated as

_HM) )
n

where H(M) is the entropy of the message and n is the
message length.

r

In this case enciphered samples with the total length less
than the distance of uniqueness are used for encrypting
messages. Thus, it is possible to provide a theoretically perfect
protection, as under such circumstances the ambiguity of the
cryptanalytical problem solving appears. If by means of the
correct thesaurus synthesis one can provide almost equal
probability of receiving each solution, under such
circumstances the cryptanalyst find themselves in an
ambiguous state, in particular they cannot make a valid
decision, true on the basis of the deciphered messages.

Thus, in this case we stick to the condition that the volume
of the tabular data encrypted by one key does not exceed the
distance of uniqueness:

_log,(K')
U= D (6)
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where U is the distance of uniqueness, K is the maximum
possible number of the brute-force search variants of the
ciphering key and D is the redundancy of the language used for
displaying the semantic units of the predefined table form.

If condition (6) is met, in the case of an exhaustive search
of the ciphering key the original sample of the transmitted data
will appear on the transmitting end of the decoder not more
than once.

Initial condition: the protection system meets the conditions
of a perfect secrecy system, i.e. the cryptanalyst is unable to
obtain volumes of data encrypted with one key exceeding the
distance of uniqueness.

The definition of the strength index under these conditions
loses any significance, since it is impossible to identify the
moment of the successful attack completion. If the CSM
system parameters meet the conditions of a perfect secrecy
system, the tabular data protection is absolutely guaranteed.
Neither a priori nor a posteriori data on the statistical properties
of the secure exchange information can be used. Thus,
modelling of any attacks under these circumstances loses its
sense.

Also, under these circumstances an absolute protection
guarantee is provided by the famous Mauborgne/Vernam
scheme [4,5]. Below, the proofs that the CSM system has
essential advantages over this scheme are presented.

Below, we plot the uniqueness distance as a function of the
message length.

The IPS entropy H(K) is used as the measure of the amount
of space of the keys K, namely:

H(K)=log, K @)
where K is the number of possible keys in the IPS.

The language redundancy is calculated using formula (4).
Consequently

R=log, B 8
where B is the humber of alphabet symbols

calculated using the following formula:

B=[s. ©)

where s is the number of sublexicons in the selected tabular
form thesaurus, Si is the number of words (or phrases) in the
ith sublexicon of the thesaurus.

The entropy of the language r, with the help of which the
message M is displayed, is calculated using formula (5). The
entropy is measured in bits and equals

H(M)=log, N (10)

where N is the number of possible meanings of the
message.

Thus, on the basis of (3), (8) and (5), we have:
u-_ HK)

log,(B) - M)

(11)
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On account of the perfect secrecy system properties, the
number of keys K must equal N — the number of messages

having the length of n. Thus, if H(K)=H(M)=log, N , the
following equation is possible:
U= (12)
log, (B) — 22~
It is now N necessary to find the

dependency of N — the number of possible message meanings —
against n — the message length. When calculating N, it is
worth keeping in mind that each table row (i.e. each letter in
the message) occurs only once (i.e., letters do not repeat). In
this case, the maximum possible message length equals the
number of letters in the alphabet. Thus, the equation for
calculating N — the number of possible message meanings at
different n — is as follows:

N = f1[B(n-1) &

In order to meet the condition of keeping the distance of
uniqueness, it is necessary to correctly calculate the key
capacity (length) in correlation with the message length:

k=1log, N (14)
where k is the keyword capacity and

N is the number of the possible meanings of a message
having the length of n. With due account of (13), the
dependency of the ciphering key length against the message
length can be expressed in the following way:

where B is the number of the symbols of the alphabet of the
language in which the message is presented.

H(K)=H(M)

(the condition of the perfect secrecy system), the following
can be presented (see figure 3):

log, I1[B~(n-1)]

Thus, where B = const and where

un) = (16)

log, 77{B~(n~1)]
log, (B) -——=

The dependency of the key entropy H(K) against the
message length n can be presented in the following way (see
figure 4 for the diagram):

H(K) = log, !”71[3 ~(n-1)] (17)
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It is advisable to use the graphs in figures 3 and 4 for
calculating the maximum possible number of communication
sessions without changing the ciphering key while keeping the
feature of the perfect secrecy system intact.

It is clear that the CSM protection system in the perfect
secrecy system mode, with 64-bit key length with no change in
the key, can ensure the absolute protection of 1800 transmitted
language elements, while the one-time pad technique provides
absolute protection only for 64 language elements. Thus, the
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CSM protection system, as opposed to the famous
Mauborgne/VVernam scheme, can provide absolute protection
under the conditions that the volume of original (plain) text
significantly exceeds the volume of key (password)
information.

It is worth keeping in mind that the artificial language
redundancy dealt with in the given example is negligibly small,
which is uncharacteristic of natural languages. Atrtificial
languages are characterized by relatively large value of the
distance of uniqueness.

I1l.  MAIN RESULTS AND CONCLUSIONS

The strength of the crypto-semantic method (CSM) of text
data protection based on the use of lexicographical systems in
the form of applied linguistic corpora has been analysed. The
indices of cryptographic strength provided by the crypto-
semantic method of text data protection with due regard of a
cryptanalyst’s resource capabilities are determined and the
levels of cryptographic strength are introduced. The conditions
under which the CSM provides absolute guarantee of text data
protection against confidentiality compromise are determined.

If at least one pair of samples — original ones and
corresponding samples of encrypted tabular data — are known
to the cryptanalyst, the CSM system’s strength in these
circumstances totally depends on the strength of the
cryptographic algorithm used.

If no corresponding pairs of original and encrypted
information sample pairs are available (i.e. cryptanalysis is
carried out only on the basis of the intercepted ciphertext), but
the cryptanalyst is able to obtain the data on the statistical
properties of the application area thesaurus and the volumes of

Vol. 7, No. 10, 2016

ciphertexts exceeding the distance of uniqueness, the CSM
protection system strength is estimated as V times higher than
the strength of the cryptographic algorithm used, where V is
the total number of the brute-force search variants of the
tabular data samples.

If the CSM system meets the conditions of a perfect
secrecy system, i.e. the cryptanalyst is unable to obtain
volumes of data encrypted with one key exceeding the distance
of uniqueness, protection is absolutely guaranteed. As opposed
to the famous Mauborgne/Vernam scheme, the CSM system
can provide absolute protection under the conditions that the
volume of original (plain) text significantly exceeds the
volume of key (password) information.
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Abstract—S-transform is an effective time-frequency
representation which gives simultaneous frequency and time
distribution information alike the wavelet transforms (WT).
However, the ST redundantly doubles the dimension of the
original data set and the Discrete Orthonormal S-Transform
(DOST) can decrease the redundancy of S-transform farther. So,
this paper aims to propose a new method to remove additive
background noise from noisy speech signal using DOST which
supplies a multi-resolution analysis (MRA) spatial-frequency
representation of image processing and signal analysis. Hence,
the performances of the applied speech enhancement technique
have been evaluated objectively and subjectively in comparison
with respect to many other methods in four background noises at
different SNR levels.

Keywords—MRA,; Stockwell Transform; DOST; DWT; speech
enhancement

. INTRODUCTION

The distortion of signals by noise is a ubiquitous problem.
In fact, the background noise deteriorates the intelligibility and
quality of the speech signals resulting in a harsh drop in
performance of speech applications such as sound recording,
telecommunications and teleconferencing. These applications
need noise reduction and recover the clean signal from noisy
signal. Speech enhancement is the most important technique in
speech signal processing domain. It eliminates noise and
ameliorates the quality and intelligibility of speech
communication.

Over the last decades, noise suppression from speech
signals is a very interesting area of researchers during speech
processing.

The literature is enriched by many works which treat
several methods for speech enhancement has been developed
and investigated such as Discrete Fourier transformer (DFT),
Discrete Cosine Transformer (DCT), Karhunen-Loeve
transformer (KLT),Wiener filtering[2,3],Spectral Subtraction
[1], Wavelet Transform (WT) [5-8, 22-26], etc. All the
methods have their advantages and inconveniences.
Particularly, although the Spectral Subtraction [1]-[12]
provides a tradeoff between speech distortion and residual

Mohamed BEN NASER

Physics Department
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Tunis, Tunisia

Adnane CHERIF

Physics Department
Faculty of Science of Tunis
Tunis, Tunisia

noise, it suffers from a musical noise artifact that is
perceptually annoying. Also, the Wiener estimator has a
moderate computation load, but it offers no mechanism to
control tradeoff between speech distortion and residual noise.
Thus, the one major problem of wiener filter based methods
[2]-[3] is the requirement of obtaining clean speech statistics
necessary for their implementation. Among the methods using
time-frequency analyses, an approach of reducing different
types of noise that corrupt the clean speech is the use of
Discrete Wavelet Transform (DWT) [5]-[9], which is a
superior alternative to the analyses based on Short Time
Fourier Transform (STFT).

Even though the wavelet transform (WT) has dominated
signal denoising for years, and become a powerful tool of
signal analysis and is widely used in many applications which
comprise image processing and signal analysis. However, in
wavelet transform, only the scale information is supplied, so
the applications using the wavelet transform may be limited
when the absolutely-referenced frequency and phase
information are required [10].

The Stockwell Transform (ST) proposed by R. G.
Stockwell in 1996 [11], is a time-frequency analysis method.
The ST improves the time-frequency resolution of Short Time
Fourier Transform (STFT), and can be regarded as an
extension or special case of wavelet transform (WT) in the
multi-resolution analysis domain. The use of S-transform can
get more precise relationship between the distribution of
frequency and time of the signal. Thus, the Stockwell
Transforms [11] is a hybrid of the STFT and the WT. It
provides a time-frequency representation of a signal with a
frequency-dependent resolution and shows a great promise in
various applications. However, the ST redundantly doubles the
dimension of the original data set. Due to this redundancy; use
of the ST is computationally expensive and even infeasible on
some large size data sets.

Thus, to improve its computational efficiency, R. G.
Stockwell proposed the Discrete Orthonormal S-Transform
(DOST) in 2007 [11] which reduce the redundancy of S-
transform further and makes S-transform practical in real life
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and much more convenient. The DOST is based on a set of
orthonormal basis functions that localize the Fourier spectrum
of the signal. It samples the time-frequency representation
given by the ST with zero information redundancy and retains
the advantageous phase properties of the ST. Despite The
DOST is fairly young compared to other transform, it has been
demonstrated to be useful in some fields Such as in image
compression [10][13][14][15], image restoration[12] , and
image texture analysis[16] .It has also been successfully
applied in signal analysis to channel instantaneous frequency
analysis.

Therefore, in order to preserve useful information in a
speech signal and eliminate as much noise as possible, we
propose in this paper, a new method for speech enhancement
using the Discrete Orthonormal Stockwell Transform (DOST).
The main objective of the proposed method is to decrease the
speech distortion and increase the speech intelligibility of
degraded speech signals and reduce the listener’s fatigue. This
method was compared to the Discrete Wavelet Transform and
Spectral Subtraction by means of objective and subjective
criteria. The obtained results indicate a good performance of
the proposed method and show its high potential for speech
enhancement. This paper is organized as follows: Section 2
depicts a brief introduction to the Stockwell transform, the
DOST and wavelet theory. Section 3 attempts to explain the
methodology for the proposed speech enhancement technique
using DOST and DWT. In Section 4, we present the objective
and subjective performance measurement parameters used for
speech enhancement and we discuss the results. Finally,
Section 5 concludes this paper with a discussion and the
imagination of our future work.

. THEORY

A. Stockwell Transform

The Stockwell Transforms proposed in 1996 [11, 17, 18,
19, 20], gives a full time-frequency decomposition of a signal.
The Stockwell transforms (ST) of h(t) is defined as the Fourier
transform (FT) of the product between a Gaussian window
function, and h(t) .

T—t)2f2
s(t,f) = f_+;° h(t)%ei 2 e~iznftg (1)

Where f is the frequency, t and t are time variables, the
Stockwell transform decomposes a signal into frequency (f)
and temporal (t) components. The relation between S (z, f)
and the Fourier transform of h(t) is expressed as:

[2s@pdr= H(f) )

Where H (f) is the Fourier Transform of h (t).Therefore, we
can get the original signal by using this relationship between
FT and S-transform:

ht) = [T7{77 s(r, f)de} et df ©)
B. Discrete Orthonormal S-Transform

The DOST is introduced as an orthonormal version of ST.It
can be defined as an inner product between a time series h[K]
and the basis function d[k]. We use v to specify the center of
each frequency band, [ represents the bandwidth and t

Identify applicable sponsor/s here. If no sponsors, delete this text box
(sponsors).
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represents the location in time. Using these parameters, the k th
basis vector is expressed as:

Swpn =< d[kl[y'ﬁjrl‘fl[k] ==
\/%21}21:_& Z;ig/_zﬁ—/; e—L'Zn'NfelZﬂEfe—[r[—[ h[k] (4)

For a signal of length N, the discrete ST generates N2
coefficients, while the DOST can represent the same signal
with only N coefficients. For that, the DOST is a non-
redundant version of the ST. In order to calculate the DOST
much faster we introduce the FFT into DOST:

kS(v’ﬁ’T) =<< d[k][v,ﬁ,r]'h[k] >=

1 - - . . T .

5N Sy G exp (2 ) exp(i2m ; fexp (~ime) H(f)
(5)

Using FT we can write:
1 - . .
Swbn = T2 oucir exp(—imt) exp (2n L) H()  (6)

C. Discrete Wavelet Transforms (DWT)

The Discrete Wavelet Transform (DWT) is a powerful tool
of signal and image processing that have been successfully
used in many scientific fields such as signal processing and
image compression. DWT provides sufficient information both
for analysis and synthesis and reduce the computation time
sufficiently It analyzed the signal at different frequency bands
with different resolutions and decompose the signal into a
coarse approximation and detail information. The general form
of DWT at L-level expressed in terms of L detail coefficients
d_j (k) , and the Lth level approximation a_L (k) coefficients
can be written as [9]:

f(®) = Z§=1 2idi(k) W;(t) + X a, (k). () (7)

Where, and ~ W;(t) is the mother wavelet and @, (t) is

the scaling function. The approximation and detail at level j are
expressed as:

aj41(k) = X ho (m — 2k)a;(m) 8)
djy1(k) = Xm hi (M — 2k)a;(m) 9)
Where hy (k) and h, (k) are known as wavelet filters

Il. NEW PROPOSED SPEECH ENHANCEMENT METHOD

In this research work, speech enhancement algorithm based
on transformation is performed using three most commonly
used steps: applying transformation (DOST or DWT), truncate
coefficients (thresholding) and applying inverse transformation
(IDOST or IDWT) to reconstruct the denoised signal (Figure
2).

Noisy N N Thresholdin
Speech "| Decomposition g
Sinnal NOST/DWT

Reconstruction

Enhanced |4
- IDOST/IDWT

Speech
signal

Fig. 1. Block diagram of the suggested method
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Let: y()=s(n)+w(n) (10)

Finally, complete content and organizational editing before
formatting. Please take note of the following items when
proofreading spelling and grammar

Where s (n) is the clean speech w (n) the noise and y (n) the
noisy speech signal. The proposed Discrete Orthonormal S-
transform used in speech signal denoising can be represented
as follows:

e In this step, the input speech signal is divided into
stationary frames and then transformation method
(DOST or DWT) is applied of each frame in order to
extract coefficients.

e After performing the transformation method of the
speech frame, denoising involves truncating the
obtained coefficients below a given threshold values.
For truncate the small valued coefficients, we calculate
the appropriate threshold T to retain the original signal
and restrict the noise and let all the coefficients in
DOST domain compare with the threshold. In this case,
the threshold value (t) is manually adjusted and is
chosen from coefficients (0< t <CvalMax ), where
CvalMax is the maximum value of the DOST
coefficients or DWT Coefficients. . Soft Thresholding
was carried out on the DOST or DWT coefficients
before reconstructing the signal. In soft Thresholding,
the elements whose absolute values are lower than the
threshold are first set to zero. Then the nonzero
coefficients are shrinked towards 0.

Kge = {STOMOK = D i K 1> 0
soft = o if X1<0
Where X represents the DOST or DWT coefficients and tis
the threshold value.

e After that, we can conduct inverse DOST or inverse
DWT to get the denoised speech signal.

V. RESULTS AND EVALUATION

This section presents the experimental results of the
proposed speech enhancement method at various SNR levels
from -5 to 15 dB. The speech signal taken from the TIMIT
Acoustic-Phonetic Continuous Speech Corpus [21], were used
to evaluate the proposed algorithm. For this purpose, clean
speech signal sampled at 16 kHz is used and recorded by
female voice. To illustrate the performance of the proposed
enhancement techniques, Several tests in different various
noisy conditions, taken from Noisex-92 database: White
Gaussian noise, F16 cockpit noise, Volvo car noise and Pink
noise with different values of Signal to Noise Ratio (SNR)from
-5dB to 15dB were used.

In order to evaluate the denoising performance of the
DOST method and to compare it to DWT denoising and
Spectral Subtraction; a number of objective tests used for
speech enhancement technique evaluation, are presented in this
study. Then, the proposed method is subjectively evaluated in
terms of Informal listening tests in order to find the analogy
between the objective metrics and subjective sound quality.

Vol. 7, No. 10, 2016

A. Objective evaluation

Objective measures [28] are based on mathematical
comparison between the original and processed speech signals.
The measure of the signal to noise ratio, SNR is one of the
most extensively used. As the name suggests, it is computed as
the ratio of the signal to noise powers in decibels:

- Signal-to-Noise Ratio

SNR = 10.logs, | Zns* (M) ]

Znls(m)-s*(m)]?

where S and S™ are respectively the clean and the enhanced
speech signals.

-Peak Signal to Noise Ratio (PSNR)

(11)

NS?
PSNR = IOIOglom (12)
Where N is the length of reconstructed signal, S is the
maximum absolute square value of signal s and ||s-s’||* is the
energy of the difference between the original and reconstructed

signal.
-Normalized Root Mean Square Error (NRMSE)

_ ’Zn(S(n)—xS’(n))Z
NRMSE = 3 () —ps()? (13)
Here, s (n) is the speech signal, s’ (n) is reconstructed
speech signal and 1 s (n) is the mean of speech signal

-Perceptual Evaluation of Speech Quality

PESQ (Perceptual Evaluation of Speech Quality) [27] is an
objective quality measure that is approved as the ITU-T
recommendation P.862. It is a tool of objective measurement
conceived to predict the results of a subjective Mean Opinion
Score (MOS) test. Particularly, PESQ was developed to model
subjective tests commonly to assess the voice quality by human
beings

B. Results

Several experiments using the TIMIT database were carried
out to evaluate the performance of the proposed method and to
compare it to DWT based speech enhancement methods [22],
[23], [25] and [26] and Spectral Subtraction [1]. Indeed, in this
work, for comparative purposes, the DWT algorithm given in
[6], [7], [8] and [9], the used mother wavelet is “db10”, five
decomposition levels and Soft thresholding was implemented
[24]. In this part of the paper, the obtained results from SNR,
PSNR NRMSE and PESQ computation is reported These
results are obtained by the application of the proposed speech
enhancement technique, the Discrete Wavelet transform and
Spectral Subtraction on a number of noisy speech signals
which are obtained by corrupting the original signals by
different types of noise (White, Pink, Volvo and F16) at
different values of SNR (-5dB to 15dB). A comparative study
between our proposed speech enhancement system using
DOST and the DWT denoising proves that the proposed
speech enhancement system using DOST outperforms the
DWT and the experimental results are shown in tables and
figures bellows;
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more suitable and reliable. From these figures, it can be seen
that the DOST method can greatly improve SNR with less
distortion of the original speech signal.

TABLE I. SNR MEASURES OBTAINED FOR NOISY AND ENHANCED
SPEECH SIGNAL
t'\;/%':e Egﬂﬁ?;ﬁ?em Improved SNR(dB)
5 0 5 10 15
DOST 3,70 650 | 11,63 [141 |17,26
White | pwT -1,.21 285 [749 [1243 [17,25
Spectral -0,18 408 |892 |1362 |1823
Subtraction
5 0 5 10 15
DOST -1,65 28 |694 [10,98 [1563
F16 DWT -1,66 24 675 [10,34 [15,08
Spectral -0,07 451 9,06 |1349 |1683
Subtraction
5 0 5 10 15
DOST -1,82 164 |668 |[111 [1593
Pink | DWT -2,95 107 |55 10,19 | 15,02
Spectral 0,33 454 892 |1259 |16,15
Subtraction
5 0 5 10 15
DOST 2,9 123 [552 [10,25 [159
Volvo | DWT -2,95 107 |55 10,19 | 15,02
Specral 1,64 643 [11,28 |16,19 |21,05
Subtraction

The proposed speech enhancement method is compared
with a speech enhancement using DWT and Spectral
Subtraction. SNR is calculated under different SNR inputs and
the results are shown in Table I and Fig.2.

25
20

15

-5 0 5 10 15(-5 0 5 10 15|-

0 5 10 15

white | F16 | Pink | Volvo
B Output SNR DOST ~ H Output SNRDWT 1 Output SNR spectral subtraction

TABLE Il PSNR MEASURES FOR ENHANCED SPEECH SIGNAL
Noise | Enhancement | PSNR (dB)
Type | Technique
5 0 5 10 15
DOST 21,0455 | 23,84 | 27,97 |3L,44 | 34,5625
White | DWT 16,1232 | 20,1927 | 24,8382 | 29,7722 | 33,5986
Spectral 17,1558 | 21,4244 | 26,9263 | 30,9617 | 34,5760
Subtraction
5 0 5 10 15
DOST 16,4876 | 20,6554 | 24,0765 | 29,1221 | 34,9753
FI6  pwt 15,2148 | 19,4083 | 23,1759 | 28,2993 | 33,4282
Spectral | 17,2635 | 21,8602 | 26,4096 | 30,8378 | 35,1769
subtraction
5 0 5 10 15
pink | DOST 15,4752 | 19,9254 | 24,4534 | 29,4447 | 32,2750
DWT 15,5015 | 18,0198 | 23,0204 | 27,4171 | 32,2530
Spectral 17,6733 | 21,8828 | 26,2621 | 30,9390 | 35,1534
subtraction
5 0 5 10 15
DOST 15,4371 | 19,4652 | 24,6547 | 28,6758 | 33,2426
Volvo [ pwr 14,3875 | 18,4212 | 22,8447 | 32,2426 | 32,2426
Specral | 18,9856 | 23,7729 | 28,8233 | 33,5331 | 38,3963
subtraction

Fig.2. Comparison of Output SNR for DOST, DWT and Spectral
Subtraction

Table 1 and Figure2 below show that the three denoising
techniques improve the signal to noise ratio (SNR). The results
show also that the DOST based denoising technique is better
than the DWT denoising. In fact, the DOST improves the
output SNR for SNR input equal to -5dB and 0dB for various
noise conditions. It’s clear that the Spectral Subtraction
denoising is better than the two denoising methods. In case of
White Noise, the DOST denoising method is more efficient,
however for Volvo noises; the Spectral Subtraction seems to be

-5 0 5 10 15(-5 0 5 10 15(-5 0 5 10 15(-5 0 5 10 15

white F16 Pink Volvo

M PSNR (dB) DOST ® PSNR (dB) DWT PSNR (dB) spectral subtraction

Fig. 3. Evaluating the proposed system based on the PSNR measure

It is observed as the level of Gaussian noise increased from
-5dB to 15dB, the output Peak Signal to Noise Ratio (PSNR)
values of our speech enhancement system based on DOST
outperform the DWT and spectral subtraction. This
demonstrates a significant improvement in signal quality and
the powerful of the DOST.

However, in case of Volvo noise, the spectral subtraction
has the best PSNR.
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Fig. 4. Comparison of NRMSE for DOST, DWT and Spectral Subtraction for
White noise

e Case F16 Noise
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Fig. 7. Comparison of NRMSE for DOST, DWT and Spectral Subtraction for
Volvo noise

Figure 4, 5, 6 and 7 below show that NRMSE is less for
DOST compared to DWT methods for different types of noise
for SNR levels ranging from -5dB, 0dB, 5dB, 10dB and 15dB.
In the case of white noise the DOST outperform the DWT and
Spectral Subtraction while for Volvo noise the Spectral
subtraction has the best performance.

3
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515
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Fig. 5. Comparison of NRMSE for DOST, DWT and spectral subtraction

e Case Pink Noise

1.4 -+
1.2 -
1 .
G 0.8 - ~—DOST
2 06 -
= 04 4 ——-DWT
0.2 -
0
5 0 5 10 15 === spectral
subtraction
Pink
SNRI(dB)

Fig. 6. Comparison of NRMSE for DOST, DWT and Spectral Subtraction for

Pink noise

Fig. 8. Performance comparison of PESQ scores for different methods in the
presence of White Noise
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Fig. 9. Performance comparison of PESQ scores for different methods in the
presence of Pink Noise
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Fig. 10. Performance comparison of PESQ scores for different methods at 5
dB SNR in the presence of various noises

Fig.8 shows the PESQ scores for the noisy signal and the
enhanced mentioned signals when the speech is degraded by
white noise. As clearly shown in the figure below, PESQ
scores of the proposed algorithm are better than PESQ scores
given by the algorithm based on the Spectral Subtraction and
DWT.

Fig. 9 presents the PESQ scores for the noisy signal and the
enhanced mentioned signals when the speech is degraded by
Pink noise. Clearly, the PESQ scores of the proposed
algorithm outperform the PESQ scores of other methods.

Fig.10 shows the PESQ scores for the noisy signal and the
enhanced signals using DWT and DOST over all noise
conditions (F16, Pink, White, Volvo) at 5dB SNR. It can be
seen from this figure that the proposed method is characterized
by the highest PESQ scores showing that the enhanced speech
by our method has a better perceived quality. Hence, the high
PESQ scores perceived the quality of the enhanced speech.

C. Subjective evaluation

In order to evaluate the enhancement quality of the noisy
speech, we have used the Perceptual Evaluation of Speech
Quality (PESQ) score which is a mean opinion score, showing
high correlations with subjective listening tests. It ranges from
1 to 5. The higher PESQ score shows the higher perceptual
quality and the lower speech distortions. Also we have
conducted informal listening test where a group of 10 listeners
(six women and four men) are permitted and disposed to
perceptually evaluate 3 enhanced speech signals from the
NOIZEUS database with three background noises (White, F16,
and Pink ) at three SNR levels (0 ,5 and 10 dB). The listeners
have used the MOS (Mean Opinion Score) method to evaluate
the difference between the residual noise characteristics of the
enhanced speech (1: Bad, 2: Poor, 3: Fair, 4: Good, 5:
Excellent).Fig. 7 bellow shows the statistic results of subjective
evaluation for 3 speech enhancement methods:

Fig. 11. Subjective evaluation of different speech enhancement methods

The test results show a favorite improvement in the
auditory quality of our proposed speech enhancement. In fact,
our approach provides a speech signal containing less musical
noise while preserving the speech quality.

The listeners found that the subjective sound quality of our
proposed method in denoising using DOST has the highest
correlation with the objective evaluation in comparison with
DWT and spectral subtraction in various noises conditions at
different levels of SNR.

V. CONCLUSION

In this paper, a new method for speech enhancement using
the Discrete Orthogonal Stockwel Transform has been
presented. The evaluation of the proposed technique is
performed by comparing it to the speech enhancement
technique based on DWT and the technique based on Spectral
Subtraction. Both objective and subjective methods used for
evaluation of DOST performance in speech denoising. Hence,
this evaluation is based on the use of a number of objective
criterions which are the SNR, PSNR, NRMSE and PESQ.
Also, in this evaluation, a speech signal with a female speaker
from the TIMIT database is used and corrupted it by different
types of noises which are Pink, White, F16 and Volvo noises at
various input SNR levels ranging from -5dB to 15dB.
Simulation results show that the proposed method provides
better results in terms of higher output SNR, higher output
PSNR, higher PESQ score, and lower NRMSE values than the
DWT and Spectral subtraction based denoising methods and
results in a better enhanced speech. Also, Informal listening
tests justify the efficiency of the proposed method that results
in a better enhanced speech than that obtained by the other
methods.

In the future research works, we will cooperate the
proposed speech enhancement method with speech recognition
systems in order to increase their recognition rate under noisy
environments.
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Abstract—Deblurring from motion problem with or without
noise is ill-posed inverse problem and almost all inverse problem
require some sort of parameter selection. Quality of restored
image in iterative motion deblurring is dependent on optimal
stopping point or regularization parameter selection. At optimal
point reconstructed image is best matched to original image and
for other points either data mismatch occurs and over smoothing
is resulted. The methods used for optimal parameter selection are
formulated based on correct estimation of noise variance or with
restrictive assumption on noise. Some methods involved heavy
computation and produce delay in final output. In this paper we
propose the method which calculate visual image quality of
reconstructed image with the help of Second derivative like
measure of enhancement (SDME) and helps to efficiently decide
optimal stopping condition which has been checked for leading
image deblurring algorithm. It do not require any estimation of
noise variance or no heavy computation are needed. Simulation
has been done for various images including standard images for
different degradation and noise condition. For test leading
deblurring algoritham of Blind and Semi-Blind deblurring of
Natural Images using Alternate direction method of minimizer
(ADMM) is considered. The obtained results for synthetically
blurred images are good even under noisy condition with A ISNR
average values 0.2914 dB. The proposed whiteness measures seek
powerful solution to iterative deblurring algorithms in deciding
automatic stopping criteria.

Keywords—Image deblurring; stopping point; Point Spread
Function; Second derivative like measure of enhancement

. INTRODUCTION

Blind image deblurring is ill-posed inverse problem solved
with iterative techniques using regularization methods with
reduction of solution space. In regularization methods
solutions accuracy and smoothness tradeoff is controlled by
regularization parameter selection or by deciding optimal
stopping condition. The reconstructed image quality is highly
depended on the iteration number and above the optimal
iteration point each extra iteration result in amplification of
noise and computational cost. If the sharp image is available
than one can compute full reference image metrics such as
mean-squared error (MSE) , peak signal to noise ratio (PSNR)
[1], or structural similarity (SSIM) [2] and can decide optimal
stopping point when MSE is minimized or PSNR and SSIM is
maximized. However, in most practical situations the sharp
image is not available and this metrics cannot be used for
decision of automatic stopping point determination.

Dr. U. D. Dalal

Associate Professor in department of Electronics Engineering,
S.V.N.L.T., Surat

The most commonly used methods for choosing a
regularization parameter or for decision of automatic stopping
point are as follows.

Visual Inspection: If the prior knowledge of the scene is
available one can select the stopping point on the basis of
visual inspection of the results. Clearly, as prior information
about the scene is not obtainable all the time, the method has
very limited application.

L-Curve Method: In any regularization method there are
two terms, the data fidelity (residual) and prior information
fidelity. The optimal stopping point is determined by plotting
the data fidelity term against the prior fidelity term. Graphical
behaviour of these two terms forms L-Curve and the optimal
stopping point (regularization parameter) is the corner of L-
Curve. It requires correct curvature evaluation and can be
computationally expensive [3-7].

Discrepancy Principle: If the noise power is known, then
the residual norm value can be matched to the noise variance
value and on this basis optimal stopping point is selected. If
correct noise power is not known it should be estimated and
can lead to over smoothing in any inaccurate estimation [8-10].
Its improved versions are based on residual moments [11].

Generalized Cross-Validation (GCV) Method: GCV is an
estimator that minimizes the predictive risk. The underlying
idea is that the solution that is obtained using all but one
observation should predict that left-out observation well if the
regularization parameter is a good choice. The total error for a
particular choice of the parameter is calculated by summing
up the prediction errors over all observations. The optimal
parameter value is the one that minimizes the total error. A
search technique or an optimization method could be used to
determine the optimal value. it does not require knowledge of
noise variance and is known to yield regularization parameters
for linear algorithms that asymptotically minimize the true
MSE [12-14].

SURE: Stein’s unbiased risk estimate (SURE) is MSE
estimation based method and proved to be good alternative to
GCV as almost all algorithm work by minimizing MSE
criteria. For blind deconvolution it can’t be used as it requires
knowledge of noise statics [15-16].

Statistical Approach: In reconstruction of sharp image
using the statistical methods one can estimate regularization
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parameter or indirectly optimal stopping point. The methods
can be solved using the expectation maximization (EM)
technique [17] which alternately restores the image and a new
estimate of the parameter is calculated [9].

Whiteness-based method: It measures the whiteness
properties such as covariance and power spectral density of
the residual image. When residual image is spectrally white,
residuals match to the noise having least structure content and
it is considered as optimal stopping point [18].

TABLE I. COMPARISON OF DIFFERENT METHODS
Noise y less No
variance
less No
n heavy No
n heavy No
Noise n heavy No
statics
n less yes

All the above summarized methods decide the optimal
stopping point without concerning the visual appearance of the
reconstructed images. They use the strategy of approximate
computation of the metric MSE which is not the idea indicator
of the visual quality. So the method is proposed in this paper,
which uses SDME measure to decide the optimal stopping
point. SDME measure is properly correlated with the noise
level and intensity contrast (which indicates the “visibility”
[19-21]) of the structured regions of an image. SDME measure
is modified such that its value drops if the variance of noise
rises or if the blur increases in the image. The contribution of
the work lies in the Calculation of SDME measure at every
iteration and deciding automatically stopping point. This
measure exhibits a clear maximum point and helps to select
iteration number. As per indication in Table | the proposed
method do not require any input from user and no other
parameter tuning is needed. It takes care of visual quality of
image with no need of excessive computation. So it seeks
powerful solution for determining optimal stopping point in
regularized iterative algorithm.

The rest of the paper is organized as follows:
Mathematical preliminaries described in section Il and the
proposed technique is given in section Ill. Results and
discussion are given in section IV. Conclusion is summed up
in Section V.

1. MATHEMATICAL PRELIMINARIES

A. Linear and Shift-invariant (LSI) Motion Blur Model

In almost all imaging application observed image is
degraded version of original image as it is blurred by some
function h which is known as blur or point spread function
(PSF). Image deblurring means to solve an inverse problem
with the aim of restoring an image which suffered a motion

Vol. 7, No. 10, 2016

blur with additive white gaussian noise. The image deblurring
methods can be divided into two groups: non-blind deblurring,
where the degradation operator of an image is known, and
blind deblurring, where the degradation operator is not known.
Normally, Degradation process is nonlinear and space varying
process but most of the problems can be addressed with a
linear and shift-invariant (LSI) model [22]. Output of an LSI
system is the convolution of the true image with the impulse
response of the system and can be written as,

z(x,y) = h(x,y) ® g(x,y) + n(x,y) (€

where g (x, y)is the original image that we want to recover
from the degraded measurement z(x, y),where (x,y) indicates
special coordinates. Here, “ ® ’is the convolution operator and

™7 is additive white Gaussian noise involved.

B. Regularized Least Squares Estimation

For any ill posed problem it is difficult to satisfy
uniqueness, existence and stability criteria all together. The
standard methodology to solve such a problem is to use least
squares solution with regularization term. . The least squares
estimator minimizes the sum of squared differences between
the observed image =z (x,y) and the predicted image
h(x,y) * g(x,y) [22]. Regularization term uses prior
information about the true image and helps to obtain a solution
with desired properties. The cost function to be minimized in
regularized least square estimation can be formulated as:

cs(g,h)%nz—h-g||2+ﬁr[f(g)] @

Here, h is the PSF kernel to be found, B is the scaling
factor and ) is the regularization function where

f(g) is the edge response. To test the problem we
considered deblurring with modification in total variation
based solution [23]. Most images have sparse leading edge
structure and edges are less sparse for its blurred version as
area of the blurred edge is larger. The preferred solution
should have sparse edges representation. The scaling
parameter is at first a large value and then decreased over
iterations. The edge responses of the blurred image are defined

by the function f (g) given by [23]:

f(9)= [>.0,(9)° ;q,(9)=d,eqg
’ 3)

Here d¢ is directional filter with ¢ values of 0, 45, 90
and 135 to find the edge response. The sparse prior, given the

edge intensity for a pixel J represented by fi(9) is defined
by:
—k[fj(g)+e]?

K adjusts for the scale of edge intensities and qcontrols
the prior’s sparsity and € is a small parameter. Taking the
noise into consideration as Gaussian likelihood [23] is given

by:
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L le-hegl? q
p(gl h | Z) ae 207 He*k[fj(g)%]
j (5)

The log-likelihood maximization is similar to having the
cost function minimized

1
2o [z—heg|f —k> [f;(9)+€]’
d j (6)

Maximizing this likelihood is equivalent to minimizing the
cost function [23]

Cs(g,h)=2i|| z=heg |’ +A [f;(9)+ <]

L(g.h|2)=-

U]

2

Here, A=ko The regularization parameter functions
over the edge response and regularizer was chosen which
favors the sharp edges or the priors are selected that reach
sparser edge response.

Algorithm for getting deblurred image:

1. Initialization

2. Initially set PSF (h) to identity matrix keeping
dimension of h bigger than that of the actual PSF
matrix.

3. Initially set deblurred image (g ) equal to blurred
image (z).

4. Set /4 . and € to initial values
Loop

5. Find x :argmin(CS(g’h) for given 9.z,h /I’q
and €

6. Find h =argmin( Cs(g.h) Yfor given 9,z.h 2 q
and €. Use the updated x, but keep other parameters
constant.

7. Update /1,q, h and €.
8. Repeat from step 4 to step 6 for each iteration and
calculate SDME sum at each iteration
Here g is the Deblurred image which has to be found, h is
the PSF kernel which has to be found, z is the input

normalized blurred image. A is the scaling parameter which
changes over iterations.

C. Second Derivative-like Measure of Enhancement

Second-Derivative-like Measure of Enhancement (SDME)
is a visibility operator [19] and a metric for quantitatively
assessing image quality [20-21]. This visibility operator can
be viewed as a second derivative analogue of the Michelson
contrast measure.

Suppose the image | is divided into &% & blocks, and
B

max, 1.t min gt are the maximum and minimum values of

B_ ..
the pixels in each block separately, and —®"™I' is the
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intensity of the center pixel in each block, then SDME is
defined by the equation:

a & |B . —2B +B|
SDME = max, j i cen, j,i min, j i
;; Bma\x,j,i +ZBcen,j,i + Bmin,j,i ‘ (8)

As per the definition SDME works as local contrast
descriptor and it is strongly sensitive to the degradation.
Intensity variations are resulted in neighboring pixels of sharp
image when blurring takes place. Instead of using direct
comparison between the center pixel and its neighborhood
pixels, SDME uses order statistics such as By and By, to
show sufficient amount of variations. For the digital second
derivative spatial differentiation filters the weights are [1 -2 1]
and replacement of this spatial weighting is done in the
numerator of the SDME contrast with the weighting of order
statistics and the central image pixel (1 for Bpay, -2 for Been,
and 1 for By, [25]. It is observed that the SDME is quite
intimately related with the sharpness and contrast of the local
region.

To decide the stopping condition we selected only those
blocks which are having dominant orientation. The noisy and
blurred patches are less structured and do not have dominant
orientation so they are removed in calculating global SDME
sum over the image. The patches to be selected are decided on
the basis of singular value decomposition of gradient vector of
the patch. SDME sum is modified in this proposed method
and given by;

a2 B_ .. -2B ..+B...|
SDME — m(i, j) max, J,1 cen, J,1 min, J,1
;; Bmax,j,i + 2Bcen,j,i + Bmin,j,i ‘
)
Where m(i,j) is given by;
1 r@,j)>T
m(i,j) = (10)
0 r@,jH)<T

And r(ij) is given by;
dif f of singular values of gradient

r@h = | an

The threshold T is empirically selected as 0.3781 for the
patch size of 5 and checked over multiple database images.
The above expression contains maximization of sum of SDME
value with dominantly oriented patches and provides a
reasonable solution to the optimal stopping point problem. If
X(t) represent reconstructed images over iterations than at the
maximum of SDME(X(t)) the reconstructed image is best
matched to original sharp image, hence further iterations will
not enhance the image quality, but may add more noise.

sum of singular values of gradient

To verify the usefulness of SDME sum in the presence of
blur and noise we applied motion blur with different length
and theta parameter and recorded resultant SDME values. its
performance is plotted in Fig. 1. Next, we take noise into
account. As shown in the graph the visibility operator SDME
sum decrease with increase in both blur and random noise.
Same experiment is repeated for the image is corrupted by
white Gaussian noise and results are noted for increasing
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values of noise variance. As per the results obtained the metric
has well-behaved characteristics in the presence of both noise
and blur and SDME sum values decreases with noise and blur.
Thus, SDME has the potential for quality assessment of the
blurred image.

behaviour with noise
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Fig. 1. SDME sum Vs Noise deviation (b) SDME sum Vs degradation

1l. PROPOSED METHOD FOR AUTOMATIC STOPPING POINT
DETECTION

The proposed stopping criteria are based on measures of
the fitness of the estimated data based on SDME .The blurred
image was generated by convolution of the original image
with a motion blur degradation function with different values
of Length and theta and then corrupted by AWGN with
different BSNR values dB. We applied the state of art iterative
deburring method to restore the blurred version of the image
[23]. Reconstructed image generated in all iteration is divided
into 5*5 image patches. For each patch we computed
horizontal and vertical gradients. Local gradient is used to
give us structural information of the patch. In order to extract
global information of contrast, the patches with dominant
orientation is used .The patch is less structured and will not
have dominant orientation when it is more noisy so that
patches are neglected in computing global image metric. An
accumulation of local contrast SDME information of
structured patches of whole image is computed, which can be
declared as SDME sum. lteration are continued till SDME

Vol. 7, No. 10, 2016

sum value become 40 and after SDME value reaches 40 at
each iteration SDME value is compared with its previous
value and when it reaches maximum (before it start decreasing)
we stop the iteration. Any impulsive value of SDME that is
above than 300 is considered as outliers (empirically setted
based on result of database) and SDME sum value is assigned
previous value to remove outliers. The flow chart of the
algorithm is given in Fig.2.

Input Blurred Image

v

Deblur The Image
Based On Edge Response And Image Priors

'

Divide The Reconstructed Image In To 5* 5 Patches
And Compute Gradient Of Patches

A\ 4
Compute Singular Values For X And Y Gradient
Vectors Of Patches
R=difference Of Singular Values/sum Of Singular
Values

A 4 N
Decide Dominant Structured Patches If R>T

i

Compute Sum Of SDME Values For The All The
Patches As SDME(i) For Iteration

i

‘ Remove Any Of The Outliers Due To Noise ‘

Fig. 2. Block Diagram of the Proposed Technique

Fig. 3 Shows that initially SDME sum value is increasing,
reaches to maximum and then decreases because of noise.The
results of ISNR graph, sum of SDME graph and MSE curves
are plotted for the robot image of size (240 X 240) are shown
in Fig. 3. It can be noted that the quality of the estimated
image improves as the iteration increases in the beginning, and
corresponding to the change of the estimated images, the
SDME sum value become higher, too. Then the distortion
caused by noise amplification becomes much stronger, and
both the estimated images and the SDME values are affected
by random noise. SDME sum graph follows ISNR graph and
optimal stopping point is the point with maximal value of
SDME sum. Maximum ISNR obtained is for iteration number
22 which is shown in graph of ISNR Vs iteration and iteration
number selected on the basis of proposed criteria is 21 as
shown.
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Fig. 3. Performance of Various Measures Vs Iteration

V. EXPERIMENTAL RESULTS AND DISCUSSION

A. Dataset Description, Experimental Set Up and Evaluation

Metrics

The dataset consists of various standard images such as
Cameraman and other images obtained from public databases.
The proposed stopping criteria is tested on a wide dataset of
grayscale and color images. Table Il gives the sample images.
We tested a wide range of white Gaussian noise with noise
levels BSNR=25, 30 or 35dB was added to the blurred images.
The PSF is a motion blur with different values of length and
theta.

For the purpose of comparison of stopping criteria we used
state-of-the-art discrepancy principle (DP) method. DP
method requires knowledge of the noise variance so its two
types DPo and DPyap [24] are considered. DP, uses the true
value of the added noise and DPyap Which estimate noise
variance by MAD (Median absolute derivative) rule. DP; is
considered to be ideal as the true value of the noise variance is
unavailable in practice. Numbers of experiments are
conducted on numerous test images to validate the use of the
proposed algo