


THE SCIENCE AND INFORMATION ORGANIZATION

w w w. t h e s a i . o r g  |  i n f o @ t h e s a i . o r g

S   I



(IJARAI) International Journal of Advanced Research in Artificial Intelligence, 

Vol. 4, No.6, 2015 

(i) 

www.ijarai.thesai.org 

Editorial Preface 

From the Desk  of  Managing Editor… 

Artificial Intelligence is hardly a new idea. Human likenesses, with the ability to act as human, dates back to 

Geek mythology with Pygmalion’s ivory statue or the bronze robot of Hephaestus. However, with innovations 

in the technological world, AI is undergoing a renaissance that is giving way to new channels of creativity. 

The study and pursuit of creating artificial intelligence is more than designing a system that can beat grand 

masters at chess or win endless rounds of Jeopardy!. Instead, the journey of discovery has more real-life 

applications than could be expected. While it may seem like it is out of a science fiction novel, work in the 

field of AI can be used to perfect face recognition software or be used to design a fully functioning neural 

network. 

At the International Journal of Advanced Research in Artificial Intelligence, we strive to disseminate 

proposals for new ways of looking at problems related to AI. This includes being able to provide 

demonstrations of effectiveness in this field. We also look for papers that have real-life applications 

complete with descriptions of scenarios, solutions, and in-depth evaluations of the techniques being utilized. 

Our mission is to be one of the most respected publications in the field and engage in the ubiquitous spread 

of knowledge with effectiveness to a wide audience. It is why all of articles are open access and available 

view at any time. 

IJARAI strives to include articles of both research and innovative applications of AI from all over the world. It 

is our goal to bring together researchers, professors, and students to share ideas, problems, and solution 

relating to artificial intelligence and application with its convergence strategies. We would like to express 

our gratitude to all authors, whose research results have been published in our journal, as well as our 

referees for their in-depth evaluations.  

We hope that this journal will inspire and educate. For those who may be enticed to submit papers, thank 

you for sharing your wisdom.  
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Yahoo!Search and Web API Utilized Mashup based 

e-Leaning Content Search Engine for Mobile 

Learning

Kohei Arai 1 

Graduate School of Science and Engineering 

Saga University 

Saga City, Japan 

 

 
Abstract—Mashup based content search engine for mobile 

devices is proposed. Mashup technology is defined as search 

engine with plural different APIs. Mash-up has not only the 

plural APIs, but also the following specific features, (1) it enables 

classifications of the contents in concern by using web 2.0, (2) it 

may use API from the different sites, (3) it allows information 

retrievals from both sides of client and server, (4) it may search 

contents as an arbitrary structured hybrid content which is 

mixed content formed with the individual content from the 

different sites, (5) it enabling to utilize REST, RSS, Atom, etc. 

which are formed from XML conversions. The mash-up should 

be a flexible search engine for any purposes of content retrievals.  

The proposed search system allows 3D space display of search 

menus with these peculiarities on Android devices.  The 

proposed search system featuring Yahoo!search BOSS and Web 

API is also applied for e-learning content retrievals. It is 

confirmed that the system can be used for search a variety of e-

learning content in concern efficiently. 

Keywords—Mashup; API; web 2.0; mobile devices; e-learning 

content; content retrieval; Yahoo!saerch BOSS; Web API 

I. INTRODUCTION 

E-learning content retrievals with mobile terminals have 
not been done easily due to the fact that display size is not 
good enough for search as well as there are a variety of 
contents types, video, document, etc. On the other hand, 
mashup technology [1], [2] supported web 2.0 [3] allows 
gathering information of e-learning contents efficiently and 
effectively. Meanwhile, visualization of web contents has 
been well developed. Therefore, e-learning content search 
engine can be improved in terms of efficiently and effectively 
based on the aforementioned mashup technology and 
visualization tools1. 

Web API [4] based e-learning content search engine is 
developed with Yahoo!search BOSS (Build your Own Search 
Service) [5] which is called ELDOXEA: E-Learning Content 
Search Engine [6]-[10]. Not only major keyword, but also 
minor keywords derived from the descriptions and keywords 
in the header information of URL which is hit by the first 
major keyword are used for search. The search engine 
proposed here is ELDOXEA for mobile devices. One of the 

                                                           
1 

https://supportcenter.checkpoint.com/supportcenter/portal?eventSubmit_doGo

viewsolutiondetails=&solutionid=sk30765 

disadvantages of mobile devices is relatively small size of 
display. Therefore, in particular, representation method for 
search results has to be considered for fitting the search result 
contents efficiently and effectively. 

There are many web visualization tools. In particular, 
UNIX software of Natto view [11] and mashup based search 
engine with www visualization of Flowser

2
 are sophisticated 

tools. With the reference to these software tools, the proposed 
e-learning content search engine is designed. 

E-learning content search engine with web API based 
approach is proposed in the following section. Bing and 
Google API are additionally featured. Furthermore, thesaurus 
based search results prioritized method is featured. 
Application software tool for the search engine is described 
followed by implementation and some experimental results. 
Then concluding remarks are described with some discussions. 

II. PROPOSED METHOD AND SYSTEM 

A. Mashup Technology 

Mashup is defined as a method for providing web services 
and applications based on combination of more than two web 
APIs. It allows improve usability by combining search results 
which are obtained from the different web APIs separately. 
Search results from web APIs, in general, in the form of XML 
or JSON [12]. Therefore, it is easy to combine the search 
results into one. The following four web APIs are used for the 
proposed search engine, 

1) Yahoo!search: web URL search API 

http://search.yahooapis.jp/PremiumWebSearchService/V1/we

bSearch 

2) Yahoo!search: Image retrieval API 

http://search.yahooapis.jp/PremiumImageSearchService/V1/i

mageSearch 

3) Youtube Data API developed by Google Inc. 

http://gdata.youtube.com/feeds/api/videos 

4) Product Advertising API developed by Amazon.com, 

Inc. 

http://ecs.amazonaws.jp/onca/xml 

                                                           
2 http://www.flowser.com/ 
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B. Search Result Display 

In order to display search results in a comprehensive 
manner, the following four candidate models, helix, star, star 
helix and star slide are trade-off. 

One of important roles of the displaying search results is to 
show the priority of the results. From the top to bottom 
priority, “helix model” of displaying method allows priority 
representation from the top to the bottom of the display 
positions in a spiral order. It, however, is not appropriate 
displaying method because there are many types of the search 
results, document, URL, image, etc. Therefore, it is 
complicated and overlapped so much among the search result 
types. 

Another model of the search result representation is “star 
model”. This model is adopted by Flowser. The search results 
are classified by content types of nodes. From the top node to 
the node in concern, the length of rink between both shows 
priority. It, however, is not so easy to see because the nodes 
are located in the 3D domain of the display positions. 

Star-Helix model combines the aforementioned two 
models, star and helix models. It, however, is still difficult to 
see the priority. Star-Slide model of search result display 
method is the most appropriate model as shown in Fig.1. 

 

Fig. 1. Star-Slide Model 

In the Fig.1, star shows search result types while smile 
marks shows contents (URLs). From the top to bottom priority, 
“star-slide model” of displaying method allows priority 
representation from the top to the bottom of the display 
positions. It has to be displayed onto mobile device displays in 
a 3D CG representation. Away3D [9] is used for this purpose. 
There are a plenty of 3D CG representation software tools, 
OpenGL, ADOBE AIR, etc. under the programming language 
of Java, Objective-C, etc. In particular, Away3D is used on the 
ADOBE AIR (Stage3D) of Action Script as a library. The 
geometric relation between camera and object is shown in 
Figure 2 as well as rendering of object together with staging 
device. 

C. LEDOXEA 

LEDOXEA is mobile devices version of ELDOXEA: E-
Learning Content Search Engine. After the activation of 
LEDOXEA, initial image of start-up is displayed onto mobile 
device display as shown in Fig.3 (a). Immediately after this, 
key-in is available with screen keyboard as shown in Fig.3 (b). 

 

Fig. 2. Geometric relation among 3D view port, camera, object and 3D area 

definition for rendering 

 
(a) Initial image                                 (b) Key-in image 

Fig. 3. Display image 

When users key-in their keyword in the dialog box as 
shown in Fig.4 (a), then users press the search button for 
retrievals. After that, users get their search results as shown in 
Fig.4 (b). 

 
      (a) Search initiate image                     (b) Search results 

Fig. 4. Display image 

In this case, five content types and icons of search results 
of URLs appear in order of their priorities. Five content types 
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are (1) search engines such as Google, Yahoo search, (2) 
moving picture contents such as YouTube, (3) document 
contents, (4) image contents and (5) general purpose content 
search such as Amazon.com which are shown in Fig.5. 

 

Fig. 5. Content types for search 

Search results can be moved up and down when users 
swipe in the vertical direction as shown in Fig.6 (a). Therefore, 
search result content can be seen one by one. When users 
would like to see other types of search results of contents, they 
have to swipe the display in the horizontal direction as shown 
in Fig.6 (b). 

  
      (a)vertical swipe                          (b)horizontal swipe 

Fig. 6. Move up and down as well as ration with vertical swipe and 

horizontal swipe 

The icon sizes are different by content type for 
representation of the search results in 3D space on the display 
as shown in Fig.7. When users tap the title summary which is 
located the bottom of the display as shown in Fig.8, then users 
may take a look at the search result of contents through 
browser or external applications. There is “back button” for 
getting back to the previous display image after the 
referencing the search result contents. 

 

Fig. 7. 3D display of the icon during flick, swipe, and rotational operations 

Search content types are rotated when users swipe the 
content type icons. These rotation angles can be calculated as 
shown in Fig.8. 

Icon operations with swipe actions are illustrated in Fig.9. 
Swipe action in the vertical direction allows search results 
candidate selections. Meanwhile, swipe action in the 
horizontal direction allows content type selections. These can 
be done through camera position changes in 3D space in the 
CG space of Away 3D. 

 

Fig. 8. Rotation angle of the five icons 

 

Fig. 9. icon manipulations utilizing swipe operations 
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A. LEDOXEA version 2 

From the web site stability or availability points of view, 
the proposed search engine employed Bing API instead of 
Yahoo!Search. Display image layout is shown in Fig.10. 

 

Fig. 10. Example of search result display with Bing API based LEDOXEA 

YouTube (moving pictures), Amazon site, ADOBE 
content (documents), and Image contents are available for 
search. These are common to the previous LEDOXEA 
featuring Yahoo!Search. Search results are aligned in the 
order of their priority. When users choose one of the icon of 
search result, then the hyperlink of the search result appears 
on the bottom of the screen. Also, users get the contents when 
they click the hyperlinked search result. This is referred to the 
version 1 of LEDOXEA hereafter. 

B. Thesaurus Approach 

In order to improve effectiveness of search engine, not 
only major keyword but also minor keywords can be used for 
e-learning content search. In addition to the dialog box, 
thesaurus search is available for the LEDOXEA version 2. 
Example of the keyword input image display is shown in 
Fig.11 (a). There is the dialog box for thesaurus search which 
is situated just under the dialog box for the major keyword. 
Example of the image of thesaurus search results is shown in 
Fig.11 (b). 

 
(a)Thesaurus search engine  (b)Example of thesaurus search result 

Fig. 11. Thesaurus search featured LEDOXEA 

In this example, “Wikipedia” of thesaurus search engine is 
selected. Appropriate minor keywords are available as the 
thesaurus search results. Therefore, much appropriate e-
learning content search can be done with major and minor 
keywords. 

Fig.12 (a) shows the other thesaurus search result by 
keyword types abstract, history, word, footnote, reference, 
related site, other link are available for thesaurus search. Also, 
several languages are available for search by clicking the 
bottom button. Fig.12 (b) shows an example of e-learning 
content search with the major keyword of “Java”. When users 

key-in the minor keyword of “文法” (grammar in English) in 

the dialog box of thesaurus search engine, then they can get 
the much appropriate search results rather than LEDOXEA 
version 1 (without thesaurus engine). 

 
(a)Thesaurus search keyword (b)Example for “Java” 

Fig. 12. Search keyword types selection for thesaurus search and example of 

e-learning content search with the major keyword of “Java” 

Fig.13 (a) shows an example of search image when users 
key-in the major keyword “Java” and the minor keyword 
“grammar” for the thesaurus search engine while Fig.13 (b) 
shows an example of search image when users key-in the 
major keyword “Java” and the minor keyword “question and 
answer” for the thesaurus search engine. 

 
  (a) minor keyword “grammar”      (b) minor keyword “question and answer” 
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(c)minor keyword “lecture” 

Fig. 13. Examples of e-learning content search results with major keyword of 

“Java” and minor keywords, “grammar” and “Question and answer” as well 

as “Lecture” for thesaurus search results 

On the other hand, Fig.13 (c) shows an example of search 
image when users key-in the major keyword “Java” and the 
minor keyword “question and answer” for the thesaurus search 
engine. 

Thus users can take a look at the search results from the 
top to the bottom priority of the search results by content type 
by type. Also, the highest priority of search result appears at 
the bottom of the image with hyperlink. In this example, the 
book on Java language specifically programming grammar is 
greatly featured is shown as search result. Users may input 
minor keywords on their own. Users also may use thesaurus 
search engine. It is totally up to users. 

III. EXPERIMENTS 

A. Implementation 

Implementation of the proposed software is done with 
FlashProfessionalCS6 on Android 4.0.3. In order to publicize 
of the implemented source code based on Action Script, the 
following library, framework, image files are executed, 

1) Away3D 4.1.0 Alpha (away3d-core-fp11 4 1 0 

Alpha.swc)[8] 

2) Bulk Loader (bulk loader.swc)[13] 

3) As3 Crypto (as3crypto.swc)[14 

4) norm-top.png (128x128px  of png file) 

5) norm.png (128x128px  of png file) 

6) img-top.png (128x128px  of png file) 

7) img.png (128x128px  of png file) 

8) doc-top.png (128x128px  of png file) 

9) doc.png (128x128px  of png file) 

10) mv-top.png (128x128px  of png file) 

11) ama-top.png (128x128px  of png file) 

12) ama.png (128x128px  of png file) 

13) defImgXML.xml (XML file which are acquired with Y! 

Image Retrieval API) 

These source code package are provided by the URL of 
Github 

https://github.com/legnoh/ledoxea 

A.1 Main.as(ActionScript3.0) 

package { 

import flash.display.BitmapData; 

import flash.display.Sprite; 

import flash.display.SimpleButton; 

import flash.events.*; 

import flash.filesystem.StorageVolumeInfo; 

import flash.geom.Matrix; 

import flash.geom.Vector3D; 

import flash.text.*; 

import flash.utils.ByteArray; 

import flash.utils.escapeMultiByte; 

import flash.net.URLLoader; 

import flash.net.URLRequest; 

import flash.ui.Keyboard; 

import flash.desktop.NativeApplication; 

import away3d.containers.*; 

import away3d.entities.*; 

import away3d.materials.TextureMaterial; 

import away3d.primitives.*; 
On the other hand, XML file is created which is defined 

Android application software. Meanwhile, used APIs are 
Yahoo!JAPAN  Web Retrieval API,Yahoo!JAPAN  Image 
Retrieval API,YouTube Data API, and Amazon Product 
Advertising API. 

B. Experiments 

Fig.14 shows an example of display image of smartphone 
of which the proposed search engine is implemented 
(github.com/legnoh/ledoxea). 

 
Fig. 14. Example of display image of smartphone of which the proposed 

search engine is implemented (github.com/legnoh/ledoxea) 

“LE” of icon denotes LEDOXEA. 
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Fig. 15. Example of linked retrieved results (Merged contents of Yahoo 

search results with the other retrieved contents) 

Twenty of university students (information science 
department) participate the experiments. They use the 
LEDOXEA and then they evaluate the LEDOXEA. Their 
comments and suggestions are as follows, 

1) It is comfortable to use the LEDOXEA because 

operability using swipe operations, smooth rendering, 

usability of Andoroid tablet terminals, WWW visualizations 

are excellent, 

2) Search results can be seen simultaneously, 

3) PDF data and YouTube of search results can be 

accessible from the LEDOXEA directly, 

4) Appropriate e-learning contents can be retrieved 

efficiently with a single keyword.  

5) Prioritizing the search results is excellent because the 

most appropriate e-learning content can be found easily, 

6) Five e-learning contents can be seen simultaneously 

with a single keyword, 

7) Still pictures as well as moving pictures are displayed 

their thumbnail, it is comprehensive. 

IV. CONCLUSION 

Mashup based content search engine with mobile terminals 
is proposed. Mashup technology is defined as search engine 
with plural different APIs. Mash-up has not only the plural 
APIs, but also the following specific features. it enables 
classifications of the contents in concern by using web 2.0, it 
may use API from the different sites, it allows information 
retrievals from both sides of client and server, it may search 
contents as an arbitrary structured hybrid contents which is 
mixed contents formed with the individual contents from the 
different sites, it enabling to utilize REST, RSS, Atom, etc. 
which are formed from XML conversions. 

Although mashup allows content search which is same as 
portal, mashup has the aforementioned different features from 
portal. Therefore, mash-up is possible to create more flexible 
search engine for any purposes of content retrievals. The 

search system which is proposed here is that make it possible 
to control the graph in the 3D space display with these 
peculiarity on Android devices. The proposed search system 
is applied for e-learning content retrievals. It is confirmed that 
the system enables to search a variety of content in concern 
efficiently. 

It is found that users can take a look at the search results 
from the top to the bottom priority of the search results by 
content type by type. Also, the highest priority of search result 
appears at the bottom of the image with hyperlink. In this 
example, the book on Java language specifically programming 
grammar is greatly featured is shown as search result. Users 
may input minor keywords on their own. Users also may use 
thesaurus search engine. It is totally up to users. 
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Abstract—Psychological status monitoring with cerebral 

blood flow (CBF), EEG and EOG measurements are attempted. 

Through experiments, it is confirmed that the proposed method 

for psychological status monitoring is valid. It is also found 

correlations among the amplitudes of peak alpha and beta as well 

as gamma frequency of EEG signals and EOG as well as cerebral 

blood flow. Therefore, psychological status can be monitored 

with either EEG measurements or cerebral blood flow and EOG 

measurements. 

Keywords—Cerebral Blood Flow; CBF; EEG; EOG; 

psychological status 

I. INTRODUCTION 

Psychological status monitoring is getting much important 
for health care. Eye based psychological status monitoring is 
proposed and applied to a variety of fields such as Electric 
Wheel Chair control, e-learning system, etc.[1]-[22]. 

The methods and measuring instruments are proposed and 
well developed now a day. Relations among the psychological 
status monitored with cerebral blood flow (CBF), EEG 
(Electroencephalogram: EEG) and EOG (Electro-oculogram: 
EOG) measurements are not clarified. EEG sensor used to be 
affected by sounding noises. Insuch case EOG or CBF is 
useful. Furthermore, CBF is very expensive compared to the 
other two. If relations among CBF, EEG and EOG are 
clarified, then EEG and EOG can be used instead of CBF. 
There is no previous paper which deals with the relation 
among CBF, EEG and EOG. 

In order to clarify the relations, experiments are conducted 
with patients through rhythm gaming and adding gaming. 
When the patients play rhythm game, in general, 
psychological statuses of the patients are calm and relax while 
psychological statuses of the patients are severe and irritated 
when they play adding game. Through the experiments, this 
paper intends to clarify the relations. Furthermore, appropriate 
monitoring method and system as well as measuring 
instruments for psychological status is clarified. 

The paper is organized as follows. First, the method and 
procedure for psychological status monitoring is described 
followed by some experimental methods and procedures 
together with experimental results. Then some concluding 
remarks are described with some discussions. 

II. METHOD AND PROCEDURE FOR PSYCHOLOGICAL 

STATUS MONITORING 

EEG and EOG sensors of ZA
1
 manufactured by Pro-Assist 

Co. Ltd. is used in experiments together with Near Infrared: 
NIR Spectroscopy (NIRS) of HOT 121-B manufactured by 
Hitachi Co. Ltd. for cerebral blood flow measurements. Table 
1 and 2 show the major specifications of the EEG and EOG 
sensors of ZA and HOT 121-B of NIRS. 

TABLE I.  MAJOR SPECIFICATION OF EEG AND EOG MEASURING 

INSTRUMENT NAMED “ZA” 

Electrodes EEG and EOG 

AD_converter 12_bit 

Sampling_Frequency 128(kHz) 

Band_Width Brain_Wave:0.5-40Hz&Eye_Vol.:0.5-10Hz 

TABLE II.  MAJOR SPECIFICATION OF CEREBRAL BLOOD FLOW (CBF) 

MEASURING INSTRUMENT, HOT 121B 

Sampling 100ms 

Wave_Length 810nm 

Repetation_Cycle 2kHz 

Temp.Sensor ±1 degree C 

Acceleration_Sensor ±2G 

EMI VCC-1_Class B 

Application 
Cerebral blood flow (left and &right), heart rate, 

LF/HF, Attitude 

In Table 2, LF/HF denotes the ratio of Sympathetic to 
Parasympathetic which is called heart rate changing index. 
Sympathetic is dominant when patients are in irritated, active 
and having stress status. Therefore, LF/HF is increased in such 
time period. On the other hand, LF/HF is decreased when 
patients are in relaxing, taking a rest, and sleeping status 
because parasympathetic is dominant in such time period. 

The experiments are conducted with 5 patients. In the 
experiments, each patient takes a rest for 1 minute and then 
plays for 1 minute with three games; adding game, rhythm 
game and breakout destroy game separately. It is suspected 
that most of patients are in relax status when they playing with 
rhythm game while are in irritating status when they plays 
with adding game and breakout destroy game. They have to 
have an instruction on how to play the games before getting 
start a set of experiment (1 minute for a rest and then 1 minute 

                                                           
1 ZA is the type name of the measuring instrument. 
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for gaming). They have to have 15 sets of experiment each. 
All sets of experiment is finished within a hour. 

EEG data is filtered by low pass filter with cut off 
frequency of 50 Hz (6dB octave) for noise removals. After 
that FFT is applied to the filtered EEG. One of the examples is 
shown in Figure 1. 

 
(a)Original EEG data 

 
(b)Frequency component 

Fig. 1. Examples of EEG and its frequency component 

Usually, frequency components of 0-4 Hz, 4-8 Hz, 8-12 
Hz, 12-40 Hz are named delta, theta, alpha and beta 
frequencies. In particular, alpha frequency component is 
dominant when users are in relaxing status while beta 
frequency component is large when they are in irritating status. 
When their EEG data is acquired, they have to attach 
electrodes on their forehead. This is the same thing for EOG 
measurements. They have to attach electrodes at the end of 
their eyes. 

EOG data, on the other hand, show eye movement 
behavior which is reflected users’ psychological status. 
Namely, EOG data is calm when they are in relaxing status 
while EOG data varied rapidly and quickly when they are in 
irritating status. Figure 2 shows an example of EOG data. 
From the data, eye movement speed can be analyzed. 

 

Fig. 2. Example of EOG data 

Meanwhile, cerebral blood flow data shows varied rapidly 
and quickly when they are in irritating status while cerebral 
blood flow data shows calm when they are in relaxing status. 
It is expected that then they play with adding game, they are 
used to in an irritating status while they are in relaxing status 
when they play with rhythm game. 

Figure 3 shows an example of acquired cerebral blood 
flow data. There are two data of cerebral blood flows, left 
brain (Red colored line in Figure 3) and right brain (Blue 
colored line in Figure 3). Also, left and right heart rate is 
acquired with HOT 121-B sensor. In meantime, LF/HF of 
right brain and left brain are also measured. 

 

Fig. 3. shows an example of acquired cerebral blood flow data 

III. EXPERIMENTAL RESULTS 

One of the typical measured data of cerebral blood flow, 
heart rate, LF/HF of one of the patients is shown in Figure 4 
(a) together with EEG in Figure 4 (b) and EOG in Figure 4 (c). 
During the first half time, the patient takes a rest and plays 
rhythm game during the second half time period. As shown in 
Figure 4, there is not so large difference of the measured data 
between the first and the second half time periods. Therefore, 
most of the patients are in relaxing status when they play 
rhythm game. 
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(a)Cerebral blood flow, Heart Rate, LF/HF 

 
(b)EEG 

 
(c)EOG 

Fig. 4. Measured data when the typical patient plays Rhythm Game 

One of the typical measured data of cerebral blood flow, 
heart rate, LF/HF of one of the patients is shown in Figure 5 
(a) together with EEG in Figure 5 (b) and EOG in Figure 5 (c). 
During the first half time, the patient takes a rest and plays 
adding game during the second half time period. As shown in 
Figure 5, there is relatively large difference of the measured 

data between the first and the second half time periods. 
Therefore, most of the patients are in irritating status when 
they play adding game. 

Meanwhile, frequency component of the measured EEGs 
when the patient plays rhythm game is shown in Figure 6 (a) 
while that for adding game is shown in Figure 6 (b).
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(a)Cerebral blood flow, Heart Rate, LF/HF 

 
(b)EEG 

 
(c)EOG 

Fig. 5. Measured data when the typical patient plays Adding Game 



(IJARAI) International Journal of Advanced Research in Artificial Intelligence, 

Vol. 4, No.6, 2015 

12 | P a g e  

www.ijarai.thesai.org 

 
(a)Rhythm game 

 
(b)Adding game 

Fig. 6. Frequncy component of EEGs when the patient plays rhythm game and adding game 

TABLE III.  FREQUENCY COMPONENTS OF THE MEASURED EEGS WHEN 

THE PATIENT PLAYS THYTHM GAME AND ADDING GAME 

Game Rhythm Adding 

δ 697.003 9.3307 

θ 110.376 1.80102 

α 11.4002 0.53928 

β 13.5909 2.48316 

As shown in Table 3, alpha wave is relatively small in 
comparison to beta wave when the patient palys adding game 
rather than rhythm game. 

The amplitudes of peak alpha frequency, peak beta 
frequncy, as well as peak gamma frequency (more than 30Hz) 
are used to be evaluated as psychological status indexes. 
These are used to be highly correlated to cerebral blood flow, 
heart rate, and LF/HF. The amplitudes of peak beta frequency 
and peak gamma frequency together with EOG of the patient 
when he plays rhythm game are plotted in Figure 7 (a), (b), 
and (c), respectively. EOG is highly correlated to the 
amplitudes of beta wave and gamma wave as shown in Figure 
8. Correlation coefficients between EOG and beta wave 
amplitude is around 0.77 while that between EOG and gamma 
wave is 0.89, respectively. Therefore, it implies that the 
patient is iiritated and stressed because his eyes move so 
rapidly and quickly. 

On the other hand, the amplitudes of peak beta frequency 
and right cerebral blood flow of the patient when he plays 

rhythm game are plotted in Figure 9 (a), and (b), respectively. 
Right cerebral blood flow is correlated to the amplitudes of 
beta wave as shown in Figure 9 (c). Correlation coefficients 
between right cerebral blood flow and beta wave amplitude is 
around 0.45. 

Meanwhile, Figure 10 (a) and (b) shows amplitudes of 
EEG of gamma frequency components and cerebral blood 
flow when the patient plays breakout game as well as 
correlations between cerebral blood flow and EEG of gamma 
frequency (Figure 10 (c)). Correlation coefficients between 
right cerebral blood flow and beta wave amplitude of EEG is 
around 0.81. 

For the breakout game, in general, CBF is increased 
together with beta and gamma waves while EOG signal 
amplitude is relatively large. For the adding game, beta wave 
is increased while EOG signal amplitude is relatively small. 
On the other hand, CBF is decreased together with gamma 
wave while EOG signal amplitude is comparatively small for 
the rhythm game. 

 
(a)Beta wave 
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(b)Gamma wave 

 
(c)EOG 

Fig. 7. Amplitudes of EEG of beta and gamma frequency components when 

the patient plays rhythm game 

 
(a)Beta wave 

 
(b)Gamma wave 

Fig. 8. Correlations between EOG and EEG of beta wave as well as gamma 

wave 

 
(a)Cerebral blood flow 

 
(b)Beta wave 

 
(c)Correlation 

Fig. 9. Amplitudes of EEG of beta frequency components and cerebral 

blood flow when the patient plays adding game as well as correlations 
between cerebral blood flow and EEG of beta frequency 

 
(a)Left CBF 

 
(b)Gamma wave 

 
(c)Correlation between CBF and gamma wave of EEG 

Fig. 10. Amplitudes of EEG of gamma frequency components and cerebral 

blood flow when the patient plays breakout game as well as correlations 

between cerebral blood flow and EEG of gamma frequency 
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As the experimental results, it is found that the followings, 

A. Breakout game: 

1) three patients out of five patients show high 

correlations between CBF and gamma wave of frequency 

component of EEG signals 

2) two patients out of five patients show relatively high 

correlation between CBF and beta wave of frequency 

component of EEG signals 

B. Adding game: 

1) Two patients out of five patients show comparatively 

high correlation between CBF and beta wave of frequency 

component of EEG signals 

C. Rhythm game: 

1) Three patients out of four patients show high 

correlation between EOG signal amplitude and beta/gamma 

frequency component of EEG signals 

2) Two patients out of four patients show relatively high 

correlation between CBF and gamma wave of frequency 

component of EEG 

IV. CONCLUSION 

Psychological status monitoring with cerebral blood flow 
(CBF), EEG (EEG) and EOG (EOG) measurements are 
attempted. Through experiments, it is confirmed that the 
proposed method for psychological status monitoring is valid. 
It is also found correlations among the amplitudes of peak 
alpha and beta EEGs and EOG as well as cerebral blood flow. 
Therefore, psychological status can be monitored with either 
EEG measurements or cerebral blood flow and EOG 
measurements. 

It is found that three patients out of five patients show high 
correlations between CBF and gamma wave of frequency 
component of EEG signals for breakout game, two patients 
out of five patients show relatively high correlation between 
CBF and beta wave of frequency component of EEG signals 
for breakout game, two patients out of five patients show 
comparatively high correlation between CBF and beta wave of 
frequency component of EEG signals for adding game, three 
patients out of four patients show high correlation between 
EOG signal amplitude and beta/gamma frequency component 
of EEG signals for rhythm game, two patients out of four 
patients show relatively high correlation between CBF and 
gamma wave of frequency component of EEG for rhythm 
game. 

From these experimental results, it may conclude that 
these EEG, EOG, and CBF are highly correlated. Therefore, 
these measurements can be used alternatively. CBF measuring 
instruments are relatively expensive than the others. EEG and 
EOG sensors are very sensitive to the surrounding noises 
rather than the others. 
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Abstract—Relations between psychological status and eye 

movements are found through experiments with readings of  

different types of documents as well as playing games. 

Psychological status can be monitored with 

Electroencephalogram: EEG sensor while eye movements can be 

monitored with Near Infrared: NIR cameras with NIR Light 

Emission Diode: LED. EEG signals are suffred from noises while 

eye movement can be acquired without any influence from nise. 

Therefore, psychlogical status can be monitored with eye 

movement detection instead of EEG signal acquisition if there is 

relation between both. Through the experiments, it is found 

strong relation between both. In particular, relation between the 

number of rapid changes of line of sight directions and relatively 

high frequency components of EEG signals is found. It is also 

found that the number of rapid eye movement is counted when 

the users are reading the documents. The rapid eye movement is 

defined as 10 degrees of look angle difference for one second. Not 

only when the users change the lines in the document, but also 

when the users feel a difficulty for reading words in the 

document, the users’ line of sight direction moves rapidly. 

Keywords—EEG; eye movement; psychological status; alpha 

wave; beta wave 

I. INTRODUCTION 

Nowadays, the eye-based HCI has been widely used to 
assist not only handicap person but also for a normal person. 
In handicap person, especially paraplegic, they use eye-based 
HCI for helping them to self-sufficient in the daily life such as 
input text to compute [1], communication aids [2], controlling 
wheelchair [3], [4] , fetch a meal on table using robot arm [5], 
etc. The eye key-in system has been developed by many 
researchers [1]. The commercial available system provided by 
Tobii Tracker Company has been used by many researchers 
for developing text input, customer interest estimator on the 
business market, etc. [6]. Technology has been successful in 
rehabilitating paraplegics` personal lives. Prof Stephen 
Hawking, who was diagnosed with Athe proposedotrophic 
Lateral Sclerosis (ALS), uses an electronic voice synthesizer 
to help him communicate with others [7]. By typing the text 
through aid of a predictive text entry system, approximating 
his voice, he is able to make coherent speech and present at 
conferences. To give another example, a paraplegic patient 
wearing a head-mounted camera is able to draw figures, lines, 
and play computer games [1]. Clearly, through the use of 
assistive technology, handicapped people are able to do feats 
on par with non-handicapped people. 

The published papers discussing eye-based HCI system are 
categorized into: (1) vision-based and (2) bio-potential-based. 
The vision-based method utilized camera to capture an image 
and estimate the user sight. The key issue here is how the 
method/system could be deal with environment changing. 
Lighting changing, user movement, various types of user, etc 
have to cooperate with the system. The vision-based system 
could be explained as follow. 

Eye mouse based on sight is developed [8]. The method 
searches and tracks the eye by using projection of difference 
left-right eye after it is success to detect the face. It obtains left 
and right direction that could be used for controlling mouse 
pointer without upward and downward directions. They 
implemented the method for controlling application such as 
“Block Escape” game and spelling program. Eye mouse by 
utilizing sight obtained from pupil location and detected by 
using Haar Classifier (OpenCv function) is developed [9]. It 
used blinking for replacing left click of mouse event. The 
system enabling it to control mouse by utilizing face 
movement and blinking is developed [10]. The Adaboost face 
detection method detects center position of face and tracks it 
by using Lucas-Kanade Optical flow. The user used the 
resulted location for controlling mouse cursor and will execute 
left mouse click by detecting the blinking. Human-computer 
interface by integrating eye and head position monitoring 
devices is developed [11]. It controlled the interface based on 
sight and blinking. The user command could be translated by 
system via sight and blinking. Also, they modified calibration 
method for reducing visual angle between the center of target 
and the intersection point (derived by sight). They reported 
that the modification allowed 108 or higher number of 
command blocks to be displayed on 14 inch monitor. Also, 
they reported that it has hit rate of 98% when viewed at the 
distance of 500mm. For triggering, the blinking invokes 
commands. 

The bio-potential-based method estimated user behavior 
(eye behavior) by measuring user’s bio-potential. The bio-
potential measurement instrument such as Electrooculograph 
(EOG), Electroencephalograph (EEG), etc could be used for 
measuring eye behaviors. The example of bio-potential-based 
has been applied in application of electric wheelchair 
controlled using EOG analyzed user eye movement via 
electrodes directly on the eye to obtain horizontal and vertical 
eye-muscle activity.  
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Signal recognition analyzed Omni directional eye 
movement patterns [12]. I search pupil location on an eye 
image by using the proposed method that has been published 
[13].  I estimate the sight by converting the obtained position 
of pupil to sight angle.  After the sight angle is estimated, I 
control the mouse cursor by using this sight. 

In the following section, eye movement detection method 
is described followed by psychological status monitoring with 
EEG sensor. Then relations between eye movement and 
psychological status are described followed by conclusion 
with discussions. 

II. EYE MOVEMENT DETECTION SYSTEM 

A. Hardware Configuration 

The system utilizes Infrared Camera NetCowBoy DC 
NCR-131 to acquire user image.  I modified the position of 8 
IR LED for adjusting illumination and obtaining stable image 
even illumination of environment changes as shown in Fig. 1. 

 

Fig. 1. Modified Camera Sensor 

The use of IR camera will solve problem of illumination 
changes. I put the camera on user’s glasses. Distance between 
camera and eye is 2 cm. I use Netbook Asus Eee PC 1002 HA 
with Intel Atom N270 CPU (1.6 GHz), 1GB Memory, 160 GB 
SATA HDD, and have small screen display 10 inch as main 
processing device. The software is developed under C++ 
language of Visual Studio 2005 and OpenCv, image 
processing library, which can be downloaded as free at their 
website. The hardware configuration is shown in Fig.2. 

B. Eye Detection 

The eye detection is handled by adaptive thresholds and 
pupil knowledge. I do not need the tracking method because 
the camera is on the user’s glasses, so the next eye location 
has the same position as the previous one. Pupil location is 
detected by using pupil knowledge such as color, size, shape, 
sequential location, and movement. 

 

Fig. 2. Hardware Configuration 

In pupil detection, pupil location is estimated as stated 
earlier using pupil knowledge extracted using an adaptive 
threshold to separate the pupil from other eye components. 
The threshold value T is 0.27% below the mean μ of eye 
image I and is derived from adjusting illumination intensity of 
150 lux. The proposed threshold is suitable only for this 
condition but enables the camera to automatically adjust 
illumination as it changes. 
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Output from the adaptive threshold is black pixels 
representing the pupil in the image. To eliminate noise, I use a 
median filter. Widely adaptive threshold output is divided into 
three categories: (1) case 1, in which noise free black pixels 
clearly represent the pupil, (2) case 2, in which noise appears 
and is the same size and shape as pupil, and (3) case 3, when 
no pupil properties can be used to locate pupil. Cases are 
shown in Fig. 3. 

  

 

Fig. 3. Three cases in pupil detection that to be solved by using pupil knowledge 
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Once adaptive threshold output is classified, I estimate 
pupil location in three steps based on pupil knowledge. In case 
1, the pupil is easily located by shape and size, even with noise 
in the image. In case 2, noise appears as almost the same size 
and shape as the pupil, e.g., when the adaptive threshold 
cannot be separated from other eye components such as the 
eyelid or the corner of the eye. To minimize these problems I 
recorded pupil movement histories assuming that the true 
pupil is closest to its previous location. 

CtPtPCtP  )1()()1(  (3) 

Reasonable pupil location P(t) is within the surrounding of 
previous location P(t−1) with area C. In case 3, when features 
cannot be found to locate the pupil as when the user is looking 
from the corner of the eye, I estimate pupil location based on 
the movement. 

C. EEG Sensor 

The EEG sensor used for getting EEG signal from users’ 
forehead in the experiment is Brain Catcher BCG-1S 
manufactured by TECHNOS Co. Ltd. Outlook of the sensor is 
shown in Fig.4. The sensor consists of two subsystems, EEG 
sensor and EEG signal receiver. Major specification is shown 
in Table 1. 

 

Fig. 4. Outlook of the EEG sensor used 

TABLE I.  SPECIFICATION OF BRAIN CATCHER BCG-1S MANUFACTURED 

BY TECHNOS CO. LTD. 

 (a)EEG signal receiver (USB terminal) 

 (b)EEG sensor 

III. EXPERIMENTS 

A. Eye detection Accuracy 

In order to measure performance of pupil detection, I 
involved five different users who have different race and 
nationality (Indonesian, Japanese, Sri Lankan, and 
Vietnamese). The uses of many samples will prove that the 
proposed method work when it is used for all types of users. 
The eye movement data was collected from each user while 
was making several eye movement. 

Eye images of three Indonesian show that even though 
images were taken from same country, each person has 
different eye shape. The number of one of the Indonesian 
images 882 samples. One of them has slated eye and the other 
two Indonesians have narrow eye and clear pupil. The number 
of samples of these two Indonesian is 552 and 668, 
respectively. The collected data from Sri Lankan consists of 
the number of images is 828 samples. His skin color is black 
and eyelid is thick. Collected data from Japanese consists of 
the number of images is 665 samples. His skin color is bright 
and eye is slant. The collected data from Vietnamese is almost 
same of the other five. 

This experiment evaluates pupil detection accuracy and 
variance against different user by counting the success sample 
and the fail one. After accuracy of pupil detection has been 
counted, I compared the proposed method with adaptive 
threshold method and also template matching method. The 
compared adaptive threshold method uses combination 
between adaptive threshold itself and connected labeling 
method. Also, another compared method uses pupil template 
as reference and matched with the pupil images. The accuracy 
of the proposed pupil detection method against different users 
is shown in TABLE II. . The result data show that the 
proposed pupil detection method is accurate and robust against 
different users with variance value is 16.27. 

TABLE II.  ACCURACY OF THE PROPOSED PUPIL DETECTION METHOD 

AGAINST DIFFERENT USERS, THIS TABLE SHOWS THAT THE PROPOSED 

METHOD IS ROBUST AGAINST DIFFERENT USER AND ACCURATE 

User 
Types 

Nationality 
Adaptive 
Threshold (%) 

Template 
Matching (%) 

Proposed 
Method (%) 

1 Indonesian 99.85 63.04 99.99 

2 Indonesian 80.24 76.95 96.41 

3 Sri Lankan 87.8 52.17 96.01 

4 Indonesian 96.26 74.49 99.77 

5 Japanese 83.49 89.1 89.25 

6 Vietnamese 98.77 64.74 98.95 

Average 91.07 70.08 96.73 

Variance 69.75 165.38 16.27 

Line of sight direction is detected with NIR camera and 
NIR LED. Therefore, eye color and skin color are not matter 
for the eye movement detections.  

  

Size W:23 × D:79 × H:15(mm) 

Weight 16g 

Size W:160 × D:180 × H:37(mm) 

Weight 85g 
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B. Relation between Eye Movements and EEG Signals 

Four Japanese users are selected for the experiment of eye 
movement detections and EEG signal acquisitions. Through 
the experiment, two documents (simple document

1
 and 

complicated document
2
 which are shown in Fig.5) are read by 

the users. It is expected that brain is in very active for the 
complicated document while users are in relax status for the 
simple document. 

 
(a)Simple document 

                                                           
1 Simple document in Japanese is written in “Hiragana” character only. The 
content of the document is story for children. Therefore, it is very easy to read. 
2 Complicated document in Japanese is written in “Kanji” and “Hiragana” 

characters. The content of the document is text book for psychology for 

university students. Therefore, it is rather difficult to read. 

 
(b)Complicated document 

Fig. 5. Documents used for the experiment 

Fig.6 shows EEG signals when the users read the simple 
document. 

Superimposed EEG signals for four users are shown in 
Fig.7 (The simple document). 

Meanwhile, Fig.8 shows those when the users read the 
complicated document. 
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(a)A user 

 
(b)B user 

 
(c)C user 

 
(d)D user 

Fig. 6. EEG signals when the users read the simple document 

 

Fig. 7. Superimposed EEG signals for four users (The simple document) 

 
(a)A user 

 
(b)B user 

 
(c)C user 
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(d)D user 

Fig. 8. EEG signals when the users read the complicated document 

Superimposed EEG signals for four users are shown in 
Fig.9 (The complicated document). 

 
Fig. 9. Superimposed EEG signals for four users (The complicated 

document) 

It is found that the frequency components for the simple 
document are much lower than those for the complicated 
document through a comparison between Fig.7 and Fig.9. The 
time variation is not so large. Also, there is not so large 
discrepancy among four users except user C. The user C is 
good at reading documents and has a plenty of knowledge and 
experiences on the contents of the documents. 

From time to time, frequency component is getting high 
when users are reading complicated portions of the documents 
while is getting down when users are reading simple portions 
of the documents as shown in Fig.7 and Fig.9. 

On the other hand, the number of rapid eye movement is 
counted when the users are reading the documents. The rapid 
eye movement is defined as 10 degrees of look angle 
difference for one second. Not only when the users change the 
lines in the document, but also when the users feel a difficulty 
for reading words in the document, the users’ look direction 
moves rapidly. The number of the rapid eye movements is 
shown in Fig.10. The timing of the rapid eye movements is 
synchronized to raising the EEG frequency component. 
Namely, when the users feel a difficulty of reading the 
documents and line changes of the documents, EEG frequency 
components are raising and eye moves rapidly as shown in 
Fig.11 (Red circle indicates such moments). 

 

Fig. 10. The number of rapid eye movements 

 

Fig. 11. EEG frequency components are raised when look direction changes 

rapidly 

IV. CONCLUSION 

Relations between psychological status and eye 
movements are found through experiments with readings of 
different types of documents as well as playing games. 
Psychological status can be monitored with 
Electroencephalogram: EEG sensor while eye movements can 
be monitored with Near Infrared: NIR cameras with NIR 
Light Emission Diode: LED. It is found that strong relation 
between both. In particular, the number of rapid changes of 
looking directions and relatively high frequency components 
of EEG signals. Therefore, it is possible to detect 
psychological status with monitoring eye movements. Due to 
the fact that EEG signals used to be affected by surrounding 
noises, eye movement detection is much useful for 
psychological status monitoring instead of EEG signals. 

It is found that the number of rapid eye movement is 
counted when the users are reading the documents. The rapid 
eye movement is defined as 10 degrees of look angle 
difference for one second. Not only when the users change the 
lines in the document, but also when the users feel a difficulty 
for reading words in the document, the users’ look direction 
moves rapidly. It is also found that the timing of the rapid eye 
movements is synchronized to raising the EEG frequency 
component. Namely, when the users feel a difficulty of 
reading the documents and line changes of the documents, 
EEG frequency components are raising and eye moves rapidly. 

Future research works are required for typical 
psychological status monitoring, hatred, beloved, joy, anger, 
happy, surprise etc. with eye movement detection. Then the 
patients without mimic muscle function can represent their 
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emotions. Also, psychological status monitored with the 
proposed eye movement detection is useful for triage of 
victims when they evacuate from disaster occurred areas to 
safe areas. Because vital sign which consist heart rate, blood 
pressure, the number of breath, body temperature and 
copiousness is required for triage. If patients in hospitals, 
group homes, etc. wear the glass with eye movement detection 
function and physical status monitoring sensor and network 
system for transmission of these data, then the patients can be 
saved their life because their status are known together with 
their location and attitude. 
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Abstract—Mobile device based personalized equalizer for 

improving the hearing capability of human voices in particular 

for elderly persons are proposed. Through experiments, it is 

found that the proposed equalizer does work well for improving 

hearing capability by 2 to 55 % of voice Recognition success ratio. 

According to the investigation of the frequency component 

analysis and formant detections, most of the voice sounds have 

the formant frequencies for the first to third frequencies within 

the range of 3445 Hz. Therefore, a nonlinear equalizing 

multiplier is better to enhance the frequency components for the 

first to third formants in particular. The experimental results 

with the voice above input experiments show that a good Percent 

Correct Recognition: PCR is required for 0 to more than 8000 Hz 

of frequency components. Also, 8162 Hz cut off frequency would 

be better for both noise suppressions and keeping a good PCR 

Keywords—Frequency response equalization; mobile devices; 

formount frequancy; hearing capability; hearing aids 

I. INTRODUCTION 

In general, hearing capability of human voices is getting 
bad for elderly persons due to the fact that a high-frequency 
response of elderly persons’ ears is getting poor. Hearing 
capability is defined with the well-known averaged hearing 
capability level that is defined as Averaged value of hearing 
capability for human voices regarding frequency components 
ranged from 500 Hz to 4000 Hz. In accordance with the 
definition, 25-40 dB of loudness of human voices are difficult 
to hear slightly when human voice is not loud while 40-70 dB 
of loudness of human voices are difficult to hear when human 
voice is normal level. 

Earlier devices, known as ear trumpets or ear horns [1], [2], 
were passive funnel-like amplification cones designed to 
gather sound energy and direct it into the ear canal. After that 
not so small number of methods have been proposed so far [3] 
– [10] 

Although general purpose of frequency equalizer which 
allows compensation of hearing capability is used for that 
purpose (improvement of hearing capability), degradation of 
high frequency response depends on person. Therefore, 
customization is highly required for the frequency 
equalization devices. On the other hand, such customized 
frequency equalization devices are not so cheap and also are 

not so good looking. Therefore, frequency equalizing devices 
are not so popular. 

The human voice has base frequency sounds and overtone 
sounds. Frequency components of human voices consist of 
formant

1
 (peaks of frequency components which are used for 

characterization of personal human voices). Lower-frequency 
components are dominant for vowels, in general, while 
relatively higher-frequency components are dominant for 
consonants. For elderly persons, high-frequency components 
are getting difficult to hear which results in the consonants are 
getting difficult to hear. Such difficulties are depending on 
persons by persons. Therefore, it is not so easy to customize 
frequency equalizers which allow improvement of hearing 
capability, in particular, for elderly persons. 

There are several ways of evaluating how well a hearing 
aid compensates for hearing loss. One approach is audiometry 
which measures a subject's hearing levels in laboratory 
conditions. The threshold of audibility for various sounds and 
intensities is measured in a variety of conditions. Although 
audiometric tests may attempt to mimic real-world conditions, 
the patient's experiences may differ. An alternative approach 
is self-report assessment of which the patient reports their 
experiences with the hearing aid in concern. The evaluation 
method proposed here is based on using 

Electroencephalogram：EEG sensor. Namely, in accordance 

with hearing quality, Peak Alpha Frequency: PAF amplitude 
is getting large while it is getting small when hearing quality 
is getting poor. 

The following section describes the proposed method and 
implementation of the compensation filter including mobile 
devices followed by some experiments for a specific person. 
Then a conclusion is described together with some discussions. 

II. PROPOSED METHOD AND IMPLEMENTATION 

In order to create a new personalized frequency equalizer, 
mobile devices are used. Mobile devices with headsets or ear 
phones are getting cheap and are good looking as well. 
Therefore, users can carry the proposed personalized equalizer. 

In order to characterize hearing capability degradation, a 
specific user has to try to hear some sentences which cover the 

                                                           
1 http://newt.phys.unsw.edu.au/jw/formant.html 
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spectral range from zero (Direct Current: DC) to around 20 
KHz includes all the vowels and the consonants together with 
their overtones. Then a spectral response of a compensation 
filter for the specific user is designed. The compensation filter 
is implemented in a mobile device such as Android tablet 
terminal, i-phone, smart phone, etc. 

Frequency responses of ears against human voices are, in 
general, characterized with formants which are shown in Fig.1. 
Namely, human voice spectra have peaks which are named as 
formants. 

 

Fig. 1. Example of formants of human voices 

According to the frequencies of the peaks, they are named 
the first formant, the second formant and so on. The proposed 
method detect formants through Forier Transformation first. In 
the mean time, input voice signals are decomposed with 32 of 
filter bank. Degraded formants can be found by comparing the 
input voice signals with the synthesized voice signals derived 
from Auditory Toolbox, for instance. Then the degraded 
formants can be compensated in accordance with the 
difference between actual voice and synthesized voice signals. 

After that, reconstruction is applied to the degraded voice 
signals with 32 filter bank as shown in Fig.2. Delay time 
which is caused by the nonlinear equalizing multiplier can be 
compensated with deley element of which delay time is totally 
corresponding to the delay time caused by the nonlinear 
equalizing multiplier as shown in Fig.3

 

Fig. 2. Proposed method for degraded formant corrections with the 

consideration of formant ballunce 

 

Fig. 3. Alternative of nonlinear equalizing multiplier with delay element 

The correction filter is composed with hgh shelving filter 
of which the Frequency Transfer Function in analog filter 
function is expressed as follows, 

  (1) 
This can be re-written as follows, 

(2) 

 

where  
The high shelving filter allows enhancement of arbitrary 

higher frequency components without suppression of low 
frequency components as shown in Fig.4. Also, the 
modulation transfer function of the high shelving filter is easy 
to design. Therefore, it is applicable for nonlinear equalizing 
multiplier. 

 

Fig. 4. Modulation Transfer Function of the high shelving filter  
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When the high shelving filter is applied to the input voice 
signals, high frequency components are enhanced as shown in 
Fig.5. 

 
(a)Before 

 
(b)After 

Fig. 5. High frequency component enhancing nonlinear equalizing 

multiplier 

Lastly, low pass filter is applied to the nonlinear equalizing 
multiplier applied voice signals for noise removal as shown in 
Fig.6. 

 
(a)Before 

 
(b)After 

Fig. 6. Before and after the low pass filter is applied to the nonlinear 

equalization multiplier applied voice signals 

Also, digital filter featuring wavelet transformation is used 
for the correction filter. Haar base function of wavelet 
transformation is used for the first attempt. Haar wavelet 
transformation is illustrated in Fig.7. The original voice 
signals in time domain can be converted in high (H1) and low 
(L1) frequency components as shown in Fig.7. Then L1 
component can also be converted in high (H2) and low (L2) 
components and so on. These components are called as 
wavelet coefficients (frequency components). Using the 
wavelet coefficients, Hn and Ln, Ln-1 can be reconstructed 
perfectly because Haar wavelet function is bi-orthogonal 
function. 

 

Fig. 7. Haar wavelet trasformation 

Then raw input voice signal is converted through Haar 
wavelet trasformation with level 5 which corresponds to the 
third formant frequency. After that nonlinear multiplication is 
applied to the converted wavelet coefficients as shown in 
Fig.8. Also, the nonlinear multiplication is aplied to the 
converted wavelet coefficients with the previously designed 
cut off frequency. In particular, high frequency components 
sounds so noisy that the frequency components higher than cut 
off frequency is better to supressed. 

 
 

 
        The third formant                     Cut-off frequency 

Fig. 8. Concept for the nonlinear equalizer multiplier 

It is possible to constract low pass filter based on Haar 
wavelet transformation. Through reconstraction with the 
extracted low frequency component only derived from the 
decomposed voice signals, low pass filter can be realized as 
shown in Fig.9. 

 
 

 

Fig. 9. Low pass filter based on Haar wavelet transformation  

Therefore, arbitrary frequency components can be 
extracted from the level a of the wavelet coeffients. Haar 
wavelet transformation can be considered as filter bank which 
allows extraction of arbitrary frequency components. Also, it 
is possible to reconstruct arbitrary frequency component 
enhancing voice signals by adding wavelet coefficients. This 
is the method for frequency component equalization. 

Through experiments, the following EEG sensor of ZA-9 
+ SleepSign-Lite manufactured by Kissei ComTec is used for 
evaluation of hearing quality. This EEG sensor allows 

measurements of EEG and electro‐oculogram; EOG. Also, 

voice volume level meter of LM-8102 manufactured by 
Mother Tool Co. Ltd. is used for the experiments. Outlooks of 
the EEG and EOG sensor as well as voice volume level meter 
are shown in Fig.10 while the major specifications of the EEG 
and EOG sensors are shown in Table 1. 
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(a)EEG and EOG sensors 

 
(b)Voice volume level meter 

Fig. 10. Outlook of the EEG and EOG sensor as well as voice volume level 

meter used for the experiments 

TABLE I.  MAJOR SPECIFICATION OF EEG AND EOG SENSOR OF ZA-9 

MANUFACTURED BY KISSEI COMTEC 

Band Width 0.5～40Hz 

Sampling Frequency 128Hz 

AD Converter  12 bit  

Meanwhile, the major specification of voice volume level 
meter is shown in Table 2. 

TABLE II.  MAJOR SPECIFICATION OF VOICE VOLUME LEVEL METER OF 

LM-8102 MANUFACTURED BY MOTHER TOOL CO. LTD 

Auto range：30～130dB 

Manual range：L=30～80dB/M=50～100dB/H=80～130dB 

Resolution：0.1dB  Frequency range：31.5～130dB 

III. EXPERIMENTS 

Example of input voice signals is shown in Fig.9. From 
these input voice signals and synthetic voicesignals, formant 

detection is performed together with creation of characteristics 
of nonlinear equalizer multiplier for correction of hearing 
capbility compensation. 

 

Fig. 11. Example of the input voice signal 

The followings are examples of frequencies of the actual 
and the synthetic formants for “a”, “i” and “u”, respectuvely. 

“a” 

 
 (F1=730; F2=1090; F3=2440) 

“i” 

 
 (F1=270; F2=2290; F3=3010) 

“u” 

 
 (F1=300; F2=870; F3=2240) 

The differences between actual and synthetic formants are 
very small. Therefore, formants are detected almost perfectly. 

In order to determine cut off frequency for noise 
suppression, the following 67 voice sounds are used. 

“a”, “i”, “u”, “e”, “o” 
“ka”, “ki”, “ku”, “ke”, “ko” 
“sa”, “si”, “su”, “se”, “so” 
“ta”, “ti”, “tu”, “te”, “to” 
“na”, “ni”, “nu”, “ne”, “no” 
“ha”, “hi”, “hu”, “he”, “ho” 
“ma”, “mi”, “mu”, “me”, “mo” 
“ya”, “yu”, “yo” 
“ra”, “ri”, “ru”, “re”, “ro” 
“wa” 
“ga”, “gi”, “gu”, “ge”, “go” 
“za”, “zi”, “zu”, “ze”, “zo” 
“da”, “di”, “du”, “de”, “d” 
“ba”, “bi”, “bu”, “be”, “bo” 
“pa”, “pi”, “pu”, “pe”, “po” 

Percent Correct Recognition of these voice sounds are 
evaluated with the different cut off frequencies. Nonlinear 
equalizing multiplier is created depending on the 
characteristics of hearing capabilities evaluated with EEG and 
EOG sensors. The results of PCR evaluation is shown in Table 
3. 

TABLE III.  PERCENT CORRECT RECOGNITION: PCR WITH THE DIFFERENT 

CUT OFF FREQUENCIES 

Frequency(Hz) 689 1378 2067 2756 3445 

PCR(%) 45 79 90 98 100 

If the cut off frequency is set at 689 Hz, then 55% of input 
voice sounds are not recognized. In accordance with the cut 
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off frequency, PCR is increased monotonically. PCR reaches 
100% at the cut off frequency of 3445 Hz. Therefore, the first 
to the third formant frequency have to be maintained their 
frequency components. Also it may say that 0 to 3443 Hz of 
frequency components is mandatory for voice recognitions. 
Thus it is concluded that cut off frequency has to be set more 
than 3445 Hz at least. 

According to the investigation of the frequency component 
analysis and formant detections, most of voice sounds have 
the formant frequencies for the first to third frequencies within 
the range of 3445 Hz. Therefore, nonlinear equalizing 
multiplier is better to enhance the frequency components for 
the first to third formants in particular. The experimental 
results with the aforementioned voice input experiments 
shows that 0 to more than 8000 Hz of frequency components 
are required for a good PCR. Also 8162 Hz cut off frequency 
would be better for both noise suppressions and keeping a 
good PCR. 

IV. CONCLUSION 

Mobile device based personalized equalizer for improving 
hearing capability of human voices in particular for elderly 
persons is proposed. Through experiments, it is found that the 
proposed equalizer does work well for improving hearing 
capability by 2 to 55 % of the voice recognition success ratio. 

According to the investigation of the frequency component 
analysis and formant detections, most of voice sounds have 
the formant frequencies for the first to third frequencies within 
the range of 3445 Hz. Therefore, the nonlinear equalizing 
multiplier is better to enhance the frequency components for 
the first to third formants, in particular. The experimental 
results with the voice above input experiments show that 0 to 
more than 8000 Hz of frequency components are required for 
a good PCR. Also, 8162 Hz cut off frequency would be better 
for both noise suppressions and keeping a good PCR. 
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Abstract—this research is considered to be a research to 

attract attention to the 3D iris compression to store the database 

of the iris. Actually, the 3D iris database cannot be found and in 

trying to solve this problem 2D iris database images are 

converted to 3D images just to implement the compression 

techniques used in 3D domain to test it and give an 

approximation results or to focus on this new direction in 

research. In this research a fully automated 3D iris compression 

and recognition system is presented. We use spherical based 

wavelet coefficients for efficient representation of the 3D iris. The 

spherical wavelet transformation is used to decompose the iris 

image into multi-resolution sub images. The representation of 

features based on spherical wavelet parameterization of the iris 

image was proposed for the 3D iris compression system. To 

evaluate the performance of the proposed approach, experiments 

were performed on the CASIA Iris database. Experimental 

results show that the spherical wavelet coefficients yield excellent 

compression capabilities with minimal set of features. Haar 

wavelet coefficients extracted from the iris   image was found to 

generate good recognition results. 

Keywords—3D Iris Recognition; Iris Compression; Geometry 

coding; Spherical Wavelets 

I. INTRODUCTION 

Biometric identification is the process of associating an 
identity to the input biometric data by comparing it against the 
enrolled identities in a database [1]. To design and implement 
robust systems capable of mass deployment, one needs to 
address key issues, such as human factors, environmental 
conditions, system interoperability, and image standard [2].The 
iris, the colored portion of the eye surrounding the pupil, 
contains unique patterns which are prominent under near-
infrared illumination. These patterns remain stable from a very 
young age, barring trauma or disease, allowing accurate 
identification with a very high level of confidence. Commercial 
iris systems are used as access to secure facilities or other 
resources, even Criminal/terrorist identification. The 
enrollment of an individual into a commercial iris system 
requires capturing one or more images from a video stream [3]. 

The question arises how to store and handle the acquired 
sensor data. Typically, the database for such system does not 
contain actual iris images, but rather it stores a binary file that 
represents each enrolled iris (the template). Most commercial 
iris systems today use the Daugman algorithm [4-6]. The 
recognition system used the template as the input to its process 
and the iris image is discarded to speed up the recognition 
process and decrease the storage requirements of the system. 
From the other point of view, if the data have to be transferred 
via a network link to the respective location, a minimization of 

the amount of data must be taken into account. The problem 
here is that a template alone cannot allow the recreation of the 
iris image from that it is derived, while the original iris imagery 
is still valuable for research. 

A lot of researches concern on the recognition system 
which depends on the template of the iris image extracted from 
the original image. In this paper, the attention is transferred to 
the iris compression. 

This research is considered to be a research to attract 
attention to the 3D iris compression to store the database of the 
iris. Actually, the 3D iris database cannot be found and in 
trying to solve this problem 2D iris database images are 
converted to 3D images just to implement the compression 
techniques used in 3D domain to test it and give an 
approximation results or to focus on this new direction in 
research. These results may encourage researchers to establish 
a new 3D iris database image to benefit from all techniques in 
3D domain. 

Geometry image is an image used to remesh an arbitrary 
surface onto a completely regular structure [7]. One important 
use for such a representation is shape compression, the concise 
encoding of surface geometry [8]. Geometry images can be 
encoded using traditional image compression and 
decompression algorithms, such as wavelet-based coders. The 
mesh-based spherical scheme more natural for coding 
geometry, and provide good reconstruction of shape detail at 
very low bit budgets [9]. 

In this paper, we detail how the geometry image is used to 
compress the 3D iris images. The 3D iris image is mapped to 
the spherical parameterization domain then the geometry image 
is obtained as a color image and a surface. Finally, the 
spherical based wavelet coefficient are computed for efficient 
representation and compression of the 3D iris image. 

The rest of this paper is organized as follows: overview of 
related work in 3D image compression will be in section II. 
Section III contains the overview of image preprocessing stage 
including segmentation and normalization. Spherical geometry 
image is discussed in section IV. Section V reports the 
experimental results. Finally, section VI contains the 
conclusion of this paper. 

II. RELATED WORK 

A major advance in the field of iris recognition results from 
the expiration of two patents [10]. The first one is the pioneer 
patent dealing with the general idea of the iris recognition 
process. It was developed by the ophthalmologists Flom and 
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Safir (1987) and it expired in 2005. The second one, developed 
by the professor John Daugman (1994), was used to protect the 
iris-code approach and expired in 2011. 

Flom and Safir first proposed the concept of automated iris 
recognition in 1987 [11]. Since then, some researchers worked 
on iris representation and matching and have achieved great 
progress [12], [13], [14], [15]. 

The iris recognition process starts with the segmentation of 
the iris ring. Further, data is transformed into a double 
dimensionless polar coordinate system, through the Daugman’s 
Rubber Sheet process. Regarding the feature extraction stage, 
existing approaches can be roughly divided into three variants: 
phase-based [16], zero-crossing [17] and textureanalysis 
methods [18]. Dauman [16] used multi-scale quadrature 
wavelets to extract texture phase-based information and obtain 
an iris signature with 2048 binary components. Boles and 
Boashash [19] calculated a zero-crossing representation of one-
dimensional (1-D) wavelet transform at various resolution 
levels of a concentric circle on an iris image to characterize the 
texture of the iris.. Wildes et al. [20] represented the iris texture 
with a Laplacian pyramid constructed with four different 
resolution levels and used the normalized correlation to 
determine whether the input image and the model image are 
from the same class. Tisse et al. [21] analyzed the iris 
characteristics using the analytic image constructed by the 
original image and its Hilbert transform. Emergent frequency 
functions for feature extraction were in essence samples of the 
phase gradient fields of the analytic image’s dominant 
components [22], [23]. Similar to the matching scheme of 
Daugman, they sampled binary emergent frequency functions 
to form a feature vector and used Hamming distance for 
matching. Park et al. [24] used a directional filter bank to 
decompose an iris image into eight directional subband outputs 
and extracted the normalized directional energy as features. Iris 
matching was performed by computing Euclidean distance 
between the input and the template feature vectors. 

Kumar et al. [25] utilized correlation filters to measure the 
consistency of iris images from the same eye. The correlation 
filter of each class was designed using the two-dimensional. In 
[26], Hong and Smith proposed the octave band directional 
filter banks which are capable of both directional 
decomposition and an octave band radial decomposition. 
Finally, in the feature comparison stage, a numeric 
dissimilarity value is produced, which determines the subject’s 
identity. Here, it is usual to apply different distance metrics 
(Hamming [16], Euclidian [27] or weighted Euclidian [28]), or 
methods based on signal correlation [20]. Many image 
compression and representation methods depend on Gabor 
analysis or phase information, which are two important 
components in IrisCode. Daugman demonstrated that Gabor 
filters are effective for image compression [26]. Behar et al. 
showed that images can be reconstructed from localized phase 
[29]. 

This research is considered to be a research to attract 
attention to the 3D iris compression to store the database of the 
iris. Actually, the 3D iris database cannot be found and in 
trying to solve this problem 2D iris database images are 
converted to 3D images just to implement the compression 

techniques used in 3D domain to test it and give an 
approximation results or to focus on this new direction in 
research. These results may encourage researchers to establish 
a new 3D iris database image to benefit from all techniques in 
3D domain. Geometry images and Spherical representations 
are used in the compression algorithm. 

The construction of a geometry image involves 
parametrizing a given surface onto a planar domain, and 
resampling the surface geometry on a regular domain grid. The 
original work [30] heuristically cuts an arbitrary surface into a 
disk using a network of cut paths, with 2g loops for a genus g 
surface. The resulting cut surface is mapped onto a square 
using a stretch-minimizing parametrization to reduce under 
sampling. 

For shapes with high genus or long extremities, forcing the 
whole surface to map into a square can introduce high 
distortion. To mitigate this, we can instead cut the surface into 
several pieces to produce a multi-chart geometry image [31]. 
The challenge is to join these piecewise regular charts into a 
watertight surface. 

For genus-zero models, a geometry image may be 
constructed via spherical parametrization [32], which does not 
require any a priori surface cuts. The spherical domain is 
unfolded into a square using a simple cut with elegant 
boundary symmetries. These boundary symmetries permit the 
construction of a smooth (C1) polynomial surface, and the 
regular control grid structure lets the surface be evaluated 
entirely within the GPU rasterization pipeline [33]. In addition, 
a spherical geometry image can be compressed using 
traditional image wavelet Geometry images for static objects 
can be generalized to geometry videos for animated shapes 
[34].  Excellent survey of the various 3D mesh compression 
algorithms has been given by Alliez and C. Gotsman in [34, 
30]. The recent development in the wavelet transforms theory 
has spurred new interest in multi-resolution methods, and has 
provided a more rigorous mathematical framework. Wavelets 
give the possibility of computing compact representations of 
functions or data. Additionally, wavelets are computationally 
attractive and allow variable degrees of resolution to be 
achieved. All these features make them appear as an interesting 
tool to be used for efficient representation of 3D objects. 

3D Face recognition is one of the imperative applications 
calling for compact storage and rapid processing of 3D meshes. 
Face recognition based on 3D information is not a new topic. It 
has been extensively addressed in the related literature since 
the end of the last century [35-40]. Further surveys of the state-
of-the-art in 3D face recognition can be found in [36, 37].  
Spherical representations permit to efficiently represent facia 
surfaces and overcome the limitations of other methods 
towards occlusions and partial views. In our previous work 
[41], an innovative fully automated 3D face compression and 
recognition system is presented.  We use spherical based 
wavelet coefficients for efficient representation of the 3D face. 
The spherical wavelet transformation is used to decompose the 
face image into multi-resolution sub images. To the best of our 
knowledge, the representation of 3D iris point clouds as 
spherical signals for iris recognition has however not been 
investigated yet. We therefore propose to take benefit of the 
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spherical representations in order to build an effective and 
automatic 3D iris recognition system. 

III. IRIS IMAGE PREPROCESSING 

Image processing techniques can be employed to extract 
the unique iris pattern from a digitised image of the eye, and 
encode it into a biometric template, which can be stored in a 
database. This biometric template contains an objective 
mathematical representation of the unique information stored 
in the iris, and allows comparisons to be made between 
templates. When a subject wishes to be identified by an iris 
recognition system, their eye is first photographed, and then a 
template created for their iris region. This template is then 
compared with the other templates stored in a database until 
either a matching template is found and the subject is 
identified, or no match is found and the subject remains 
unidentified [42].  There are four main stages of an iris 
recognition and compression system. They are, image 
preprocessing, feature extraction and template matching [43], 
and compression algorithm. 

A. Image preprocessing 

The iris image is to be preprocessed to obtain useful iris 
region. Image preprocessing contains, iris localization that 
detects the inner and outer boundaries of iris [44], [45] and iris 
normalization, in this step, iris image is converted from 
Cartesian coordinates to Polar coordinates. In this paper,  We 
are not focusing on the segmentation instead we are interested 
in iris compression  hence we have used the existing 
algorithms [42]for image preprocessing normalization feature 
extraction and segmentation but focusing only on iris 
compression  and matching algorithm. Figure 1 shows the 
output of the segmentation process using Masek algorithm. 

Fig. 1. Example the output of the segmentation process using  Masek 
algorithm. (a) Automatic segmentation of an iris image from the CASIA 

database. Black regions denote detected eyelid and eyelash regions. (b) 
Illustration of the normalization process (polar array – noise array) 

B. Feature Extraction 

Feature extraction is the process of getting the iris features, 
Wavelet transform is used for this purpose. 

C. Template Matching 

Template matching compares the user template with 
templates from the database using a matching algorithm. The 
matching metric will give a measure of similarity between two 

iris templates. Finally, a decision with high confidence level is 
made through matching methods to identify whether the user is 
an authentic or imposter. 

D. Compression Algorithm 

Geometry image and spherical wavelet transform will be 
used for the compression algorithm as shown in the next 
section. Figure. 2 shows the stages of iris compression 
algorithm. 

Fig. 2. Stages of iris  compression algorithm 

IV. SPHERICAL GEOMETRY IMAGE 

Surfaces in computer graphics are commonly represented 
using irregular meshes. While such meshes can approximate a 
given shape using few vertices, their irregularity comes at a 
price, since most mesh operations require random memory 
accesses through vertex indices and texture coordinates. Also, 
filter kernels must handle arbitrary mesh neighborhoods, and 
techniques like morphing, level-of-detail (LOD) control, and 
compression are complicated. As an alternative, we have 
introduced the geometry image representation, which captures 
shape using a completely regular sampling, i.e. a 2D grid of 
(x,y,z) values [46]. The benefits of uniform grids are often 
taken for granted. Grids allow efficient traversal, random 
access, convolution, composition, down-sampling, and 
compression. 

A. Spherical Parameterization 

Geometric models are often described by closed, genus-
zero surfaces, i.e. deformed spheres. For such models, the 
sphere is the most natural parameterization domain, since it 
does not require cutting the surface into disk(s). Hence the 
parameterization process becomes unconstrained [47]. Even 
though we may subsequently resample the surface signal onto a 
piecewise continuous domain, these domain boundaries can be 
determined more conveniently and a posteriori on the sphere. 
Spherical parameterization proves to be challenging in practice, 
for two reasons. First, for the algorithm to be robust it must 
prevent parametric “foldovers” and thus guarantee a 1-to-1 
spherical map. Second, while all genus-zero surfaces are in 
essence sphere-shaped, some can be highly deformed, and 
creating a parameterization that adequately samples all surface 
regions is difficult. Once a spherical parameterization is 
obtained, a number of applications can operate directly on the 
sphere domain, including shape analysis using spherical 
harmonics, compression using spherical wavelets [46, 48 ], and 
mesh morphing [49]. 

Given a triangle mesh M, the problem of spherical 

parameterization is to form a continuous invertible map φ: S→
M from the unit sphere to the mesh. The map is specified by 
assigning each mesh vertex v a parameterization φ-1(v) ϵ S. 
Each mesh edge is mapped to a great circle arc, and each mesh 
triangle is mapped to a spherical triangle bounded by these 



(IJARAI) International Journal of Advanced Research in Artificial Intelligence, 

Vol. 4, No.6, 2015 

31 | P a g e  

www.ijarai.thesai.org 

arcs. To form a continuous parameterization φ, we must define 
the map within each triangle interior. Let the points {A, B, C} 
on the sphere be the parameterization of the vertices of a mesh 
triangle {A'= φ (A), B'= φ (B), C'= φ (C)}. Given a point P'= 
αA'+βB'+γC' with barycentric coordinates α+β+γ=1 within the 
mesh triangle, we must define its parameterization P =φ-1(P'). 
Any such mapping must have distortion since the spherical 
triangle is not developable. 

B. Geometry Image 

A simple way to store a mesh is using a compact 2D 
geometry images. Geometry images was first introduced by Gu 
et al. [46, 50] where the geometry of a shape is resampled onto 
a completely regular structure that captures the geometry as a 
2D grid of [x, y, z] values. The process involves heuristically 
cutting open the mesh along an appropriate set of cut paths. 
The vertices and edges along the cut paths are represented 
redundantly along the boundary of this disk. This allows the 
unfolding of the mesh onto a disk-like surface and then the cut 
surface is parameterized onto the square. Other surface 
attributes, such as normals and colors, are stored as additional 
2D grids, sharing the same domain as the geometry, with grid 
samples in implicit correspondence, eliminating the need to 
store a parameterization. Also, the boundary parameterization 
makes both geometry and textures seamless. The simple 2D 
grid structure of geometry images is ideally suited for many 
processing operations. For instance, they can be rendered by 
traversing the grids sequentially, without expensive memory-
gather operations (such as vertex index dereferencing or 
random-access texture filtering). Geometry images also 
facilitate compression and level-of-detail control. Figure 3 
presents geometric representation of the iris image. 

 

 

Fig. 3. Geometric representation of the iris image 

C. Wavelet Transform 

 Haar Transform: 

Geometry images are regularly sampled 2D images that 
have three channels, encoding geometric information (x, y and 
z) components of a vertex in R3 [50]. Each channel of the 
geometry image is treated as a separate image for the wavelet 
analysis. The Haar wavelet transform has been proven effective 
for image analysis and feature extraction. It represents a signal 
by localizing it in both time and frequency domains. The Haar 
wavelet transform is applied separately on each channel 
creating four sub bands LL, LH, HL, and HH where each sub 

band has a size equal to 1/4 of the original image. The LL sub 
band captures the low frequency components in both vertical 
and horizontal directions of the original image and represents 
the local averages of the image. Whereas the LH, HL and HH 
sub bands capture horizontal, vertical and diagonal edges, 
respectively. In wavelet decomposition, only the LL sub band 
is used to recursively produce the next level of decomposition. 
The biometric signature is computed as the concatenation of 
the Haar wavelet coefficients that were extracted from the three 
channels of the geometry image. 

 Spherical Wavelets: 

To be able to construct spherical wavelets on an arbitrary 
mesh, this surface mesh should be represented as a multi-
resolution mesh, which is obtained by regular 1:4 subdivision 
of a base mesh [51, 52, 53]. A multi-resolution mesh is created 
by recursive subdivision of an initial polyhedral mesh so that 
each triangle is split into four “child” triangles at each new 
subdivision 

Denoting the set of all vertices on the mesh before the jth 
subdivision as K(j) a set of new vertices M(j) can be obtained 
by adding vertices at the midpoint of edges and connecting 
them with geodesics. Therefore, the complete set of vertices at 

the j+1th level is given by K(j+1) =K(j) ∪  M (j). 

Consequently, the number of vertices at level j is given by: 
10*4j+2. This process is presented in Figure 4 (a)-(d) where 
the iris image is shown at 4 different subdivision levels. 

In this research, we use the discrete bi-orthogonal spherical 
wavelets functions defined on a 3-D mesh constructed with the 
lifting scheme proposed by Schröder and Sweldens [51, 52, 53, 
54]. Spherical wavelets belong to second generation wavelets 
adapted to manifolds with non-regular grids. The main 
difference with the classical wavelet is that the filter 
coefficients of second generation wavelets are not the same 
throughout, but can change locally to reflect the changing 
nature of the surface and its measure. 

They maintain the notion that a basis function can be 
written as a linear combination of basis functions at a finer, 
more subdivided level. Spherical wavelet basis is composed of 
functions defined on the sphere that are localized in space and 
characteristic scales and therefore match a wide range of signal 
characteristics, from high frequency edges to slowly varying 
harmonics [52, 55]. 

The basis is constructed of scaling functions defined at the 
coarsest scale and wavelet functions defined at subsequent 
finer scales. If there exist N vertices on the mesh, a total of N 
basis functions are created, composed of scaling functions and 
where N0 is the initial number of vertices before the base mesh 
is subdivided. An interpolating subdivision scheme is used to 
construct the scaling functions on the standard unit sphere S 
denoted by φ j,k. The function is defined at level j and node k  
ϵ k(j) such that the scaling function at level j is a linear 
combination of the scaling function at level j and j+1. Index j 
specifies the scale of the function and k is a spatial index that 
specifies where on the surface the function is centered. Using 
these scaling functions, the wavelet ψ_(j,m)at level j and node 
m ϵ M(j) can be constructed by the lifting scheme. 
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Fig. 4. Visualization of recursive partitioning of the iris mesh at different 

subdivision levels. (a) Initial icosahedron (scale 0). (b) Single partitioning of 

icosahedron (scale 1). (c) Two recursive partitioning of icosahedron (scale 2). 

(d) Three recursive partitioning of icosahedron (scale 3) 

A usual shape for the scaling function is a hat function 
defined to be one at its center and to decay linearly to zero. As 
the j scale increases, the support of the scaling function 

decreases. A wavelet function is denoted by ψ_(j,k)  : S → R. 

The support of the functions becomes smaller as the scale 
increases. Together, the coarsest level scaling function and all 
wavelet scaling functions construct a basis for the function 
space L2: 

    {     |     +   *     |             }                 (1) 

A given function f: S →R can be expressed in the basis as a 

linear combination of the basis functions and coefficients 

 ( )   ∑          ( )   ∑ ∑                  ( )          (2) 

Scaling coefficients λ_(0,k) represent the low pass content 
of the signal f, localized where the associated scaling function 
has support; whereas, wavelet coefficients γ_(j,m ) represent 
localized band pass content of the signal, where the band pass 
frequency depends on the scale of the associated wavelet 
function and the localization depends on the support of the 
function. Figure 5 (a)-(g) presents the spherical wavelets of the 
iris image. 

 
Fig. 5. Spherical wavelet transform of iris image. (a) using 5% of wavelet 

coefficients (b) using 10% of wavelet coefficients (c) using 20% of wavelet 

coefficients (d) using 40% of wavelet coefficients (e) using 60% of wavelet 
coefficients (f) using 80% of wavelet coefficients (g) Using all coefficients 

V. EXPERIMENTAL RESULTS 

The CASIA-IrisV4 data base was used to evaluate the 
performance of the proposed system. CASIA- IrisV4 is said to 
be an extension of CASIA-IrisV3 and contains six subsets. It 

contains a total of 54,601 iris image from more than 1,800 
genuine subject and 1,000 virtual subjects. All iris images are 8 
bit gray-level JPEG files. In our experiment CASIA-Iris-
Interval and CASIA-Iris-Lamp will be used. 

A. Iris  Recognition 

In this experiment,   CASIA-Iris-Interval contains 249 
subjects. Only 99 subjects will be included in this experiment. 
For each one only 7 images for each eye is taken. The total 
number of classes is 198 which have 1386 images. 2-
dimentional Haar wavelet transform is applied to the templates 
of the iris images which have dimension of (20 * 480) for each 
image. Each application of the Haar wavelet decomposition 
reduces the size of the image to ¼ of its original size so the 
input to the K-fold cross validation method is a pattern of (10 * 
240) features. 

K-fold cross-validation is a statistical method used to 
evaluate the performance of a learning algorithm [9]. In K-fold 
cross validation, the input data is divided into k nearly equal 
subsets. K iterations are performed. In each iteration, one of the 
k subsets is considered the test set while the other k-1 subsets 
are put together to form a training set. The output is the 
average error across all k trials. 

The average recognition rate is 94% is achieved in this 
experiment. This result confirms that iris recognition is a 
reliable and accurate biometric technology. But as mentioned 
before, the iris recognition is not the objective of this research. 
We want to focus on 3D iris compression image which will be 
discussed in the next experiments. 

B. Iris compression 

In this experiment, the algorithm is applied to two sets from 
CASIA Iris-V4, CASIA-Iris-Interval and CASIA-Iris-Lamp. 
The input image is converted to 3D image then generate the 
geometry image. After this, a semi-regular mesh from a gim 
file is computed. Finally, the spherical wavelet transform on 
the mesh is computed. The total number of the features after 
computing wavelet transform is 774 features by keeping only 
the biggest coefficients.  Different percentages of these 
coefficients were tested and each time the inverse wavelet 
transform was used to reconstruct the iris image. Figure 6 (a)-
(g) shows the reconstructed images for the iris using different 
percentages of wavelet coefficient. These figure shows us that 
there is no visually difference between the original image and 
the corresponding reconstructed images. 

 
Fig. 6. Wavelet approximation of iris  image. (a) using 2% of wavelet 

coefficients (b) using 5% of wavelet coefficients(c) using 10% of wavelet 

coefficients (d) using 20% of wavelet coefficients (e) Using all coefficient 
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To evaluate the quality of the reconstructed iris image, the 
Normalized Error (NE) and Normalized Correlation (NC) were 
used to. NE is given as follows: 

    
       

     
   (3) 

Where X is the original image and Y is the reconstructed 
image. i.e. NE is the norm of the difference between the 
original and reconstructed signals, divided by the norm of the 
original signal. The NC is given: 

    
∑ ∑  (   ) (   ) 

   
 
   

∑ ∑  (   ) (   ) 
   

 
   

  (4) 

Where MxN is the size of the image. The NE and the NC 
values of the reconstructed images are presented in Table () for 
the different wavelet subsets. 

TABLE I.  NE AND NC FOR VARIOUS WAVELET SUBSETS FOR IRIS IMAGE 

FROM CASIA-IRIS-INTERVAL SUBSET 

TABLE II.  NE AND NC FOR VARIOUS WAVELET SUBSETS FOR IRIS 

IMAGE FROM CASIA-IRIS-LAMP SUBSET 

The NE and NC values indicate that the reconstructed 
images are the very similar to the original image. In the case of 
using only 20 % of the wavelets coefficients, the relative error 
of reconstruction is 9%. The reconstructed signal retains 
approximately 96.14% of the energy of the original signal 
while the number of coefficient is only 155. 

VI. CONCLUSION 

In this paper an innovative approach for 3D iris  
compression and recognition based on spherical wavelet 
parameterization was proposed. First. The iris image is to be 
preprocessed to obtain useful iris region. Image preprocessing 
contains, iris localization that detects the inner and outer 
boundaries of iris and iris normalization, in this step, iris image 
is converted from Cartesian coordinates to Polar coordinates. 
We are not focusing on the segmentation instead we are 
interested in iris compression  hence we have used the existing 
algorithms for  Masek.  Next, the spherical wavelet features 
were extracted which provide a compact descriptive biometric 
signature. Spherical representation of iris permits effective 
dimensionality reduction through simultaneous 
approximations. The dimensionality reduction step preserves 
the geometry information, which leads to high performance 
matching in the reduced space. Multiple representation features 
based on spherical wavelet parameterization of the iris image 

were proposed for the 3D iris compression and recognition. 
The database CASIA was utilized to test the proposed system. 
Experimental results show that the spherical wavelet 
coefficients yield excellent compression capabilities with 
minimal set of features. Furthermore, it was found that Haar 
wavelet coefficients extracted from the templet of the iris yield 
good recognition results. 
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Abstract—Important operations in numerical computing are 

vector orthogonalization. One of the well-known algorithms for 

vector orthogonalisation is Gram–Schmidt algorithm. This is a 

method for constructing a set of orthogonal vectors in an inner 

product space, most commonly the Euclidean space Rn. This 

process takes a finite, linearly independent set S = {b1, b2, …, 

bk}  vectors for k ≤ n and generates an orthogonal set S1 = {o1, 

o2, …, ok}. Like the most of the dense operations and big data 

processing problems, the Gram–Schmidt process steps can be 

performed by using parallel algorithms and can be implemented 

in parallel programming platforms. The parallelized algorithm is 

dependent to the platform used and needs to be adapted for the 

optimum performance for each parallel platform. The paper 

shows the algorithms and the implementation process of the 

Gram –Schmidt vector orthogonalosation in three different 

parallel platforms. The three platforms are: a) control flow 

shared memory hardware systems with OpenMP, b) control flow 

distributed memory hardware systems with MPI and c) dataflow 

architecture systems using Maxeler Data Flow Engines 

hardware. Using as single running example a parallel 

implementation of the computation of the Gram –Schmidt vector 

orthogonalosation, this paper describes how the fundamentals of 

parallel programming, are dealt in these platforms. The paper 

puts into evidence the Maxeler implementation of the Gram–

Schmidt algorithms compare to the traditional platforms. Paper 

treats the speedup and the overall performance of the three 

platforms versus sequential execution for 50-dimensional 

Euclidian space. 

Keywords—Gram-Schmidt Algorithm; Parallel programming 

model; OpenMP; MPI; Control Flow architecture 

I. INTRODUCTION 

Classifications of parallel programming paradigms are 
mostly related to the hardware architectures. 

The paradigms of parallel programming can be divided 
generally into two categories: process communicates [1] and 
problem decomposition [2]. 

Process communication is correlated to the instruments by 
which parallel processes communicate and share sources to 
each other. The most common forms of process interaction are 
shared memory and message passing between processes. 
Shared memory is an efficient instrument for passing data 
between programs by accessing that same shared memory. 
Algorithms may run on a single processor in sequential or on 
multiple separate processors in sequential way or in parallel. In 
shared memory model, parallel tasks share a global address 

space which they read and write to asynchronously. In shared 
memory systems the code can create threads each of them can 
access the same variable in parallel. 

Message passing is a concept from computer science 
related mostly with distributed memory architectures for the 
parallel programming platforms that is used extensively in the 
design and implementation of modern software applications; it 
is very important for some models of concurrency and object-
oriented programming. In a message passing model, parallel 
tasks exchange data and communicate through passing 
messages to one another. Either shared or distributed can be 
based Control Flow [3] Von Newman traditional architecture. 

The paper deals with three different programming 
platforms (OpenMP, MPI and Maxeler). These three platforms 
can be grouped in two different architectures, in Control Flow 
(OpenMP and MPI) and Data Flow (Maxeler) architectures. 
These two different computing architectures are compared and 
analyzed in this paper by choosing a typical dense operations 
and big data problem which is the Gram – Schmidt process. 

Is chosen Gram Schmidt classic algorithm for a 50-
dimensional inner product space. The algorithm has operations 
rising in a significant progression from step to step. If we have 
a set S1={o1, o2, …, on} of orthogonal vectors as basis for the 
inner product space L, then we can  express any vector of space 
L as a linear combination of the vectors in S1: 

Let as have an arbitrary basis {b1, b2, … , bn} for an n-
dimensional inner product space L. The Gram-Schmidt 
algorithm constructs an orthogonal basis {o1, o2, … , on} for 
L.  In our paper we take the arbitrary basis {b1, b2, … , b50} 
for an 50-dimensional inner product pace L  and after 
performing the Gram-Schmidt algorithm into a sequential 
machine platform, OpenMP platform, MPI platform and 
Maxeler controlfolw machine we than constructs an orthogonal 
basis {o1, o2, … , on} for L each time. The paper intends to 
compare the performance of the parallel platforms and to 
measure the speedup for each platform. The characteristics of 
the algorithms regards to the number of nested loops and the 
numbers of operations for iteration will define the best 
platform to recommend. 

The reason why is selected the Gram – Schmidt algorithm 
is the time complexity. This algorithm complexity is O(n

3
). 

The operations in each iteration of the process rise 
progressively, so it is of large interest to study the behavior in 
different parallel programming platforms. 
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II. GRAM–SCHMIDT ALGORITHM 

To obtain an orthonormal basis for an inner product space 
L, we use the Gram-Schmidt algorithm to construct an 
orthogonal basis.  For R

n
 with the Euklidean inner product (dot 

product), we of course already know of the orthonormal basis 
{(1, 0, 0, …, 0), (0, 1, 0, … , 0), … , (0, … , 0, 1)}. For more 
abstract spaces, however, the existence of an orthonormal basis 
is not obvious. The Gram-Schmidt algorithm is powerful in 
that it not only guarantees the existence of an orthonormal 
basis for any inner product space, but actually gives the way of 
construction of such a basis. 

Fig. 1. Graphic representation of the Gram – Schmidt orthogonalisation 

The Gram – Schmidt algorithm can be expressed in n steps 
to be performed. The algorithm steps are: 

1 for i = 1 to n  
2 vi = ai  
3  for i = 1 to n  
4  rii = ||vi||  
5  qi = vi/rii 
6  for j = i + 1 to n  
7  rij = qi vj  
8  vj = vj – rijqi 

This algorithm is implemented in C++ code using 
Code::Blocks programming platform. This platform is chosen 
because it is portable to the parallel programming platforms. 

III. GRAM – SCHMIDT VECTOR ORTHOGONALISATION 

ALGORITHM (SEQUENTIAL IMPLEMENTATION) 

We implemented the steps mentioned in the previous 
section in the Code::Blocks

1
with C++ compiler.  In our 

implementation, we take k=n=50, where k is the number of the 
linear independent vectors and n is the dimension of the 
Euclidian space. The C++ program code of  Gram – Schmidt 
algorithm for a 50 dimensional inner product space, in our 
example named space L, for k=50, looks like:  

                                                           
1 Code::Blocks, “A free C, C++ and Fortran IDE”. 

http://www.codeblocks.org/ 

#include <cstdlib> 
#include <iostream> 
#include <math.h> 
using namespace std; 
double b[50][50]; 
double r[50][50], q[50][50]; 
int main(int argc, char *argv[]) { 
int i, j; 
for (int i=0; i<50; i++) 
for (int j=0; j<50; j++) 
{b [i][j]=rand() % 10;} 
int k; 
for (k=0; k<50; k++){ 
r[k][k]=0; // equivalent to sum = 0 
for (i=0; i<50; i++) 
r[k][k] = r[k][k] + b[i][k] * b[i][k]; //rkk = sqr(a0k) + sqr(a1k) + sqr(a2k) 
r[k][k] = sqrt(r[k][k]);  //   
cout << endl << "R"<<k<<k<<": " << r[k][k];  
for (i=0; i<3; i++)   
{q[i][k] = b[i][k]/r[k][k]; 
cout << "q" <<i<<k<<": "<<q[i][k] << ", ";} 
for(j=k+1; j<50; j++)  
{r[k][j]=0; for(i=0; i<50; i++) r[k][j] += q[i][k] * b[i][j]; 
cout << endl << "r"<< k <<j<<": " <<r[k][j] <<endl; 
for (i=0; i<50; i++) b[i][j] = a[i][j] - r[k][j]*q[i][k]; 
for (i=0; i<50; i++) cout << "b"<<j<<": " << b[i][j]<< ", "; }} 
system("PAUSE"); 
return EXIT_SUCCESS;} 

Fig. 2. Sequential Gram – Schmidt vector orthogonalisation. Program code 

in C++ (Code::Blocks) 

The average execution time of this sequential algorithm is 
around 110 seconds. Now let’s see in the next session the 
parallel implementation of this algorithm in OpenMP 

2
 parallel 

platform for C++. 

IV. THE GRAM–SCHMIDT VECTOR ORTHOGONALISATION 

ALGORITHM FOR OPENMP PLATFORM 

A parallel program is composed of parallel executing 
processes. A task-parallel model [4] focuses on processes , or 
threads of execution . These processes sometimes share the 
same sources, which emphasizes the need for communication 
between those processes. Task parallelism is a natural way to 
express message-passing communication between processing 
units. It is usually classified as MIMD/MPMD or MISD [5]. 

A parallel model consists of performing operations on a 
data set which usually regularly structures in an array. A set of 
tasks will operate on this data, but independently on separate 
partitions. In a shared memory system, the data will be 
accessible to all tasks, but in a distributed-memory system it 
will divide between memories. 

Parallelism is usually classified as SIMD/SPMD (Single 
Instruction-Multiple Data)/(Single Program-Multiple Data) [6].  

  

                                                           
2 OpenMP Specifications. http://www.openmp.org/blog/specifications 



1b  



2b  



1o  



21
bprojectionw  



2o

 

 



(IJARAI) International Journal of Advanced Research in Artificial Intelligence, 

Vol. 4, No.6, 2015 

37 | P a g e  

www.ijarai.thesai.org 

The systems are categorized into two categories. [7] The 
systems of the first category were characterized by the isolation 
of the abstract design space seen by the programmer from the 
parallel, distributed implementation. In this, all processes are 
presented with equal access to some kind of shared memory 
space. In its loosest form, any process may attempt to access 
any item at any time. The second category considers machines 
in which the two levels are closer together and in particular, 
those in which the programmer's world includes explicit 
parallelism [8]. This category discards shared memory based 
cooperation in favor of some form of explicit message passing. 

A classical shared memory parallel platform is OpenMP. 
OpenMP (Open Multiprocessing) is an API that supports 
multi-platform shared memory multiprocessing programming 
in C, C++ and Fortran programming language. OpenMP 

3
 is an 

application program interface providing a multi-threaded 
programming model for shared memory parallelism; it uses 
directives to extend sequential languages It consists of a set of 
compiler directives, library routines, and environment variables 
that influence run-time behavior. 

OpenMP uses a portable, scalable model that gives 
programmers a simple and flexible interface for developing 
parallel applications for platforms like a standard desktop 
computer or supercomputer. After the configuration of the 
Code:: Blocks for OpenMP, we implemented on this platform 
our algorithm. The code is parallelized for our nested loops as 
below: 

#include <cstdlib> 
#include <iostream> 
#include <math.h> 
#include <omp.h> 
using namespace std; 
double b[50][50]; 
double r[50][50], q[50][50]; 
int main(int argc, char *argv[]) { 
int i, j; 
#pragma omp parallel for 
for (int i=0; i<50; i++) 
for (int j=0; j<50; j++) 
{b [i][j]=rand() % 10;} 
int k; 
#pragma omp parallel for 
for (k=0; k<50; k++){ 
r[k][k]=0; // equivalent to sum = 0 
for (i=0; i<50; i++) 
r[k][k] = r[k][k] + b[i][k] * b[i][k]; //rkk = sqr(a0k) + sqr(a1k) + sqr(a2k) 
r[k][k] = sqrt(r[k][k]);  //   
cout << endl << "R"<<k<<k<<": " << r[k][k];  
#pragma omp parallel for 
for (i=0; i<3; i++)   

                                                           
3 OpenMP Specifications. http://www.openmp.org/blog/specifications/ 

{q[i][k] = b[i][k]/r[k][k]; 
cout << "q" <<i<<k<<": "<<q[i][k] << ", ";} 
for(j=k+1; j<50; j++)  
{r[k][j]=0; for(i=0; i<50; i++) r[k][j] += q[i][k] * b[i][j]; 
cout << endl << "r"<< k <<j<<": " <<r[k][j] <<endl; 
for (i=0; i<50; i++) b[i][j] = b[i][j] - r[k][j]*q[i][k]; 
for (i=0; i<50; i++) cout << "b"<<j<<": " << b[i][j]<< ", "; }} 
system("PAUSE"); 
return EXIT_SUCCESS;} 

Fig. 3. OpenMP Gram – Schmidt vector orthogonalisation. Program code in 

C++ (Code::Blocks) 

For directive in the code above splits the for-loop, so each 
thread in the current team handles a different portion of the 
loop. The main directive used is “#pragma omp parallel for”. 
This statement is used to open the switch of OpenMP in this 
algorithm code. Only small changes in C++ sources code are 
required in order to use OpenMP. So each thread gets a 
different section of the loop, and they execute their own 
sections in parallel. We executed this code in the quad core 
computer where we before executed the sequential algorithm. 
The average execution time is 30 seconds. Significant speedup 
is reached for the Gram Schmidt algorithm when we use 
OpenMP parallel features.  By trying this C++ code for 
OpenMP in PC with different number of cores and the 
execution time is shown in the table 1, is made a speedup 
analysis. 

V. THE GRAM–SCHMIDT VECTOR ORTHOGONALISATION IN 

MPI 

Message Passing Interface (MPI) is a standardized and 
portable message-passing system designed. The standard 
defines the syntax and semantics of a core of library routines 
useful to a wide range of users writing portable message-
passing programs [9 ] in different programming languages such 
as Fortran, C, C++ and Java. Message passing this model uses 
communication libraries to allow efficient parallel programs to 
be written for distributed memory systems. These libraries 
provide routines to initiate and configure the messaging 
environment as well as sending and receiving data packets. 
Currently, the most popular high-level message-passing system 
for scientific and engineering applications is MPI (Message 
Passing Interface)

4
. 

We executed the code in a cluster with four computers with 
the same parameters like the quad core in which we executed 
the sequential algorithm and OpenMP code. The average time 
of execution is 22 seconds. The C++ code adopted for using 
the MPI library for parallelization of our Gram Schmidt vector 
orthogonalisation algorithm. Both platforms OpenMP and MPI 
are control flow based architectures. The figure 2 below show 
the control flow design architecture. 

                                                           
4 Message Passing Interface. http://www-unix.mcs.anl.gov/mpi/index.html 
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Fig. 4. Control Flow architecture design (source Maxeler) 

#include <cstdlib> 
#include <iostream> 
#include <math.h> 
#include <mpi.h> 
using namespace std; 
double b[50][50]; 
double r[50][50], q[50][50]; 
int main(int argc, char *argv[]) { 
int i, j, rank, nrprocs, count, start, stop; 
MPI_Init(&argc, &argv); 
// get the number of processes, and the id of this process 
MPI_Comm_rank(MPI_COMM_WORLD, &rank); 
MPI_Comm_size(MPI_COMM_WORLD, &nprocs); 
// we want to perform 50 iterations in total. Work out the  
// number of iterations to perform per process... 
for (int i=0; i<50; i++) 
for (int j=0; j<50; j++) 
{b [i][j]=rand() % 10;} 
int k; 
for (k=0; k<50; k++){ 
r[k][k]=0; // equivalent to sum = 0 
for (i=0; i<50; i++) 
r[k][k] = r[k][k] + b[i][k] * b[i][k]; //rkk = sqr(a0k) + sqr(a1k) + sqr(a2k) 
r[k][k] = sqrt(r[k][k]);  //   
cout << endl << "R"<<k<<k<<": " << r[k][k];  
for (i=0; i<3; i++)   
{q[i][k] = b[i][k]/r[k][k]; 
cout << "q" <<i<<k<<": "<<q[i][k] << ", ";} 
for(j=k+1; j<50; j++)  
{r[k][j]=0; for(i=0; i<50; i++) r[k][j] += q[i][k] * b[i][j]; 
cout << endl << "r"<< k <<j<<": " <<r[k][j] <<endl;     
for (i=0; i<50; i++) b[i][j] = a[i][j] - r[k][j]*q[i][k]; 
for (i=0; i<50; i++) cout << "b"<<j<<": " << b[i][j]<< ", "; MPI_Finalize();}} 
system("PAUSE"); 
return EXIT_SUCCESS;}  

Fig. 5. MPI Gram – Schmidt vector orthogonalisation. Program code in C++ 

(Code::Blocks) 

 

VI. THE GRAM–SCHMIDT VECTOR ORTHOGONALISATION IN 

MAXELER 

Dataflow architecture [10] is a computer architecture that 
differs in significant contrasts to the traditional Control Flow - 
Von Neumann architecture. Dataflow architectures do not have 
a program counter, or (at least conceptually) the executability 
and execution of instructions is based on the availability of 
input arguments to the instructions, so that the order of 
instruction execution is unpredictable: I. e. behavior is 
undetermined 

5
. 

Dataflow machines have been around for more than two 
decades. Implementation challenges left the technology hidden 
for many years, but last five years the data flow parallel 
programming is becoming more and more a technological 
reality. One of the dataflow machines is the Manchester 
Dataflow Machine (MDFM) using single-assignment language 
SISAL. Another successful dataflow machine is Maxeler 
machine. The Gram – Schmidt algorithm is implemented to the 
MPC-X Series 

6
 machine. 

The implementation process of our algorithm includes the 
adaption of the C++ host code for export to the MPC module. 
The Data Flow Engine (DFE) part of an accelerated solution 
itself contains two components: one or more Kernels, 
responsible for the data computations; and a single Manager, 
which orchestrates global data movement for the CPUs, DFEs 
and Kernels+Memory inside. Hence, accelerating an 
application requires the user to write three program parts: 
Kernel(s), A Manager, and a CPU application. The Kernel and 
the Manager is created by writing programs in MaxJ: an 
extended form of Java adding operator overloading. Using 
MaxCompiler requires only minimal familiarity with Java. A 
developer executes a MaxCompiler-based program to produce 
a “.max file” containing the DFE configuration, meta-data and 
SLiC functions. The CPU application is compiled and linked 
with the .max file, SLiC and MaxelerOS, to create the 
application executable. 

Fig. 6. Data Flow architecture design (source Maxeler) 

                                                           
5 http://en.wikipedia.org/wiki/Dataflow_architecture, Retrieved on 21 April 

2015 
6 https://www.maxeler.com/products/mpc-xseries/, Retrieved on 20 January 

2015. 
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VII. RESULTS 

This paper was dealing the behavior of parallel Gram – 
Schmidt vector orthogonalization algorithms with respect to 
OpenMP, MPI and Maxeler platform. The results we found are 
satisfactory. The number of input data size increased Maxeler 
gives very good performance. Nevertheless, the performance 
factor presented here is the execution times and speedup of the 
implementations for same input data size realized in the 
parallel programming models. 

The speedup achieved by a parallel application varies for 
different programming models. The models chosen in this 
paper are only considered from the speedup perspective. 

The results of the execution time of the algorithms in three 
machines are shown in figure 7. In this figure is shown the time 
in seconds in sequential (column 2) in OpenMP (column 3), 
MPI (column 4) which are Control Flow based architecture. In 
the figure 7 is shown also the speedup reached in OpenMP 
(column 5), speedup reached in MPI (column 6) and the 
speedup reached in the Maxeler machine (column 7). In 
Maxeler machine, the speedup is high, but limited and 
independent to the memory performance. 

 
Fig. 7.  Execution time analysis 

VIII. CONCLUSIONS 

For Gram – Schmidt vector orthogonalisation the parallel 
approach demands rethinking algorithms, adaption of the 
programming approach and environment and underlying 
hardware. There are a lot of possibilities to effectively create 
parallel version of the algorithms. To be efficient and to have 
the optimal performance in algorithm execution is very 
important to select the proper platform related to the contextual 
problem. In our example is pretty obvious that the Maxeler 
technology is the most efficient platform. The Maxeler 

machine spends some initial time for transfer from host to 
DFE, but control time is extremely slow compare to processing 
time. Data Flow architecture offers significant capabilities to 
accelerate scientifically numerical computations, such as the 
Gram – Schmidt vector orthogonalisation. Improvements in 
Maxeler and bus technology indicate that Data Flow will 
increase their lead over general purpose processors over the 
next few years. In this paper is shown that Maxeler machine 
with its software system are not wedded to von Neumann 
architectures nor to the von Neumann execution model. 
Maxeler platform works very well for calculating Gram – 
Schmidt vector orthogonalisation reaching a significant 
speedup. 

This paper is addressed to the programmers, by providing 
taxonomy of parallel language designs. They can decide which 
language to use for contest of their project. 
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Abstract—The Minimum Set Cover Problem has many prac-
tical applications in various research areas. This problem belongs
to the class of NP-hard theoretical problems. Several approxima-
tion algorithms have been proposed to find approximate solutions
to this problem and research is still going on to optimize the
solution. This paper studies the existing algorithms of minimum
set cover problem and proposes a heuristic approach to solve the
problem using modified hill climbing algorithm. The effectiveness
of the approach is tested on set cover problem instances from OR-
Library. The experimental results show the effectiveness of our
proposed approach.
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I. INTRODUCTION

For a given set system on a universe of items and a collec-
tion of a set of items, Minimum Set Cover Problem (MSCP)
[1] finds the minimum number of sets that covers the whole
universe. This is a NP hard problem proven by Karp in [2]. The
optimization has numerous applications in different areas of
studies and industrial applications [3]. The applications include
multiple sequence alignments for computational biochemistry,
manufacturing, network security, service planning and location
problems [4]–[7].

Several heuristics and approximation algorithms have been
proposed in solving the MSCP [8]. Guanghui Lan et al. pro-
posed a Meta-RaPS (Meta-heuristic for Randomized Priority
Search) [9]. Fabrizio Grandoni et al. proposed an algorithm
based on the interleaving of standard greedy algorithm that
selects the min-cost set which covers at least one uncovered
element [10]. Amol Deshpande et al. [11] proposed an Adap-
tive Dual Greedy which is a generalization of Hochbaums [12]
primal-dual algorithm for the classical Set Cover Problem.

This paper studies some popular existing algorithms of
MSCP and proposes a heuristic approach to solve MSCP
using modified hill climbing method. Within our knowledge,
the same approach for MSCP of this paper has not been
yet reported. Although this work implements two popular
algorithms, Greedy Minimum Set Cover [14] and Linear
Polynomial Rounding (LP) algorithm [15] to find solutions to
MSCP, this work does not focus on the strength and weakness
of the algorithms. The proposed approach starts with an initial
solution from Greedy approach and LP rounding and then the
result is optimized using modified hill climbing technique. The

computational results shows the effectiveness of the proposed
approach.

The rest of the paper is organized as follows: Section II
describes the preliminary studies for proposed approach. Sec-
tion III describes the proposed algorithm for MSCP. Section IV
presents the experimental results. Section V provides the
conclusion and future work.

II. BACKGROUND THEORY AND STUDY

This section briefly describes MSCP and presents some
preliminary studies. This includes Greedy Algorithm, LP
Rounding Algorithm, Hill Climbing Algorithm and OR Li-
brary of SCP instances.

A. Minimum Set Cover Problem

Given a set of n elements U = [e1, e2, ..., en] and a
collection S = {S1, S2, ..., Sm} of m nonempty subsets of
U where

⋃m
i=1 Si = U . Every Si is associated with a positive

cost c(Si) ≥ 0. The objective is to find a subset X ⊆ S such
that

∑
Si∈X c(Si) is minimized with respect to

⋃
S∈X S = U .

B. Minimum k-Set Cover Problem

An MSCP (U, S, c) is a k-set cover problem [13] if, for
some constant k, it holds that |Si| ≤ k, ∀Si ∈ S represented
as (U, S, c, k). For an optimization problem, xOPT presents
an optimal solution of the problem where OPT = f(xOPT ).
For a feasible solution x, the ratio f(x)

OPT is regarded as its
approximation ratio. If the approximation ratio of a feasible
solution is upper-bounded by some value k, that is 1 ≤ f(x)

OPT ≤
k, the solution is called an k-approximate solution.

C. Greedy Minimum Set Cover Algorithm

Data: Set system (U, S), c : S → Z+

Input: Element set U = [e1, e2, ..., en], subset set S =
{S1, S2, ..., Sm} and cost function c : S → Z+

Output: Set cover X with minimum cost
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Algorithm 1 Greedy MSCP

1: procedure GREEDY(U, S, c) . Set system {U,S} and
cost function, c (S)

2: X ← ϕ
3: while

∑
i∈X Xi 6= U do . Continue until X = U

4: Calculate cost effectiveness, α = c(S)
|S−X| for every

unpicked set {S1, S2, ..., Sm}
5: Pick a set S, with minimum cost effectiveness
6: X ← X ∪ S
7: end while
8: return X . Output X, minimum number of subsets
9: end procedure

D. LP Rounding Algorithm

The LP formulation [15] of MSCP can be represented as

Minimize:
m∑
i=1

ci ×Xi

Subject To: ∑
i:e∈Si

Xi ≥ 1 ∀e ∈ U

Xi ≤ 1 ∀e ∈ {1, 2, ...,m}
Xi ≥ 0 ∀e ∈ {1, 2, ...,m}

(1)

Algorithm 2 LP Rounding MSCP

1: procedure LPROUND(U, S, c)
2: Get an optimal solution x∗ by solving the linear

program for MSCP defined in Equation 1.
3: X ← ϕ
4: for each Sj do . Continue for all members of S
5: if x∗j ≥ 1

f then
6: X ← X ∪ Sj

7: end if
8: end for
9: return X . The minimum number of sets

10: end procedure

E. Hill Climbing Algorithm

Hill climbing [16] is a mathematical optimization technique
which belongs to the family of local search. It is an iterative al-
gorithm that starts with an arbitrary solution to a problem, then
attempts to find a better solution by incrementally changing a
single element of the solution. If the change produces a better
solution, an incremental change is made to the new solution,
repeating until no further improvements can be found.

F. OR Library

OR-Library [17] is a collection of test data sets for a
variety of Operations Research (OR) problems. OR-Library
was originally described in [17]. There are currently 87 data
files for SCP. The format is

Algorithm 3 Hill Climbing Algorithm

1: Pick a random point in the search space.
2: Consider all the neighbors of the current state.
3: Choose the neighbor with the best quality and move to

that state.
4: Repeat 2 through 4 until all the neighboring states are of

lower quality.
5: Return the current state as the solution state.

a) number of rows (m), number of columns (n)
b) the cost of each column c(j), j = 1, 2, ..., n

For each row i(i = 1, ...,m) : the number of columns
which cover row i followed by a list of the columns which
cover row i.

III. PROPOSED ALGORITHM

This work modified the conventional hill climbing al-
gorithm for set cover problem. To avoid the local maxima
problem, this work introduced random re-initialization. For
comparisons, greedy algorithm and LP rounding algorithm are
used to find the initial state for the modified hill climbing algo-
rithm. The evaluation function for the modified hill climbing
algorithm is described below.

A. Problem Formulation

• Input: N = |U |, U = [e1, e2, ..., en], M = |S|, S =
{S1, S2, ..., Sm}, c = {c1, c2, ..., cm}

• Output:
1) Minimum number of sets, n(X) = |X|.
2) List of minimum number of Sets, X =

{X1, X2, ..., Xn(X)}.
• Constraint: Universality of X must hold, that is∑

i∈X Xi = U .

• Objective:
1) Minimize the number of sets, X .
2) Minimize the total cost, c(X).

B. OR Library MSCP Formulation

The formulation of MSCP for OR Library is given below.

1) Let Mm×n be a 0/1 matrix, ∀aij ∈ Mij , aij = 1 if
element i is covered by set j and aij = 0 otherwise.

2) Let X = {x1, x2, ..., xn} where xi = 1 if set i
with cost ci ≥ 0 is part of the solution and xi =
0 otherwise.

Minimize:
n∑

i=1

xi × c(xi)

Subject To:

1 ≤
n∑

i=1

xi × aij j ∈ {1, 2, ...,m}

xi ≥ 0 ∀xi ∈ {0, 1}

(2)
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C. Proposed Algorithm

This section describes our proposed algorithm for MSCP.
The algorithm finds an initial solution and then optimizes the
result using modified hill climbing algorithm.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

This section presents the computational results of the
proposed approach. The effectiveness of the proposed approach
is tested on 20 SCP test instances obtained from Beasley’s OR
Library. These instances are divided into 11 sets as in Table I,
in which Density is the percentage of nonzero entries in the
SCP matrix. All of these test instances are publicly available
via electronic mail from OR Library.

The approach presented in this paper is coded using C on
an Intel laptop with speed of 2.13 GHz and 2GB of RAM
under Windows 7 using the codeblock,version-13.12 compiler.
Note here that this study presented here did not apply any
kind of preprocessing on the instance sets received from OR-
Library. This paper did not report the CPU times or running
time of the algorithm as they vary machine to machine and
compiler to compiler.

TABLE I: Test instance details

Problem Number of Number of Number of Range of Density
Set instances rows(m) columns(n) cost %

4 10 200 1000 1-100 2%
5 10 200 2000 1-100 2%
6 5 200 1000 1-100 5%
A 5 300 3000 1-100 2%
B 5 300 3000 1-100 5%
C 5 400 4000 1-100 2%
D 5 400 4000 1-100 5%

NRE 5 500 5000 1-100 10%
NRF 5 500 5000 1-100 20%
NRG 5 1000 10000 1-100 2%
NRH 5 1000 10000 1-100 5%

A. Experimental Results of Weighted SCP

Table II presents the experimental results for the proposed
approach for weighted SCP instances. The first column repre-
sents the name of each instance. The optimal or best-known
solution of each instance is given in the 2nd column. The 3rd
and 4th column represent the solution found using greedy and
LP rounding approach. The 5th and 6th column represent the
solutions found in [5] and [7]. The last two columns contain
the result found using proposed approach, started from greedy
approach and LP rounding approach respectively.

B. Experimental Results of Unweighted SCP

Table III presents the experimental results of the proposed
approach for unweighted SCP instances. This paper used
the same 20 instances of weighted SCP and made them
unweighted by replacing the weights to 1 on these instances.
The first column represents the name of each instance. The
optimal or best-known solution of each instance is given in
the 2nd column. The 3rd and 4th column represent the solution
found using greedy and LP rounding approach. The 5th and
6th column represent the solutions found in [18] and [19].
The last two columns contain the result found using proposed
approach, started from greedy approach and LP rounding
algorithm respectively.
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Fig. 1: Quality ratio of weighted problem instances for Greedy
and Proposed Algorithm.
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Fig. 2: Quality ratio of weighted problem instances for LP
Rounding and Proposed Algorithm.

C. Result Summary

Summary: The optimal solution presented in Table II and
Table III are taken from [7]. The quality of a solution derived
by an algorithm is measured by Quality Ratio which is defined
as a ratio of the derived solution to the optimal solution.
The quality ratio for each instance for conventional greedy
algorithm, LP rounding and Proposed algorithms, presented in
this work are shown in Fig. 1, 2, 3 and 4. The figures show the
ratio values, plotted as histogram for every instance, presented
in this work.

Quality Measure Ratio =
Derived Solution
Optimal Solution

(3)

Another popular quality measurement reported in literature
is called GAP which is defined as the percentage of the
deviation of a solution from the optimal solution or best known
solution. The summarized results, in terms of average quality
and average GAP, for weighted set covering instances are
presented in Table IV. For unweighted set covering instances
it is represneted in Table V.
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Algorithm 4 Proposed Algorithm

1: Preparation: In this step, elements of Universal set U , subsets of sets S and cost c of each set are taken as inputs.
2: Initial Solution: This step finds a solution X using Greedy method and LP Rounding algorithm of MSCP. X is considered

the initial state for hill climbing optimization step. This study uses both the solutions and further optimizes for comparisons.
3: Hill Climbing Optimization: This Phase uses modified hill climbing algorithm and optimizes the cost of set cover problem.
4: Find the cost c(X) from X . . Initial best found cost, c(X)
5: Keep this (X) as the best found sets. . Initial best found set, X
6: Calculate R = n(S)× n(U) . number of elements, n(U) = |U |, number of subsets, n(S) = |S|
7: for M times of R do . Here M is the Set Minimization Repetition Factor
8: Randomly select a set X∗ from the selected sets. . Random selection of a candidate redundant set
9: Mark this set X∗ as Unselected Set.

10: if X −X∗ = U then . Check whether the universality constraint holds
11: Stay with this state and find the cost, Cnew.
12: Replace the best found cost C, with the current cost, Cnew.
13: Remove set X∗ from the selected sets, X .
14: Go back to step 8
15: end if
16: for K times do . Here K is the Hill Climbing Repetition Factor
17: Randomly select a set Y from the unselected sets, S −X
18: Mark this set as Selected.
19: if (X −X∗) ∪ Y 6= U then . Check whether the universality constraint holds
20: Go back to step 17
21: Find cost Cnew of c((X −X∗) ∪ Y )
22: if Cnew ≤ C then
23: Replace the best found cost C, with the current cost, Cnew.
24: Enlist Y in the Selected Sets.
25: Go back to step 17
26: end if
27: end if
28: end for
29: end for
30: Return best found list of sets X and minimum number of sets n(X).
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Fig. 3: Quality ratio of unweighted problem instances for
Greedy and Proposed Algorithm.

GAP =
Derived Solution− Optimal Solution

Optimal Solution
× 100% (4)

The proposed algorithm presented in this paper used con-
ventional greedy algorithm and LP-Rounding Algorithm as
initial solution. Then with the modified hill climbing method,
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Fig. 4: Quality ratio of unweighted problem instances for LP
Rounding and Proposed Algorithm.

these results are further optimized. Table IV and Table V
compare the proposed heuristic approach to the original greedy
approach and LP Rounding algorithm.

In Table IV, the average quality ratio and average GAP of
original greedy are 1.14 and 14.10 respectively for weighted
SCP while for proposed approach they are 1.00 and 0.09.
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TABLE II: Experimental Results for Weighted SCP

Instance Optimal Greedy LP [5] [7] Proposed Algorithm
number Solution Algorithm Rounding (Meta-RaPS) (Descent Heuristic) Start from Greedy Start from LP Rounding %

4.1 429 463 429 429 433 429 429
4.10 514 556 539 514 519 515 514
5.1 253 293 405 253 265 253 255
6.1 138 155 301 138 149 138 138
6.2 146 170 347 146 156 146 147
A.1 253 288 592 253 258 253 255
A.2 252 285 531 252 262 253 253
A.3 232 270 473 232 243 232 235
A.4 234 278 375 234 240 234 234
A.5 236 272 349 236 240 236 236
B.1 69 75 196 69 72 69 73
B.2 76 87 243 76 79 76 79
B.3 80 89 207 80 84 80 84
C.1 227 261 442 227 237 227 229
C.2 219 260 484 219 230 221 221
C.3 243 268 551 243 249 244 245
C.4 219 259 523 219 229 219 221
D.1 60 72 184 60 64 60 61
D.2 66 74 209 66 68 66 68
D.3 72 83 221 72 77 72 74

TABLE III: Experimental Results for Unweighted SCP

Instance Optimal Greedy LP [18] [19] Proposed Algorithm
number Solution Algorithm Rounding (Tabu Search) Local Search for SCP Start from Greedy Start from LP Rounding %

4.1 38 41 125 38 38 38 38
4.10 38 43 127 38 38 39 39
5.1 34 37 117 35 34 35 34
6.1 21 23 107 21 21 21 23
6.2 20 22 101 21 20 21 23
A.1 39 42 186 39 39 40 47
A.2 39 42 176 39 39 40 46
A.3 39 43 172 39 39 40 44
A.4 37 41 167 38 37 40 41
A.5 38 43 170 38 38 40 43
B.1 22 24 147 22 22 22 27
B.2 22 23 154 22 22 22 25
B.3 22 23 154 22 22 22 25
C.1 40 47 214 43 43 40 49
C.2 40 47 220 44 43 40 49
C.3 40 47 163 43 43 40 45
C.4 40 46 165 43 43 40 45
D.1 25 27 216 25 25 25 39
D.2 25 27 209 25 25 25 34
D.3 24 27 206 25 24 24 33

TABLE IV: Average quality ratio and GAP for the Weighted
Set Covering Problem

Algorithm Average Quality Ratio Average GAP

Greedy Algorithm 1.14 14.10
Proposed (greedy initial solution) 1.00 0.09

LP Rounding 2.22 122.57
Proposed (LP initial solution) 1.01 1.48

TABLE V: Average quality ratio and GAP for the Unweighted
Set Covering Problem

Algorithm Average Quality Ratio Average GAP

Greedy Algorithm 1.11 10.66
Proposed (greedy initial solution) 1.02 1.58

LP Rounding 5.41 441.06
Proposed (LP initial solution) 1.18 17.6

The average quality ratio and average GAP of LP rounding
are 2.22 and 122.57 respectively for weighted SCP while for
proposed approach they are 1.01 and 1.48. It is clearly visible
that original greedy and LP Rounding are deviated from the

optimal solution by a high degree where proposed approach
hardly deviates from the optimal solution.

In Table V, the average quality ratio and average GAP of
original greedy are 1.11 and 10.66 respectively for unweighted
SCP while for proposed approach they are 1.02 and 1.58. The
average quality ratio and average GAP of LP rounding are
5.41 and 441.06 respectively for unweighted SCP while for
proposed approach they are 1.18 and 17.6. It is clearly visible
that original greedy and LP Rounding are highly deviated from
the optimal solution where proposed approach hardly deviates
from the optimal solution.

V. CONCLUSION AND FUTURE WORK

This paper studies the existing approaches of MSCP and
proposes a new heuristic approach for solving it. Appropriate
theorems and algorithms are presented to clarify the proposed
approach. The experimental results are compared with the
existing results available in literature which shows the effec-
tiveness of the proposed approach. This approach is tested only
on OR-Libray in this work. In future this approach will be
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tested on some other libraries of SCP like Airline and bus
scheduling problems and Railway scheduling problems. The
proposed algorithm can also be tested in another popular NP
hard problem called Vertex Cover Problem.
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