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Editorial Preface

From the Desk of Managing Editor...

Artificial Intelligence is hardly a new idea. Human likenesses, with the ability to act as human, dates back to Greek mythology with Pygmalion’s ivory statue or the bronze robot of Hephaestus. However, with innovations in the technological world, AI is undergoing a renaissance that is giving way to new channels of creativity.

The study and pursuit of creating artificial intelligence is more than designing a system that can beat grand masters at chess or win endless rounds of Jeopardy!. Instead, the journey of discovery has more real-life applications than could be expected. While it may seem like it is out of a science fiction novel, work in the field of AI can be used to perfect face recognition software or be used to design a fully functioning neural network.

At the International Journal of Advanced Research in Artificial Intelligence, we strive to disseminate proposals for new ways of looking at problems related to AI. This includes being able to provide demonstrations of effectiveness in this field. We also look for papers that have real-life applications complete with descriptions of scenarios, solutions, and in-depth evaluations of the techniques being utilized.

Our mission is to be one of the most respected publications in the field and engage in the ubiquitous spread of knowledge with effectiveness to a wide audience. It is why all of articles are open access and available view at any time.

IJARAI strives to include articles of both research and innovative applications of AI from all over the world. It is our goal to bring together researchers, professors, and students to share ideas, problems, and solution relating to artificial intelligence and application with its convergence strategies. We would like to express our gratitude to all authors, whose research results have been published in our journal, as well as our referees for their in-depth evaluations.

We hope that this journal will inspire and educate. For those who may be enticed to submit papers, thank you for sharing your wisdom.
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Abstract—The use of augmented reality (AR) has shown great promise in enhancing medical training and diagnostics via interactive simulations. This paper presents a novel method to perform accurate and inexpensive image registration (IR) utilizing a pre-constructed database of reference objects in conjunction with a principal component analysis (PCA) model. In addition, a wavelet compression algorithm is utilized to enhance the speed of the registration process. The proposed method is used to perform registration of a virtual 3D heart model based on tracking of an asymmetric reference object. The results indicate that the accuracy of the method is dependent upon the extent of asymmetry of the reference object which required inclusion of higher order principal components in the model. A key advantage of the presented IR technique is the absence of a restart mechanism required by the existing approaches while allowing up to six orders of magnitude compression of the modeled image space. The results demonstrate that the method is computationally inexpensive and thus suitable for real-time augmented reality implementation.

Keywords—Image Registration; Principal Component Analysis; Wavelet Compression; Augmented Reality; Image Classification

I. INTRODUCTION

The utilization of augmented reality (AR) in the medical field provides multiple opportunities to enhance the access to and effectiveness of patient-specific medical information [1][2]. Using real-time AR systems allows the overlay, manipulation, and visualization of the various types of medical images acquired by MRI and tomography procedures (e.g., tissue, charge density, blood flow, etc.)[3][4]. Hence AR-based visualization techniques have been increasingly employed in safer medical practices for better understanding and accurate diagnostics. Creating an interactive 3D virtual model containing multiple dimensions of information, which can be manipulated and visualized in concert, provides immediate opportunities for high-quality medical training. Furthermore, the advanced AR-guided medical procedures have the potential to decrease the invasiveness and increase the safety and accuracy of a surgery by enhancing a surgeon’s ability to utilize medical imagery during the operation [1][5]. The first step to achieving these goals however, is a robust and real-time registration of high resolution images [6]. This paper presents a novel registration method which is accurate and computationally inexpensive.

Image registration (IR) is the process of aligning two similar images, taken at different times or by different sensors, in order to correctly overlay an independent image [7]. IR techniques typically fall into two categories: feature-based [8] and intensity-based [9]. The former method relies on the detection and successful tracking of distinct image features, such as lines, corners, and contours, while the latter method determines a transformation using all of the image data. Each of these techniques relies on an optimization component, which determines the optimal spatial transformation, and a similarity metric, which compares the resemblance of the transformed scene image and the model image [7, 10]. Spatial transformations can be either rigid or non-rigid. Rigid transformations are composed of translation and rotation in three directions, for a total of six degrees of freedom. Non-rigid transformations account for these changes as well as those in the actual structure or anatomy of the object [11].

Initial IR techniques such as the iterative closest point (ICP) algorithm have produced incorrect transformations due to incoming image noise and prealignment errors [12]. One optimization approach to increase convergence range and avoid erroneous local optima is the use of hierarchical multi-scale, however down-sampling of images often suppresses key differences, leading to an absence of distinctive features in similar objects [11]. In response to these errors, evolutionary computation (EC) has been used to help alleviate the complex problems of image processing, most noticeably the need for a good initial estimation of the transformation. These models, included in the broader field of metaheuristics, rely on computational models of evolutionary processes to create populations of solutions [13]. One such example is the scatter search (SS) technique, which is a metaheuristic-based method.
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used in both feature-based and intensity-based methods [10]. Use of this technique provides noticeable advantages in the accuracy of transformations and eliminates prealignment error. Nevertheless, even IR techniques with metaheuristics rely on a restart mechanism when transformations become low quality. This is a result of the refinement process, which optimizes the previous transform in order to produce the new spatial transform for the incoming model image. Since optimizing a low-quality transformation is unlikely to produce a high-quality transformation, it is necessary to restart the algorithm and acquire a new initial transformation [10]. Recently, more advanced IR techniques have been proposed based on Speeded up Robust Features (SURF), optical flow method, and marker-free IR method [14][15]. However, these existing methods require extensive computations to achieve real-time IR which is a major concern that limits their use in real-time AR systems.

In this paper, a novel IR technique which is capable of achieving higher accuracy with substantially reduced computational time is presented. This was achieved by creating a database of compressed vectors from reference images of an object at all possible viewing angles and then constructing a corresponding principal component analysis (PCA) model prior to image registration. The proposed approach offers multiple benefits over existing methods. There is no need for an initial estimation or camera calibration, and furthermore, since the model operates independently for each incoming frame, there is no need for a restart mechanism. A systematic performance analysis of the proposed method is presented in this paper.

II. METHODS

A. Creation of Virtual Object Database

Current IR methods involve taking an existing image and transforming it in real time. With the use of high speed flash storage, it is now feasible and competitive to eliminate this transformation step, and simply recall previously generated high-resolution images. In this study, the virtual 2D images used in the registration process were generated from 3D imaging data prior to the real time registration process. A detailed 3D model of canine heart anatomy, derived from high resolution diffusion tensor magnetic resonance imaging (DTMRI) was used as the virtual object. A Virtual Object Database (VOD) was created by manipulating the orientation of the virtual heart model as a function of three orthogonal angles of rotation. Theoretically, there are an infinite number of possible orientations and hence 2D image views; however the ability to distinguish between similar orientations (2D images) decays as the change in an angle approaches zero degrees. Therefore, it is possible to represent an object within a pre-defined angular resolution with a limited number of image orientations. The degree of resolution, however, directly impacts the number of images needed in the VOD of 2D images. A total of 22,104 images were generated that fully represented all non-degenerate object orientations at 10° angle increments. At 5° resolution, a total of 186,624 images were generated. Since the virtual object was implemented in digital form, a high-resolution database was programmatically created using MATLAB software.

Fig. 1. This flow diagram shows the process of identifying the orientation of a reference object in the reference image and using it to correctly place a virtual heart image. The steps are: a) placement of 3D reference object in the scene, b) acquisition and processing of the reference 2D image, c) scaling of 2D image, d) wavelet transformation and compression of the 2D image, e) prediction of best match using PCA model, and f) registration and display of the appropriate virtual object image. A unique feature of this method is the absence of a restart mechanism.

B. Creation of Reference Image Database

The first step in the proposed augmented reality method (shown in Figure 1) was registering an appropriate reference object in the scene to the appropriate 2D image from the VOD. Since the VOD was predetermined, the process was simplified as it only requires knowledge of the rotation of the reference object, its location within the scene, and the requisite scaling. In order to facilitate accurate determination of the three angles of rotation, the reference object must be appropriately designed. Although previous work has shown that this theoretically requires a reference object which has a minimum of four non-planar points [16], the results of this paper (described in Section 4) demonstrate that the accurate determination of the three orthogonal angles of rotation is highly dependent upon the asymmetry of the object such that as the asymmetrical complexity increases, the model accuracy increases as well.

Five reference objects (Objects I-V) with varying degrees of distinctive asymmetry (Figure 2) were created using a CAD software to study their effectiveness for precise object tracking based on optimal number of PCs required.
The first three reference objects possess only three distinct axes of asymmetry. Object I (Fig. 2a) contains bonds of equal length, resulting in a high degree of symmetry around the axes of rotation. It is worth noting that these symmetry elements are present in the 3D space of the real object. Object II (Fig. 2b) is similar, but all of the bond lengths are unique. In 3D space, this change results in the loss of all symmetry elements except for Identity. In Object III (Fig. 2c), two of the spheres have been replaced by unique shapes (a cube and a top). Object IV (Fig. 2d) possesses five axes extending from a cube where one axis has a highly complex structure attached to the end of the axis. Finally, Object V (Fig. 2e), a dice, has six perpendicular axes of asymmetry, created by a distinct number on each face. The numbers, which range from 2 to 7, were selected for their asymmetry, and hence the numbers 0, 1, and 8 were avoided since they possess symmetry elements other than the Identity.

The 3D reference objects were created as “.stl” files using Solid Edge, and reference images of the various rotations of each object were obtained in MATLAB in 10° increments for each of the three axes. The reference objects were also printed using a 3D printer and were used to acquire test images using a web camera at various object rotations and camera-to-object distances. Creating the reference object as a CAD file allows the Reference Image Database (RID) to be programmatically generated in the same manner as the VOD, while the ability to 3D print the object allows the generation of a physical reference object with high similarity to the RID. This approach ensures a high degree of correlation between the computer-generated images in the RID and the images of the reference object in the scenes that are acquired in real time.

C. Creation of Compressed Wavelet Vector Representation (CWVR) Database

In order to minimize the number of real-time calculations required for image registration, the resolution of the images in the RID was lowered and then the images were compressed further using a wavelet transform. This allowed each image in the RID to be represented by a compressed wavelet vector which was orders of magnitude smaller in number of pixels. These compressed wavelet vectors were arranged into a reference database which was used to construct the PCA model and to carry-out real-time calculations. Construction of the compressed wavelet vector reference (CWVR) database involved two steps: i) reference image scaling and ii) wavelet transformation and compression.

1) Image Scaling

Although the CAD file used to generate the RID provides high resolution, the results show that a lower resolution allows for faster processing while still allowing for sufficient information to maintain PCA model accuracy. Hence the resolution of the images in the RID was maintained at 64x64 pixels. Due to the calibration-free approach of the proposed model, there is no incoming information about the distance between the reference object and the camera. As such, a scene with a large camera-to-object separation will display a small reference object (low pixel resolution), while a scene with a small camera-to-object separation will display a larger one (high pixel resolution). In each case, however, the orientation of the reference object remains unchanged. Hence, if the object is appropriately scaled, and the scaled image possesses sufficient resolution, the numerical values of three distinct rotation angles can be determined from the PCA model. However, to preserve the scaling required for image registration, it is necessary that both the reference object images in the RID and in the scene be scaled in a similar manner. To achieve this, the incoming scene image was either up-sampled or down-sampled to the same resolution as the RID.

In both cases (scene and RID), the image was restricted to only the contents of a rectangular bounding box using the topmost, leftmost, rightmost, and bottommost points of the reference object. The horizontal scaling ($S_h$) required for image registration was defined as:

$$S_h = \frac{(i_R - i_L)}{n} \quad (1)$$

where $i_R$ is the index of the rightmost side of the bounding box of the scene image, $i_L$ is the index of the leftmost side of the bounding box of the scene image, and $n$ is the horizontal pixel resolution in the RID. Similarly, the vertical scale ($S_v$) was defined as:

$$S_v = \frac{(i_T - i_B)}{n} \quad (2)$$

where $i_T$ is the index of the topmost side of the bounding box of the scene image, $i_B$ is the index of the bottommost side of the bounding box of the scene image, and $n$ is the vertical pixel resolution in the RID (same as horizontal).

2) Wavelet Transform and Compression

Each scaled image was subsequently stripped into a single vector by unfolding the rows of the image. A wavelet transform with four wavelets and scaling functions [17] was applied to the resulting vector. The Daubechies family of orthogonal wavelets was chosen due to their extensive use in
data compression. Specifically, the Daubechies wavelet filter with 8 taps and 4 vanishing moments was selected (also referred to as a D8 or db4 referring to the N=2A relationship between the number of taps, N, and the number of vanishing moments, A) as a reasonable compromise between image resolution and compression efficiency. The advantage of the wavelet transform is that it preserves both the frequency and the position information of the image vector (i.e., the function is not translationally invariant as is the case with most Fourier transform methods) [18]. Moreover, the use of discrete wavelet transform (DWT) is computationally efficient. Due to the nature of the reference object image, the dominant and requisite information was contained almost completely in the low frequency wavelet coefficients. Thus, the final step of compression involved truncating the high frequency wavelet coefficients to achieve image compression while preserving the lowest 1024 coefficients that retain essential information needed to determine the object orientation. As shown in Figure 3, the original input sample image (Panel A) and the reconstructed compressed image after wavelet transform (Panel B) were almost identical, but the latter required 75% less data for creation and storage. A slight blurring of sharp edges in the compressed images due to the loss of the high frequency components is evident in the figure but this had an insignificant impact on the accuracy of the PCA model.

D. Constructing the Principal Component Analysis (PCA) Model

Once the CWVR database was created, it was then used to construct a PCA Model [19]. The use of a PCA model provided two distinct advantages. First, it allowed the CWVR for all images of the reference object to be described using a multi-dimensional eigenvector space that accounted for the greatest variance of the underlying data structure. Second, it enabled each CWVR to be mapped into the eigenvector space by using a single scalar value (eigenvalue or score) for each eigenvector. Since the number of eigenvectors (more commonly referred to as principal components) required to account for the majority of variance was considerably less than the length of the CWVR, a significant further compression of the data dimensionality was achieved. For example, if the CWVR contained 1024 data points, and the variance was described by 10 principal components, then a compression of 100-fold was achieved since each CWVR could now be represented by only 10 eigenvalues within the space of the PCA model.

The PCA model was constructed by creating a data matrix $X$, where each row of the matrix corresponds to a CWVR, and the number of rows is equal to the number of reference images. The data matrix was then decomposed using a singular value decomposition algorithm:

$$X = U\Sigma V^T$$

where $U$ is an $n \times m$ orthonormal matrix, $\Sigma$ is an $m \times m$ eigenvalue matrix with all zero off-diagonal elements, $V^T$ is an orthonormal $m \times m$ matrix, $n$ is the number of reference images and $m$ is the length of the CWVR. Each row of matrix $V^T$ is an eigenvector or principal component (PC), thus the resulting number of principal components is equal to the length of the CWVR. Since $V^T$ is an orthonormal matrix, all of the PC row vectors are orthogonal and define a multivariate space containing the compressed images. The coordinates of each compressed image within this multivariate space was given by the rows of a scores matrix, $S$, which is simply:

$$S = U\Sigma$$

where $S$ is a $n \times m$ matrix. Thus the scores reflect where each sample lies on the PC axes. However, since the PCs were sorted in decreasing order of variance, the majority of the variance was described by the first few PCs and the higher order PCs were dominated mostly by noise. This allowed the PCA model to be constructed by truncating to the number of columns ($k$) in the scores matrix, $S$, and the loadings matrix, $V$:

$$X' = S'(V')^T$$

Where $X'$ is an approximation of the compressed image data, and $S'$ and $V'$ have $k \times m$ dimension ($k \ll n$). $T$ indicates the transpose. Figure 4 illustrates the matrix order reduction obtained while solving the Eqn. 5.

E. Image Registration

Since this was a rigid image registration method, there were six degrees of freedom which had to be determined in order to accurately display a virtual object in the scene image. These included three degrees of freedom in translation and three degrees of freedom in rotation.

The equation for creation of the PCA model is shown where $n$ corresponds to the number of images in the PCA model and $m$ corresponds to the length of the compressed wavelet vector representation (CWVR) of each image. The solid polygons correspond to the data matrix $X$, the scores matrix $S$, and the loadings (principal component) matrix $V$. The dashed polygon boxes correspond to the retained columns ($k$) of $S$ and $V'$ which are used to construct an approximation ($X'$) of the data matrix to generate the PCA model.
The translation that occurred between two images was determined by using the information acquired during the image scaling process. By comparing the geometric mean of the bounding box surrounding the reference object between the model and scene image, the translation on the two axes (which are parallel to the sides of the image) was determined. Translation along the third axis was accounted for by scaling the virtual object image according to the scale of the incoming reference object image. This was performed using the horizontal and vertical scale ratios given by Eqn. 1 and Eqn. 2, respectively.

The rotation around three orthogonal angles was simultaneously determined by using the PCA model as discussed earlier. An image of the reference object in an incoming scene was processed in the same way as that of the CWVR database. The PCs of the unknown object orientation were then calculated using the resulting CWVR (y) and the reference object PCA Model (i.e., the truncated matrix ($V'$)T) by solving Eqn. 6 for the scores vector s:

\[(V') Ts = y\]  

(6)

Since the PCs are orthogonal, \([((V')T)^{-1} = V'\]. This yielded a trivial solution for determining the scores for unknown compressed images:

\[s_{\text{new}} = y_{\text{new}} V'\]  

(7)

where \(s_{\text{new}}\) corresponds to the scores vector containing the coordinates of a new compressed image in PCA space and \(y_{\text{new}}\) is the CWVR for the new image. The significance of Eqn. 7 is that regardless of the size of the image database used to create the PCA model, the model of the image space was described by a \(n \times k\) matrix, where \(k\) is the number of PCs and \(n\) is the length of the CWVR. Thus for an image database at 10 degree resolution (total 22,104 images) where each original image was defined by 1024x 1024 pixels (\(n = 1024\)), a PCA model containing 22 principal components (\(k = 22\)) yielded a compression of the database by six orders of magnitude.

Although it is possible for the new image to contain an exact match with the scores of the database, this probability was limited by the angular resolution of the database. For this reason, the best match was taken as the nearest neighbor (smallest distance) in PC model space, where the distance from nearest neighbors was calculated as the sum of the squares of the score differences:

\[d = \sum_{p \in \mathcal{C}} (s_{\text{new}}^{p_{\mathcal{C}}} - s_{\text{model}}^{p_{\mathcal{C}}})^2\]  

(8)

where \(d\) is the distance, \(k\) is the maximum number of PCs in the model, and \(s\) is the score for a particular PC for the new image being predicted and a neighboring images contained in the PCA model. Since each vector in the CWVR database was indexed to the angles of rotation of its reference image, identifying the best match also identified the corresponding values for rotation about three different axes.

Each reference object was tested using PCA Models constructed using a PC space ranging from one to 50 PCs in order to determine the optimal number of PCs for that object. The optimum number of PCs was chosen as the minimum PC number where adding an additional PC did not yield a statistically significant decrease in the standard error of the model predictions. This was determined by Malinowski’s F-test [20]. Malinowski’s F-test assumes that the sum of the eigenvalues can be decomposed into either parts which are significant or noise, and that the significant eigenvalues provide an estimate of the true number of principal components needed. If there are a maximum of \(p\) possible principal components (the minimum of either the number of samples or the number of variables), then the F-statistic for the \(s^{th}\) eigenvalue \((\lambda_s)\) is:

\[F_s = \sum_{j=s+1}^{p} \lambda_j / (p-s)\]  

(9)

and the maximum PC is taken as that having the minimum \(F_s\) value.

The best match for an acquired image was restricted to a reference object image within the CWVR database (10° angle increments) and as such, an angle error of less than or equal to ±5° is considered accurate. Thus for an incoming sample image with a 45° rotation on a particular axis, a correct match is either 40° or 50° in that same angle. Figure 5 illustrates one example of the largest error for an incoming scene image with X-axis rotation =45°, Y-axis rotation =315°, Z-axis rotation =0° (henceforth written as: 45°, 315°, 0°) (panel a) and the corresponding best RID correct match through the PCA.

\[\text{Fig. 5.} \text{ Shown is an example of the largest error for a correct match given the selected angular resolution (10° increments) of the reference image database. The images shown are a) the scene image (45° 315° 0°), and b) the best RID match through PCA analysis (40° 310° 0°). The corresponding registered heart images are shown in c) and d). As seen, the difference between the two Object V images and their respective heart images is barely perceptible, but could be further reduced by using a higher angulation resolution (i.e. 5° increments).}\]
analysis ($40^\circ$, $310^\circ$, $0^\circ$). As seen, the difference between the two Object V images and their respective heart images is barely perceivable, but could be further reduced by using a higher angulation resolution (i.e. $5^\circ$ increments).

The performance of the object matching algorithm was assessed by percent error ($\delta$) calculated as:

$$\delta = \frac{i}{a} \times 100$$  \hspace{1cm} (10)

Where $i$ was the number of incorrect angle matches over a certain tolerance of error for a given PCA model and $a$ was the total number of angles (or three times the number of images tested).

III. RESULTS

The percent standard errors for each reference object model as a function of the number of PCs are plotted in Figure 6. Each model reaches an apparent minimum percent error after reaching an optimum number of PCs, implying that the additional PCs are no longer providing significant additional information. For all objects, the error dropped significantly for the initial PCs after which the accuracy does not improve noticeably for higher order PCs. It was observed that the accuracy improved with extent of asymmetry in the objects with the most symmetric object (Object I) giving the highest error and the most asymmetric object (Object V) giving the lowest error regardless of the number of PCs included.

Table I lists the number of optimal PCs needed for each type of reference object. It was observe that as the asymmetry of the reference object increases, the number of PCs required to describe the variance of the CWVR database increases. Thus the highly symmetric object (Object I) required only 9 PCs, while the most asymmetric object (Object V) required 29 PCs. The table also provides percent errors for each reference object PCA model at the optimum PC number. The percent errors are broken down into three categories: $15^\circ$ (the percent of incorrect predictions exceeding an error of $15^\circ$), $10^\circ$ (percent of incorrect predictions exceeding an error of $10^\circ$), and $5^\circ$ (percent of incorrect predictions exceeding an error of $5^\circ$). Also shown for each object PCA model is the root mean square (RMS) of the distances between the reference and sample images where an error less than or equal to $5^\circ$ is considered accurate. As can be observed, the results showed a significant increase in both accuracy and the optimum number of PCs as the complexity of the asymmetry in the reference objects increased.

The errors shown in Table I and Figure 6 both correspond to errors in the predicted angle vs. the actual angle of rotation. However, since each object possesses 3 orthogonal angles of rotation, it is possible for each image mismatch to correspond to one or more improper angles. The actual number of incorrect images and incorrect angles for each of the 672 tested samples is given in Table II.

As the asymmetry increased for the first four objects, the number of image mismatches decreased monotonically from 498 to 189. For the Object V PCA model, however, there was a precipitous decrease to only 9 incorrect images. Table II also gives the average number of incorrect angles per sample, and shows that as the average number of incorrect angles in each image mismatch decreased with an increase in asymmetry in the objects. One example of an image mismatch for Object II is shown in Figure 7. Panel a) corresponds to a test sample ($60^\circ$, $50^\circ$, $210^\circ$) and Panel b) corresponds to the PCA predicted match ($140^\circ$, $230^\circ$, $90^\circ$).
As can be seen, although the object possesses no symmetry in 3D space, there still exist combinations of distinct angle rotations which yield 2D views which are nearly identical. This predicted mismatch problem was further exacerbated upon image compression. Figure 8 shows one example for Object III after compression and scaling. The image with rotations (10°, 180°, 80°) (Panel A) was wrongly recognized as (0°, 0°, 40°) (Panel B), leading to an error of 230°. At the lower resolution, the image differences approach the noise limit.

For Object V, the highest error mismatch is shown in Figure 9 (reconstructed from their respective CWVRs). Despite the low resolution, the images are clearly distinguishable with the rotations of (90°, 90°, 285°) in Panel A, and that of (100°, 80°, 290°) in Panel B. The relatively small angle error combined with the visually distinguishable features of the two images suggests that the cause of the mismatch was rooted in the PC model itself. Indeed, a plot of the % variance attributable to each PC (Figure 10) indicated that the higher order PCs for object V constituted a significant amount of variance (Figure 10, inset) when compared to that of a more symmetric object (Object II). This is consistent with the finding that more PCs are required to effectively describe the modeling space of objects with greater asymmetry (Figure 6). It also suggests that using an F-test may not be a reliable method to determine the optimum number of PCs since the percentage of incorrectly identified object images beyond 29 PCs is relatively small (1.34%; 9 out of 672 images). When the Object V PC model is expanded to 45 PCs, the number of image mismatches dropped to 6 (0.89% incorrect) and no mismatches at 200 PCs. Thus the error in the Object V PCA models appears to originate in the ability of the PCA model to describe the asymmetry and not in the lack of distinguishable asymmetry. Since the truncation of PCs for a given model is part of the data compression, it suggests the need to balance compression in an effort to maintain the asymmetric properties required for accuracy. This is not noteworthy in case of more symmetric objects since the error remains high even for a significantly larger number of PCs (see Figure 6). Although a higher degree of asymmetry requires a higher number of PCs to maintain accuracy, the overall compression is still significant. For example, the original sample image contains over 1 million pixels, and conversion to a 64x64 image results into 4096 pixels. It is further reduced to 1024 pixels after wavelet compression and truncation. Thus even when using 200 PCs to represent the image, provides an additional factor of 5 in data compression and yields a total data compression of over 5000 per image. With regards to the image database space, (22,103 images x 1024 x 1024 = 23 billion coordinates), the PCA model compression (200 PCs x 1024 length of CWV = 204,000 coordinates) still results in five orders of magnitude compression.

The PCA models for each object were constructed using 22,103 images (i.e., 22,103 vectors in the CWVR database). Figure 11 shows the PCA space defined by these images at various orders of PCs for Object V (Fig. 11d-e) and Object II (Fig. 11a-c). The panels A and D show contents of the images extracted in the first three principal components (X, Y and Z axes). As can be seen, the plot for Object II (Panel a) exhibits a great deal of structure. Indeed, if the points in the plot are considered as a solid object, a 3-fold improper axis of rotation exists (S3). For the Object V plot (Panel d), the defined space is less structured, and although not spherical, is significantly
more homogeneous. As higher PC numbers are used to define the axes, the spread in the PC scores decreased for both objects, as expected.

IV. DISCUSSION

The paper presents a novel image registration method using pre-processed database of compressed image vectors spanning all possible image rotations and scaling. This method uses a combination of discrete wavelet transform to compress the images without losing any valuable information and principal component analysis to construct an accurate estimation model. This approach significantly reduced the computations and enabled real-time processing for seamless medical augmented reality applications.

The computational benefits of this approach are achieved by utilizing additional computational time prior to image registration for processing already acquired reference image database using a reference object with distinct and complex asymmetric properties. By acquiring reference object images from multiple viewpoints, a comprehensive model can be developed using principal component analysis which accurately matches an incoming image whose angles of rotation (with respect to the viewer) are not known, with a corresponding reference image. Since the reference image is indexed to the angles of rotation, image registration is straightforward and only requires scaling and positioning. Alternatively, these indexed angles can be used to determine an appropriate transform of the 3D virtual heart model into 2D image space. The advantages of the former are - 1) the bulk of the computations (generating high resolution heart images, building the reference image database, and constructing the PCA models) are carried out only once and in advance so that the real-time IR is computationally inexpensive; and 2) the current trend in computing storage is the use of high speed flash interfaced to the CPU via a high speed bus (e.g. PCIe) which allows extremely fast image recall. Thus the IR time of this algorithm remains superior to the existing method while offering the advantage of a higher resolution rendering upon registration.

The robust nature of the model presented in this paper is created due to the use of a predefined, asymmetric reference object which is present in the incoming image. Unlike other methods, where tracked features are chosen in real time [8,9,21], in this method, the tracked features are predetermined. This significantly enhances the speed and accuracy of image registration at the cost of creating a more rigid technique which requires the presence and visibility of a specific reference object. Traditional IR methods rely on the creation of mathematical transformations to track features in scene images which are cumbersome to use with higher resolution images, and require "good" features which can be easily tracked [22][23]. Intensity-based IR is one way to bypass this requirement, but these methods still employ a mathematical transformation, which ultimately increases the amount of real-time computation necessary for image registration [9]. Intensity-based IR methods also require a computationally expensive restart mechanism to obtain an optimal transform instead of trying to refine a bad transformation [10]. The proposed method, however, does not refine previous transforms, eliminating the need for a restart mechanism altogether.

![Graph showing the relationship between %variance and the retained PC number for Object V and Object II.](image1)

Fig. 10. The graph shows the relationship between %variance and the retained PC number for Object V and Object II. The graph inset shown in the top right shows that the Object V PCA model still contains a significant amount of variance at higher order PCs when compared to the PCA models of the more symmetric reference objects. This indicates that more PCs are required to accurately reflect the higher degree of asymmetry and is supported by the observation that inclusion of 200 PCs in the Object V PCA model eliminates all mismatches.

![Image showing different combinations of PCs for Object V PC space.](image2)

Fig. 11. The figure shows the PC space of the PCA model for Object V (right) and Object II (left) using different combinations of PCs for the axes of the space. The top images show the scores for the 1st (x-axis), 2nd (y-axis), and 3rd (z-axis) PCs. The middle images show the scores for the 4th, 5th, and 6th PCs; and the bottom images show the scores of 27th, 28th, and 29th PCs. A three-fold axis of improper rotation (S1) can be seen in the Object II PCA space for the first 3 PCs (top left), while the similar PCA space for Object V is more homogeneous (top right).

The significant difference of the proposed method compared to other IR techniques makes it difficult to draw a direct comparison. Nevertheless shape-based image retrieval techniques have often utilized PCA in order to reduce data dimensionality and decrease computation time. Image retrieval methods have demonstrated that more complex shapes are easier to use with PCA analysis [24], and the principal component descriptors are preferable to other methods of image identification and retrieval [25]. Content based image
retrieval (CBIR) is a popular technique that utilizes such methods to search and retrieve images from large databases [26]. Typically employed to manage large volumes of digital images, this technique is similar to the proposed method which is repurposed as an IR method.

When uniform PCA space is encountered in a model, it is common to convert from a PCA classification method (as used in this paper) to a principal component regression (PCR) method [27] in order to derive more quantitative results (e.g., the ability to quantitatively interpolate between the modeled angles). Although it is beyond the scope of the present work, construction of a PCR model for this implementation of augmented reality would involve the multivariate regression of the scores of a PCA model against the angles of rotation. This could also be accomplished with a partial least squares model using a PLS-2 algorithm [28]. The more homogenous clustering for the Object V PCA model would suggest a greater likelihood of success of such quantitative modeling when using a higher degree of reference object asymmetry. This further exemplifies the importance of introducing complexity into the asymmetry of reference objects.

V. CONCLUSIONS

This paper presents a novel image registration technique involving image compression and PCA modeling based on the use of reference objects with complex asymmetry. The design provides a method to eliminate the real-time computational costs of performing geometric transforms and by using PCA classification, operates without the need for a restart mechanism. The method was validated using 672 object images to test a PCA model created from 22,103 reference images. The asymmetry of the reference objects was found to highly correlate with the accuracy of the image registration. In particular, for highly asymmetric objects, the accuracy was predominantly dependent upon the inclusion of enough principal component vectors to accurately describe the asymmetry of the objects described in the PCA model space. For higher symmetry objects, the inclusion of higher PC order models had little to no impact on the accuracy. Future studies could further investigate the properties and uses of complex asymmetry to enhance the accuracy of image registration methods. Since the majority of image processing in this method is done prior to the real-time process, and the data compression resulted in significant reduction in memory requirements, the proposed method is well suited for real-time medical augmented reality applications.
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Abstract—Crimes will somehow influence organizations and institutions when occurred frequently in a society. Thus, it seems necessary to study reasons, factors and relations between occurrence of different crimes and finding the most appropriate ways to control and avoid more crimes. The main objective of this paper is to classify clustered crimes based on occurrence frequency during different years. Data mining is used extensively in terms of analysis, investigation and discovery of patterns for occurrence of different crimes. We applied a theoretical model based on data mining techniques such as clustering and classification to real crime dataset recorded by police in England and Wales within 1990 to 2011. We assigned weights to the features in order to improve the quality of the model and remove low value of them. The Genetic Algorithm (GA) is used for optimizing of Outlier Detection operator parameters using RapidMiner tool.
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I. INTRODUCTION

A. Crime Analysis

Today, collection and analysis of crime-related data are imperative to security agencies. The use of a coherent method to classify these data based on the rate and location of occurrence, detection of the hidden pattern among the committed crimes at different times, and prediction of their future relationship are the most important aspects that have to be addressed.

In this regard, the use of real datasets and presentation of a suitable framework that does not be affected by outliers should be considered. Preprocessing is an important phase in data mining in which the results are significantly affected by outliers. Thus, the outlier data should be detected and eliminated though a suitable method. Optimization of Outlier Detection operator parameters through the GA and definition of a Fitness function are both based on Accuracy and Classification error. The weighting method was used to eliminate low-value features because such data reduce the quality of data clustering and classification and, consequently, reduce the prediction accuracy and increase the classification error.

The main purposes of crime analysis are mentioned below [1]:

- Extraction of crime patterns by crime analysis and based on available criminal information,
- Prediction of crimes based on spatial distribution of existing data and prediction of crime frequency using various data mining techniques,
- Crime recognition.

B. Clustering

Division of a set of data or objects to a number of clusters is called clustering. Thereby, a cluster is composed of a set of similar data which behave same as a group. It can be said that the clustering is equal to the classification, with only difference that the classes are not defined and determined in advance, and grouping of the data is done without supervision [2].

C. Clustering by K-means Algorithm

K-means is the simplest and most commonly used partitioning algorithm among the clustering algorithms in scientific and industrial software [3] [4] [5]. Acceptance of the K-means is mainly due to its being simple. This algorithm is also suitable for clustering of the large datasets since it has much less computational complexity, though this complexity grows linearly by increasing of the data points [5]. Beside simplicity of this technique, it however suffers from some disadvantages such as determination of the number of clusters by user, affectability from outlier data, high-dimensional data, and sensitivity toward centers for initial clusters and thus possibility of being trapped into local minimum may reduce efficiency of the K-means algorithm [6].

D. Classification

Classification is one of the important features of data mining as a technique for modeling of forecasts. In other words, classification is the process of dividing the data to some groups that can act either dependently or independently [7]. Classification is used to make some examples of hidden and future decisions on the basis of the previous decision makings [8]. Decision tree learning, neural network, nearest neighborhood, Nave Bayes method and support vector machine are different algorithms which are used for the purpose of classification [9].
E. Genetic Algorithm

In [10] S. Sindhiya and S. Gunasundari, have discussed about Genetic Algorithm (GA) as an evolutionary algorithm. “GA starts with an initial population called a candidate solution. After a sequence of iterations it achieves the optimal solution. The fitness is used to estimate the quality of each candidate solution. The chromosome, which has the highest fitness is to be kept in the next iteration. The crossover and mutation are the two basic operators of GA. The crossover is the procedure of taking above one parent solutions and generating a child solution. The mutation is used to preserve the genetic diversity from one iteration to the next iteration. And again the fitness function and the genetic operators are used to generate successive generations of individuals and are repeated several times until a suitable solution is found. The performance of GA depends on a number of issues such as crossover, mutation, fitness function and the various user determined parameters such as population size, probability of genetic operators.”

The rest of the paper is organized as follows. Section 2 describes the existing systems for analyzing crimes. The New framework and experimental results are presented in section 3. Section 4 contains the conclusion. Finally, section 5 discusses the future scope of this paper.

II. Literature Review

J. Agarwal, R. Nagpal and R. Sehgal in [1] have analyzed crime and considered homicide crime taking into account the corresponding year and that the trend is descending from 1990 to 2011. They have used the k-means clustering technique for extracting useful information from the crime dataset using RapidMiner tool because it is solid and complete package with flexible support options. Figure 1 shows the proposed system architecture.

Priyanka Gera and Dr. Rajan Vohra in [11] have used a linear regression for prediction the occurrence of crimes in Delhi (India). They review a dataset of the last 59 years to predict occurrence of some crimes including murder, burglary, robbery and etc. Their work will be helpful for the local police stations in decision making and crime supervision.

“After training systems will predict data values for next coming fifteen years. The system is trained by applying linear regression over previous year data. This will produce a formula and squared correlation($r^2$).

The formula is used to predict values for coming future years. The coefficient of determination, $r^2$, is useful because is gives the proportion of variance of one variable that is predictable from other variable.” Figure 2 shows the proposed system architecture.

In [12] an integrated system called PrepSearch have proposed by L. Ding et al. It has been combined using two separate categories of visualization tools: providing the geographic view of crimes and visualization ability for social networks. “It will take a given description of a crime, including its location, type, and the physical description of suspects (personal characteristics) as input.

To detect suspects, the system will process these inputs through four integrated components: geographic profiling, social network analysis, crime patterns and physical matching.” Figure 3 shows the system design and process of PrepSearch.
In [13] researches have introduced intelligent criminal identification system called ICIS which can potentially distinguish a criminal in accordance with the observations collected from the crime location for a certain class of crimes.

The system uses existing evidences in situations for identifying a criminal by clustering mechanism to segment crime data into subsets, and the Naive Bayesian classification has used for identifying possible suspect of crime incidents. ICIS has been used the communication power of multi agent system for increasing the efficiency in identifying possible suspects. In order to describe the system ICIS is divided to user interface, managed bean, multi agent system and database. Oracle Database is used for implementing of database, and identification of crime patterns has been implemented using Java platform.

In [14] an improved method of classification algorithms for crime prediction has proposed by A. Babakura, N. Sulaiman and M. Yusuf. They have compared Naïve Bayesian and Back Propagation (BP) classification algorithms for predicting crime category for distinctive state in USA. In the first step phase, the model is built on the training and in the second phase the model is applied. The performance measurements such as Accuracy, Precision and Recall are used for comparing of the classification algorithms. The precision and recall remain the same when BP is used as a classifier.

In [15] researches have introduced crime analysis and prediction using data mining. They have proposed an approach between computer science and criminal justice to develop a data mining procedure that can help solve crimes faster. Also they have focused on causes of crime occurrence like criminal background of offender, political, enmity and crime factors of each day. Their method steps are data collection, classification, pattern identification, prediction and visualization.

III. NEW FRAMEWORK

In this section a new framework is introduced for clustering and prediction of cluster members to analyze crimes. A dataset of crimes recorded by police in England and Wales within 1990 to 2011 has been used, and RapidMiner will be used for the purpose of implementation.

---

1 www.gov.uk/government/publications/offences
Parameters:
- Number of neighbors: Specifies the value for the k-th nearest neighbors,
- Number of outliers: The number of top-n outliers need to be looked for.

5) Outlier Distance operator parameters optimization using GA: At this point, as shown in Figure 5, given that the process of optimizing the Outlier Detection operator parameters must improve the results of the predicted cluster members in the clusters, parameters of Accuracy and Classification error are used to define the fitness function

Optimize Parameters (Evolutionary) operator values:
- Max generation= 50
- Population size= 5
- Crossover prob= 0.9

Fig. 5. Genetic algorithm for optimizing

6) Store a new dataset: After applying the changes, the dataset is stored for further use.

B. Clustering Phase

1) Apply Weight by Deviation operator: One of the clustering algorithm challenges is high-dimensional data, so to deal with this challenge is using weighted features and removing low-value features. A suitable operator to apply our idea is Weight by Deviation. It creates weights from the standard deviations of all features. The values can be normalized by the “Average”, “Minimum”, or “Maximum” of the features.

Parameters:
- Normalize weights: Activates the normalization of all weights,
- Normalize: Indicates that the standard deviation should be divided by the minimum, maximum, or average of the features.

2) Threshold selection: There is not specific criteria for selecting the threshold. It is selected based on the Trial and error method for removing low-value features. The threshold is determined, and all the features, that their values are equal or less than it, will be removed from the dataset.

3) Store a new dataset: After applying the changes, the dataset is stored for further use.

4) Performe K-means algorithm on result dataset: At this step, the clustering process is carried out on the dataset using K-means operator.

5) Enable K-means Operator Parameters: The classification process is performed on the data after data clustering; therefore, the target class is defined in this step. The goal is that the cluster obtained in the previous step be defined as the target class. The k-means operator parameters are used for this purpose.

Parameters:
- Add cluster attribute: If enabled, a cluster id is generated as new special attribute directly in this operator. Other wise this operator does not add an id attribute,
- Add as label: If true, the cluster id is stored in an attribute with the special role “label” instead of “cluster”.

C. Classification Phase

1) Training and Testing Data: In this phase production of training and testing data is done using Sample (Stratified) and Set Minus operators for increasing confidence in the response without replacement.
- Sample operator is used to reserve 10% of data,
- Set Minus operator is used to reduce training data from the dataset.

Fig. 6. Production of training and testing data
2) **Decision Tree:** We use Decision Tree operator to learn decision tree model, and the value of Criterion parameter is selected “gini_index”.

3) **Apply the model and test data:** The model and test data have been produced in the previous steps are applied on Apply Model operator inputs to predict the cluster members.

**D. Result Presentation Phase**

At this phase, the following operators are used to show the results obtained from the presented framework.

- The model accuracy and classification error are calculated by Performance operators,
- Log operator is used to record and save performance report,
- A comparison of accuracy and classification error are used to evaluate the effect of optimization Outlier Detection operator parameters,
- Analysis of crimes based on the new framework.

Figure 7 shows the new framework scheme with details. Comparison between results in Table 1 shows that when the number of clusters is similar, after optimizing the parameters of the Outlier Detection operator, the classification accuracy increased and classification error decreased and, consequently, the obtained fitness function was optimized. Figure 8 shows the predicted occurrence rate for the crimes of buggery, homicide, and robbery. Also Figure 9 shows the implementation of the model by Rapid Miner tool.

![Figure 7](image_url)  
**Fig. 7.** The new framework scheme with details

![Figure 8](image_url)  
**Fig. 8.** Prediction of robbery, buggery and homicide

<table>
<thead>
<tr>
<th>Mode</th>
<th>Number of Cluster</th>
<th>Accuracy of Prediction</th>
<th>Classification Error</th>
<th>Fitness Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimized</td>
<td>6</td>
<td>91.64%</td>
<td>8.36%</td>
<td>83.28</td>
</tr>
<tr>
<td>Non-Optimized</td>
<td>6</td>
<td>85.74%</td>
<td>13.26%</td>
<td>72.48</td>
</tr>
</tbody>
</table>

**TABLE I. RESULTS**
IV. CONCLUSION

This paper presents a new framework for clustering and predicting crimes based on real data. Examining the methods proposed for crime prediction shows that the parameters such as the effect of outliers in the data mining preprocessing, quality of the training and testing data, and the value of features have not been addressed before. In this framework, the GA was used to improve outlier detection in the preprocessing phase, and the fitness function was defined based on accuracy and classification error parameters. In order to improve the clustering process, the features were weighted, and the low-value features were deleted through selecting a suitable threshold. The proposed method was implemented, and the results of the optimized and non-optimized parameters were compared to determine their quality and effectiveness.

The main purposes of the new framework for clustering and classification of crimes are mentioned below:

- Generation of training and testing data,
- Removing low-value attributes using weighting technique to deal with high-dimensional data challenge,
- Optimization of Outlier operator parameters using GA.

V. FUTURE SCOPE

One of the most important issues that should be addressed in the model presented in this paper to improve the clustering process and crime detection is the optimization of the number of clusters in the clustering process and the optimization of the technique used in the prediction phase of model development.
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Abstract—Mechanism of chlorophyll-a appearance and its locality in the intensive study area of the Ariake Sea, Japan in winter seasons is clarified by using remote sensing satellite data. Through experiments with Terra and AQUA MODIS data derived chlorophyll-a concentration and truth data of chlorophyll-a concentration together with meteorological data and tidal data which are acquired for 6 years (winter 2010 to winter 2015), it is found that strong correlation between the chlorophyll-a concentration and tidal height changes. Also it is found that the relations between ocean wind speed and chlorophyll-a concentration. Meanwhile, there is a relatively high correlation between sunshine duration a day and chlorophyll-a concentration. Furthermore, it is found that there are different sources of chlorophyll-a in the three different sea areas of Ariake Sea area in the back, Isahaya bay area, and Kumamoto offshore area.
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I. INTRODUCTION

The Ariake Sea is the largest productive area of Nori (Porphyra yezoensis) in Japan. In winters of 2012 and 2013, a massive diatom bloom occurred in the Ariake Sea, Japan [1]. In case of above red tides, bloom causative was Eucampia zodiacus. This bloom has been occurring several coastal areas in Japan and is well reported by Nishikawa et al. for Harimanada sea areas [2]-[10]. Diatom blooms have recurrently occurred from late autumn to early spring in the coastal waters of western Japan, such as the Ariake Sea [11] and the Seto Inland Sea [12], where large scale “Nori” aquaculture occurs. Diatom blooms have caused the exhaustion of nutrients in the water column during the “Nori” harvest season. The resultant lack of nutrients has suppressed the growth of “Nori” and lowered the quality of “Nori” products due to bleaching with the damage of the order of billions of yen [3].

This bloom had been firstly developed at the eastern part of the Ariake Sea. However, as the field observation is time-consuming, information on the developing process of the red tide, and horizontal distribution of the red tide has not yet been clarified in detail. To clarify the horizontal distribution of red tide, and its temporal change, remote sensing satellite data is quite useful.

In particular in winter, almost every year, relatively large size of diatoms of Eucampia zodiacus appears in Ariake Sea areas. That is one of the causes for damage of Porphyra yezoensis. There is, therefore, a strong demand to prevent the damage from Nori farmers. Since 2007, Asteroplanus karianus appears in the Ariake Sea almost every year. In addition, Eucampia zodiacus appears in Ariake Sea since 2012. There is a strong demand on estimation of relatively large size of diatoms appearance, size and appearance mechanim).

The chlorophyll-a concentration algorithm developed for MODIS has been validated [13]. The algorithm is applied to MODIS data for a trend analysis of chlorophyll-a distribution in the Ariake Sea area in winter during from 2010 to 2015 is made. Then chlorophyll-a distributions of three specific areas, Ariake Bay, Isahaya Bay and Kumamoto Offshore are compared. It is intended to confirm that the sources of the chlorophyll-a concentration are different each other of sea areas.

The major influencing factors of chlorophyll-a concentration are species, sea water temperature (sunshine duration a day), northern winds for convection of sea water, and tidal effect have to be considered. Therefore, the relations between chlorophyll-a concentration and tidal effects, ocean wind speed as well as sunshine duration a day are, then, clarified.

In the next section, the method and procedure of the experimental study is described followed by experimental data and estimated results. Then conclusion is described with some discussions.

1 http://en.wikipedia.org/wiki/Porphyra
2 http://www.eos.ubc.ca/research/phytoplankton/diatoms/centric/eucampia/e_zo diacus.html
3 http://modis.gsfc.nasa.gov/
II. Method and Procedure

A. The Procedure

The procedure of the experimental study is as follows,

1) Gather MODIS data of the Ariake Sea areas together with the chlorophyll-a concentration estimation with the MODIS data.
2) Compare chlorophyll-a distribution of three different sea areas, Ariake Bay, Isahaya Bay and Kumamoto Offshore.
3) Gather the meteorological data which includes sunshine duration a day, ocean wind speed and direction, tidal heights.
4) Correlation analysis between MODIS derived chlorophyll-a concentration and geophysical parameters, ocean wind speed, sunshine duration a day, tidal heights is made.

B. The Intensive Study Areas

Fig. 1 shows the intensive study areas in the Ariake Sea area, Kyushu, Japan.

III. Experiments

A. The Data Used

MODIS derived chlorophyll-a concentrations which area acquired for the observation period of one month (January) in 2010 to 2015 are used for the experiments. Also, the meteorological data which includes sunshine duration a day, ocean wind speed and direction, tidal heights which are acquired for the same time periods as MODIS acquisitions mentioned above. In particular for 2015, two months January and February) data are used for trend analysis. Fig.2 shows the data used for two month period of time series MODIS derived chlorophyll-a concentrations in January and February, 2015. These data are acquired on January 4, 6, 7, 8, 9, 9\textsuperscript{4}, 10, 12, 17, 18, 20, 23, February 1, 3, 6, 9, 13, 14, 20, 27, and March 2 in 2015, respectively (from top left to bottom right in Fig.2). MODIS data are acquired on these days. MODIS data cannot be acquired on the rest of days due to cloudy condition. White portions in the chlorophyll-a concentration images are cloud covered areas.

\footnote{There are two satellites which carry MODIS instruments, Terra and AQUA. Two MODIS data derived chlorophyll-a concentrations can be acquired occasionally.}
This time frame is red tide (Phytoplankton) blooming period. Such this MODIS derived chlorophyll-a concentration data are available almost every day except cloudy and rainy conditions.

Blooming is used to be occurred when the seawater becomes nutrient rich water, calm ocean winds, long sunshine duration after convection of seawater (vertical seawater current from the bottom to sea surface). Therefore, there must are relations between the geophysical parameters, ocean wind speed, sunshine duration, tidal heights and chlorophyll-a concentration.

As shown in Fig.2, it is clear that the diatom appeared at the back in the Ariake Sea, Ariake Bay and is not flown from somewhere else. Also, there is relatively low chlorophyll-a concentration sea areas between Isahaya Bay and Ariake Bay. Therefore, chlorophyll-a concentration variations are isolated each other (Isahaya Bay and Ariake Bay).

Fig.3 to Fig.7 also shows MODIS data derived chlorophyll-a concentrations in January 2014, 2013, 2012, 2011 and 2010, respectively. MODIS data are acquired on January 10, 13, 15, 16, 19, 23, 24, 26, 27, 29, 30 and February 4, respectively (from top left to bottom right in Fig.3).
Fig. 5 also shows MODIS data derived chlorophyll-a concentrations acquired in 2012. MODIS data are acquired on January 2, 6, 7, 12, 17, 20, 21, 23, 26, 29, 30, and 31, respectively (from top left to bottom right in Fig. 5).

Fig. 5. MODIS data derived chlorophyll-a concentrations in 2012

Fig. 6 shows the time series of MODIS data derived chlorophyll-a concentrations in 2011. MODIS data are acquired on January 1, 2, 7, 8, 14, 17, 18, 22, 24, 26, 27, 29, respectively (from top left to bottom right in Fig. 7).

Fig. 6. MODIS data derived chlorophyll-a concentrations in 2011

Fig. 7 shows the time series of MODIS data derived chlorophyll-a concentrations in 2011. MODIS data are acquired on January 1, 2, 7, 8, 14, 17, 22, 24, 26, and 27, respectively (from top left to bottom right in Fig. 7).

Fig. 7. MODIS data derived chlorophyll-a concentrations in 2010
B. Trends of Chlorophyll-a Concentration in Ariake Bay Area as well as Tidal Height, Solar Direct Irradiation, and Wind Speed from North

Fig. 8 (a) to (f) shows trends of chlorophyll-a concentration in Ariake Bay area as well as tidal height difference a day, solar direct irradiance and wind speed from the North in 2015, 2014, 2013, 2012, 2011 and 2010, respectively. Typical trend is that chlorophyll-a concentration is increased in accordance with the tidal height difference a day it is not always true though. The reason for this is the following, namely, (1) chlorophyll appears in around sea bottom because nutrition rich water is situated in around sea bottom, (2) chlorophyll moves up to sea surface due to tidal effect (from the neap to the spring tide).

This fact is not always true. For instance, chlorophyll is not increased at the spring tide (35 days in the begging of February in 2015 and 12 days in January in 2012). In such cases, wind speed from the north is relatively strong and solar irradiance is not so high. This implies that sea water is mixed up between sea surface and sea bottom due to convection caused by relatively strong wind. Also it is implied that sea surface temperature is not getting warm because solar irradiance is weak results in decreasing of chlorophyll-a concentration.
C. Locality of Chlorophyll-a Concentration in Ariake Bay, Isahaya Bay and Kumamoto Offshore Areas

In order to make sure that the sources of the chlorophyll-concentrations of the three different sea areas, Ariake Bay, Isahaya Bay and Kumamoto Offshore are different each other, trends of chlorophyll-a concentration of three sea areas are compared. Fig.9 (a) to (f) shows the calculated trends for the year of 2010 to 2015. Although these trends are very similar due to the fact that nutrition condition and weather condition are almost same in the Ariake Sea area, the chlorophyll-a concentrations of these sea areas shows somewhat different trends each other in detail. Therefore, it may say that the sources of the chlorophyll-a concentration are different.

![Graphs showing chlorophyll-a concentration trends for Ariake, Isahaya, and Kumamoto areas from 2010 to 2015.](https://example.com/chlorophyll-graphs)
As is mentioned before, these three trends are very similar due to the fact that nutrition condition and weather condition are almost same in the Ariake Sea area. Therefore, monthly mean of chlorophyll-a concentrations of three sea areas show almost same trends as shown in Fig.10.

Fig. 10. Monthly mean of chlorophyll-a concentrations of three sea areas

Also, correlations of chlorophyll-a concentration of three different sea areas are very similar as shown in Fig.11.

D. Correlations Between Chlorophyll-a Concentration and Meteorological Conditions for Three Different Sea Areas

Fig.12 shows the correlations between chlorophyll-a concentration and the meteorological conditions, tidal difference a day, solar irradiance, wind speed from the north.

Correlation coefficients are calculated between chlorophyll-a concentration and the other data of tidal difference a day, sun shine time duration a day and wind speed from the north. The result shows that there is a strong relation between chlorophyll-a concentration and tidal difference a day, obviously followed by wind speed from the north.

It is not always true. The situation may change by year by year. In particular, there is clear difference between year of 2011 and the other years, 2012 to 2015. One of the specific reasons for this is due to the fact that chlorophyll-a concentration in 2011 is clearly greater than those of the other years. Therefore, clear relation between chlorophyll-a concentration and the other data of tidal difference a day, sun shine time duration a day and wind speed from the north cannot be seen. That is because of the fact that there is time delay of chlorophyll-a increasing after the nutrient rich bottom seawater is flown to the sea surface.
Through experiments with Terra and AQUA MODIS data derived chlorophyll-a concentration and meteorological data and tidal data which are acquired for 6 years (winter 2010 to winter 2015), it is found that strong relation between the chlorophyll-a concentration and tidal height changes. Also it is found that the relations between ocean wind speed and chlorophyll-a concentration. Meanwhile, there is a relatively high correlation between sunshine duration a day and chlorophyll-a concentration.

It is found that strong correlation between the truth data of chlorophyll-a and MODIS derived chlorophyll-a concentrations with R square value ranges from 0.677 to 0.791. Also, there is relatively low chlorophyll-a concentration sea area between Isahaya Bay and Ariake Bay. Therefore, chlorophyll-a concentration variation are isolated between both sea areas. Meantime, chlorophyll-a concentrations of Isahaya Bay, Ariake Bay and Kumamoto Offshore are different each other. It seems that chlorophyll-a concentrations at Isahaya Bay, Kumamoto Offshore and Ariake Bay are originated from the mouth of rivers while that of Kumamoto Offshore is migrated from the south.

IV. CONCLUSION
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Abstract—Method for most appropriate tealeaves harvest timing with the reference to the fiber content in tealeaves which can be estimated with ground based Near Infrared (NIR) camera images is proposed. In the proposed method, NIR camera images of tealeaves are used for estimation of nitrogen content and fiber content in tealeaves. The nitrogen content is highly correlated to Theanine (amid acid) content in tealeaves. Theanine rich tealeaves taste good. Meanwhile, the age of tealeaves depend on fiber content. When tealeaves are getting old, then fiber content is increased. Tealeaf shape volume also is increased with increasing of fiber content. Fiber rich tealeaves taste not so good, in general. There is negative correlation between fiber content and NIR reflectance of tealeaves. Therefore, tealeaves quality of nitrogen and fiber contents can be estimated with NIR camera images. Also, the shape volume of tealeaves is highly correlated to NIR reflectance of tealeaf surface. Therefore, not only tealeaf quality but also harvest amount can be estimated with NIR camera images. Experimental results show the proposed method works well for estimation of appropriate tealeaves harvest timing with fiber content in the tealeaves in concern estimated with NIR camera images.
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I. INTRODUCTION

There is a strong demand for monitoring of the vitality of crops in agricultural areas automatically with appropriate measuring instruments in order to manage agricultural area in an efficient manner. It is also required to monitor not only quality but also quantity of vegetation in the farmlands. Vegetation monitoring is attempted with red and photographic cameras [1]. Grow rate monitoring is also attempted with spectral observation [2].

Total nitrogen content corresponds to amid acid which is highly correlated to Theanine: 2-Amino-4-(ethylcarbamoyl) butyric acid for tealeaves so that total nitrogen is highly correlated to tea taste. Meanwhile, fiber content in tealeaves has a negative correlation to tea taste. Near Infrared: NIR camera data shows a good correlation to total nitrogen and fiber contents in tealeaves so that tealeaves quality can be monitored with network NIR cameras. It is also possible to estimate total nitrogen and fiber contents in tealeaves with remote sensing satellite data, in particular, Visible and near infrared: VNIR radiometer data. Moreover, VC, NDVI, BRDF of tealeaves have a good correlation to grow index of tealeaves so that it is possible to monitor expected harvest amount and quality of tealeaves with network cameras together with remote sensing satellite data. BRDF monitoring is well known as a method for vegetation growth [3],[4]. On the other hand, degree of polarization of vegetation is attempted to use for vegetation monitoring [5], in particular, Leaf Area Index: LAI together with new tealeaves growth monitoring with BRDF measurements [6].

Theanine in new tealeaves are changing to Catechin [7],[8],[9] with sunlight. In accordance with increasing of sunlight, also, new tealeaves grow up so that there is a most appropriate time for harvest of tealeaves in order to maximize the amount and the taste of new tealeaves simultaneously.

Optical properties of tealeaves and methods for estimation of tealeaves quality and harvest amount estimation accuracy are well reported [10]-[17].

The method proposed here is to determine tealeaves harvest timing by using NIR camera images through the estimation of fiber content in tealeaves together with meteorological data. This paper, also, deals with automatic monitoring of a quality of tealeaves with earth observation satellite, network cameras together with a method that allows estimation of total nitrogen and fiber contents in tealeaves as an example.

The following section describes the proposed method together with some research background. Then experimental results are described followed by some tealeaves harvest timing related discussions. Finally, conclusions are described together with some discussions.
II. PROPOSED METHOD

The proposed method for most appropriate tealeaves harvest timing is based on Near Infrared (NIR) camera images of tealeaves which are acquired in tea farm areas. The most appropriate tealeaves harvest timing is difficult to define. Tea farmers determine the timing empirically. It may be defined as maximizing Theanine in tealeaves and harvest amount as well as softness of tealeaves (less fiber content).

Theanine is highly correlated to the nitrogen content in tealeaves. Nitrogen content in tealeaves is proportional to NIR reflectance of tealeaf surfaces. Meanwhile, harvest amount is proportional to leaf area of tealeaves which depends on NIR reflectance of tealeaf surfaces. Also, tealeaf thickness, length and width can be measured results in shape volume of tealeaves measurements. It is also crossly related to the harvest amount. For time being, tealeaves are getting old and fiber content is also increased accordingly. Such old tealeaves taste not so good. New fresh tealeaves which have less fiber and have much Theanine taste good. Due to the fact that there is relations between NIR reflectance of tealeaves and Theanine (Nitrogen), fiber (age), Theanine and fiber content in tealeaves and harvest amount can be estimated with NIR camera imagery data.

NIR reflectance can be obtained from the acquired NIR camera images if a standard reflectance panel or plaque is acquired simultaneously with tealeaves in concern. Standard panel, for instance Spectralon, is not so cheap. In order to minimize a required cost for acquisition of NIR camera images, typical print sheets are used as standard panel. Therefore, cross comparison of reflectance between Spectralon and the print sheet is needed. Fig.1 shows acquired NIR image of Spectralon and the print sheet. Correction curve for conversion of NIR reflectance with the print sheet to Spectralon based NIR reflectance can be obtained from the acquired reflectance measured for Spectralon and the print sheet.

Fig.1. Acquired NIR image of Spectralon and the print sheet

Fig.2 shows the ratio of the Spectralon based NIR reflectance and the print sheet based NIR reflectance.

III. EXPERIMENTS

A. Intensive Study Test Sites

Experiments are conducted at the tea farm areas of Kakegawa in Shizuoka prefecture, Japan in April and May time frame (first harvesting period a year). Outlook of one of the typical tea farm areas which is called “Pilot farm area” is shown in Fig.3. Longitude and latitude of the Pilot tea farm area is as follows,

34°44′30.7″N 138°01′27.6″E

Other than Pilot tea farm area, there are other test sites, “Front” and “Back” which are situated the following longitude and latitude, respectively.

34°45′44.3″N 138°03′11.3″E (Front)
34°44′40.0″N 138°03′11.9″E (Back)

Usually, tealeaves are harvested three times, (1) begging in May, (2) middle in July, (3) middle in October. Therefore, tealeaves are growing in April and then tealeaves are harvested in the begging of May in general for the first harvesting time period. Fig.4 shows examples of NIR camera image of photos which are acquired before and after the
harvest. Fig.3 (a) and (b) shows an example of NIR camera image of tealeaves which is acquired just before harvest together with the print sheet and of tealeaves which is acquired just after harvest together with the same print sheet, respectively. In the experiments, the center wavelength of NIR camera is 800nm with band width of 100nm.

Fig. 4. Examples of NIR camera images which are acquired just before (a) and after (b) harvest of tealeaves together with the print sheet as secondly standard panel

Fig.5 shows examples of tealeaves and nadir view of tea farm areas of the intensive test sites, “Pilot”, “Front” and “Back”.
B. Relation between NIR Reflectance and TN and Fiber

Through the comparison of NIR reflectance measured in both time frames, it is found that Theanine which is proportional to the measured NIR reflectance is increased for the time being. Also, it is found that the Theanine is decreased for the short term periods (around one month). During the short term periods, tealeaf thickness (T), length (L), and width (W) are increased as shown in Fig.6 (a) and (b) shows the relation between NIR reflectance which is calculated with nadir view camera data and nitrogen and fiber contents in tealeaves. Although R square values are not so large, there are not so bad correlations between NIR reflection and nitrogen as well as fiber contents. There are positive and negative correlations between NIR reflectance and nitrogen as well as fiber contents, respectively. Trends of nitrogen and fiber contents in April 2015 are shown in Fig.7 (a) and (b), respectively. Fiber content is getting large while nitrogen content is getting small for the time being, obviously. These trends are different from each other tea farm areas.

\[ y = 3.4725x + 3.6891 \]
\[ R^2 = 0.3217 \]

\[ y = -17.879x + 26.691 \]
\[ R^2 = 0.3915 \]
C. Relation between TN and Fiber as well as Meteorological Data

If the appropriate harvest timing is relating to the meteorological data, it is very convenient to determine the timing with the meteorological data. The harvest dates for the test sites of Pilot, Front and Back are April 23, May 2 and May 3, respectively. These are determined by tea farmers in subjective manner. They used to determine the best harvest days through touching the typical top of tealeaves (softness of the tealeaves), and looking the shape of tealeaves, length, width, and thickness.

Fig.8 (a) shows the trends of the maximum air temperature on the ground a day (triangle), the sunshine duration time a day (cross) while Fig.8 (b) shows cumulative maximum air temperature (blue square) and cumulative sunshine duration time a day (brown square) since March 23 2015, respectively. Also, Fig.8 (c) shows the measured irradiance at the three test sites. Due to the fact that the harvest dates for the test sites of Pilot, Front and Back are April 23, May 2 and May 3, respectively, these dates are coincident to the dates when the irradiance reaches to 10000 for each test site. These measured irradiances vary by day by day. 10000 arbitrary unit of measured irradiance is the maximum of the measurable irradiance range. In this case, the irradiance is measured when the tealeaf shape is measured together with the NIR camera data is taken.

Fig.9 (a) and (b), meanwhile, shows nitrogen and fiber contents in tealeaves at the three test sites, Pilot, Front and Back as a function of cumulative maximum air temperature a day since March 23 2015, respectively. Also, Fig.9 (c) shows fiber content in tealeaves and the shape volume (width by length by thickness) at the test sites, Pilot, Front and Back. Due to the fact that the harvest day at the test site, Pilot is April 23 2015, there is only one data point of the measured shape volume while there are two data points for the test sites, Front and Back.
Although the harvest days for the different test sites, Pilot, Front, Back are different, the shape volumes at the harvest days are almost same (greater than 230 cm$^3$). It is not easy to measure the shape volume. Tea farmers used to measure the shape of tealeaves not so frequently because it takes time. On the other hand, it is not so difficult to take a NIR camera image for tea farmers. Also, as is aforementioned, the shape volume is proportional to fiber content and is negatively proportional to nitrogen content. Therefore, it seems reasonable to determine harvest day with nitrogen and fiber contents in tealeaves. The relations between leaf shape volume and nitrogen and fiber contents in tealeaves are shown in Fig.10. It is quite obvious that sensitivity of fiber content is greater than that of nitrogen content.

A relation between fiber content and cumulative maximum air temperature a day since March 23 2015 is estimated by using this relation of regressive equation. Fig.11 shows the relation between both.

From this figure, it is found that the harvest day can be determined by using fiber content in tealeaves with the threshold at around 23 (%). If the fiber content is greater than 23 (%), such tealeaves are no longer new fresh tealeaves and are getting down in terms of tealeaf quality (it tastes getting bad).

**D. Estimation of Harvest Amount**

Harvest amounts (Kg/a) of the test sites, Pilot, Front, and Back are 60.79, 93.4, 85.0, respectively. Harvest amount may be estimated with shape volume. Namely, it seems reasonable that large size of tealeaf shape means a great harvest amount. The other factor would be fiber content in tealeaves. Namely, in accordance with tealeaf age, fiber content is increased. This implies that harvest amount is increased with increasing of...
fiber content. Fig.12 shows the relations between harvest amount and shape volume as well as fiber content in tealeaves.

\[
y = 0.3589x + 214.35 \\
R^2 = 0.0275
\]

\[
y = 0.0388x + 14.098 \\
R^2 = 0.2625
\]

Fig. 12. Relations between harvest amount and shape volume as well as fiber content in tealeaves

It is found that the relation between harvest amount and fiber content is greater than that shape volume.

IV. CONCLUSION

Method for most appropriate tealeaves harvest timing with the reference to the fiber content in tealeaves which can be estimated with ground based Near Infrared (NIR) camera images is proposed. In the proposed method, NIR camera images of tealeaves are used for estimation of nitrogen content and fiber content in tealeaves. The nitrogen content is highly correlated to Theanine (amid acid) content in tealeaves. Theanine rich tealeaves taste good. Meanwhile, the age of tealeaves depend on fiber content. When tealeaves are getting old, then fiber content is increased. Tealeaf shape volume also is increased with increasing of fiber content. Fiber rich tealeaves taste not so good, in general. There is negative correlation between fiber content and NIR reflectance of tealeaves. Therefore, tealeaves quality of nitrogen and fiber contents can be estimated with NIR camera images. Also, the shape volume of tealeaves is highly correlated to NIR reflectance of tealeaf surface. Therefore, not only tealeaf quality but also harvest amount can be estimated with NIR camera images.

Experimental results show the proposed method works well for estimation of appropriate tealeaves harvest timing with fiber content in the tealeaves in concern estimated with NIR camera images. It is found that the appropriate tealeaf harvest day can be determined by using fiber content in tealeaves which is estimated with NIR camera data. Also, it is found that harvest amount can be estimated with fiber content in tealeaves which is derived from NIR camera data.

Further study is required for a relation between micro meteorological condition and the best harvest timing. Pilot tea farm area is the best solar illumination condition among three test sites followed by Front and Back. The other conditions, fertilizer amount, water supply, insect damage management, etc. are almost same for each test sites. Therefore, weather condition; in particular, solar illumination condition must be key issues for determination of the best harvest timing.
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Abstract—Effect of driver’s awareness (e.g., to estimate the speed and arrival time of another vehicle) on the lane changing maneuver is discussed. “Scope awareness” is defined as the visibility which is required for the driver to make a visual perception about road condition and the speed of vehicle that appears in the target lane for lane changing in the road. Cellular automaton based simulation model is created and applied to simulation studies for driver awareness behavior. This study clarifies relations between the lane changing behavior and the scope awareness parameter that reflects driver behavior. Simulation results show that the proposed model is valid for investigation of the important features of lane changing maneuver.
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I. INTRODUCTION

Recent study on the traffic flow reports that the traffic congestion is influenced not only by the road capacity condition, but also by the driver behavior [1]. The other studies also found the strong relationship between the driver’s speed behavior and accidents [2]-[6]. There are two separate components which affect human factors in driving, driving skills and driving style [7]. Driving style has a direct relation to the individual drivers’ behavior. The U.S. Department of Transportation recently reported that driver behavior is leading to lane-change crashes and near-crashes [8]. In some countries, the reckless driving behaviors such as sudden-stop by public-buses, tailgating, or vehicles which changing lane too quickly also could give an impact to the traffic flow.

The lane changing maneuver is one of the actions in the highway. Lane changing is defined as a driving maneuver that moves a vehicle laterally from one lane to another lane where both lanes have the same direction of travel. Lane changing maneuvers are occasionally performed in order to avoid hazards, obstacles, vehicle collision, or pass through the slow vehicle ahead. Lane changing requires high attention and visual perceptions compared to normal highway of freeway driving due to the need to continually monitor areas around the subject vehicle [9]. However, in the real traffic situations, there are some reckless drivers that change the lanes at the moment when they signal or who make “last-minutes-decision” on the road. Frequent lane changing in roadway could affect traffic flow and even lead accidents. The lane changing behaviors can be very depended on the characteristic of the driver [10].

There are some crashes of accidents typically referred to as Look-But-Fail-To-See errors because drivers involved in these accidents frequently. These are reported that they failed notification of the conflicting vehicles in spite of looking in the appropriate directions; commonly occur when drivers change lanes [25]. This means that the drivers typically use their visual perception in order to estimate the speed and the arrival time of the other vehicles before making a maneuver, e.g., lane changing maneuver.

A psychology study is also reported that the accuracy level of this visual perception may lead to both failures, detect the collision and judge the crash risk (e.g., time-to-contact). From a certain distance, a short fixation may be enough to identify an approaching vehicle. If gaze duration for stimulus processing is long, then it is complicated processing while it is short for simple processing. Inaccuracy of the gazes’ duration is likely to reflect a failure to process these stimuli [26].

The Cellular Automata model of Nagel and Schreckenberg (NaSch) [12] is improved for showing effects of scope awareness that reflect drivers’ behavior when they are making a lane changing. This NaSch model has been modified to describe more realistic movement of individual vehicle when make a lane changing maneuver. Moreover, the recent study of spontaneous braking behavior [11] enhances the driver’s scope awareness behavior. The proposed model is based on NaSch model which takes into account scope of awareness and spontaneous braking in order to clarify the effects of these drivers’ behavior.

This paper is organized as follows. Section 2 presents a theoretical aspect of traffic CA model. Section 3 explains the proposed model. Section 4 describes simulation process and the results in the form of fundamental diagrams and space-time diagrams. Finally, in section 5, a summary and conclusion is described with some discussions.

II. TRAFFIC CELLULAR AUTOMATA MODEL

One of the famous microscopic models for road traffic flow simulation is Cellular Automata (CA) model. CA model is a discrete computability mathematical model. In comparison with another microscopic model, CA model based approach is efficient [11] and is used for dynamic system simulations. CA model consists of two components, a cellular space and a set of state. The state of a cell is completely determined by its nearest neighboring cells.

All neighborhood cells have the same size in the lattice. Each cell can either be empty, or is occupied by exactly one node (car in this simulation model). There is a set of local transition rule that is applied to each cell from one discrete...
time step to another (i.e., iteration of the system). This parallel updating from local simple interaction leads to the emergence of global complex behavior. Furthermore, the utilization of CA model successfully explains the phenomenon of transportation. These traffic cellular automata (TCA) are dynamical systems that are discrete in nature and powerful to capture all previously mentioned basic phenomena that occur in traffic flows [11].

The one dimensional cellular automata model for single lane free-way traffic is introduced by Nagel and Schreckenberg (NaSch) [12]. This model shows how traffic congestion can be thought of as an emergent or collective phenomenon due to interactions between cars on the road, when the car density is high (cars are close to each on average). According to NaSch model, the randomization rule captures natural speed fluctuations due to human behavior or varying external conditions [14].

In a real traffic situation, most highways have two or more lanes. Regarding this road condition, there are a few analytical models for multi-lane traffic. Nagatani is one of the first researchers who introduced a CA model for two lane traffic [24]. Then, in addition to the Nagatani’s model, Rickert et al. [15] considers a model with \( v_{\text{max}} \geq 1 \). Their model introduces the lane changing behavior for two lanes traffic. They proposed a symmetric rule set where the vehicle changes lanes if the following criteria are fulfilled:

\[
gap(i) < 1
\]

\[
gap_0(i) > l_0
\]

\[
gap_0(\text{back}) > l_0(\text{back})
\]

The variable \( \gap(i) \), \( \gap_0(i) \) and \( \gap_0(\text{back}) \) denote the number of empty cells between the vehicle and its predecessor on its current lane, and forward gap on the desired lane, and backward gap on the desired lane, respectively. Rickert also uses the parameters which allow decide how far the vehicle look ahead in the current lane for \( i \) ahead on the desired lane for \( l_0 \), and how far the vehicle look back on the desired lane for \( l_0(\text{back}) \).

The advanced analysis about lane-changing behavior is reported which includes symmetric and asymmetric rules of lane-changing [16]-[19], [20]-[23].

III. PROPOSED MODEL DEFINITION AND SIMULATION

The proposed model uses two-lane highway with unidirectional traffic character in periodic boundaries condition. Two-lane model is necessary in order to accommodate the lane changing behavior in the real traffic condition. A one-dimensional chain of \( L \) cells of length 7.5 m represents each lane. This value is considered as the length of vehicle plus the distance between vehicles in a stopped position. A one-lane consists of \( 10^3 \) cells. There are just two possible states of each cell. Each cell can only be empty or containing by just one vehicle. The speed of each vehicle is integer value between \( v = 0, 1, \ldots, v_{\text{max}} \). In this model, all vehicles are considered as homogeneous and have the same maximum speed \( v_{\text{max}} = 5 \). The speed value number corresponds to the number of cell that the vehicle proceeds at one time step. The state of a road cell at the next time step, form \( t \) to \( t + 1 \) is dependent on the states of the direct frontal neighborhood cell of the vehicle and the core cell itself of the vehicle.

Rickert et al. [15] discusses criteria of safety by introducing the parameters which decide how far the vehicle looks ahead on current lane, looks ahead on desired lane, and looks back on desired lane. Those criteria have to be fulfilled before a vehicle makes a lane changing. However, in real traffic condition, these criteria of safety rules by Rickert are not sufficient to describe driver’s behaviors in highway traffic. This paper introduces a new additional parameter to accommodate the driver behavior when making a lane changing. In addition to considering the gap of cell that consists of vehicle, the speed parameter of the other vehicle that situated in the desired lane is taken into account. The parameter of scope awareness \( S_a \) that reflects the various characters of driver is introduced. The scope awareness parameter represents drivers’ behavior when lane changing. \( S_a \) value reflects the degree of driver aggressiveness and awareness. Fig.1 shows schematic definition diagram of scope awareness \( S_a \) from the perspective of the vehicle (the third cell on lane 2) in its current speed and position \( v_{(1)}, x_{(1)} \).

\[ S_a = 1 \text{ implies very dangerous because the driver of vehicle intends to make a lane changing even the gap between the car and the car ahead of the car on the next lane is only one cell. On the other hand, the lane changing can be done safely when } S_a = 6 \text{ because the gap between both is six cells.} \]

In contrast to the gap-length model’s parameter [15], the scope awareness parameter \( S_a \) accommodates the sight distance taken by the driver to make a perception about road-lane condition and the speed of other vehicles that exist in target lane. Therefore, the subject vehicle would consider changing its lane not only due to the comparison value between the number of gap and condition which decide how far the vehicle look ahead in the current lane, but also depending on the current speed of the subject vehicle and the speed of other vehicles that situated along the scope awareness area.

The updating rule for lane changing maneuver is done in accordance with a set of rules. In comparison to the lane changing model of Rickert et al. [15], there are two basic differences rules from the proposed model. The first one, as the result of traffic conditions ahead of subject driver, the subject vehicle would consider changing its lane not only due to the comparison value between the number of gap and condition which decide how far the vehicle look ahead in the current lane, but also depending on the current speed of the subject vehicle that can be varied based on traffic situation. Another difference is the scope awareness value \( (S_a) \). The subject vehicle would consider the speed of vehicles that situated along with its scope.
awareness area then decide whether possible or not to change the lane.

At the beginning of iterations, the subject driver checks desirability of a lane changing. The subject driver looks ahead to check if the existing gap in the current lane can accommodate the current speed. If not, then due to the randomness number of percentage ratio, the subject driver decides whether the driver maintains or decelerates the vehicle speed due to the existing gap number or change the lane. When the subject driver chooses to "lane changing", then driver looks sideways at the other lane to check whether the cell next to the subject vehicle is empty and the forward gap on the other lane is equal or longer than the current lane. If one cell is unoccupied or free-cell then its state is 0. Moreover, the subject driver also looks back at the other lane to check road condition. In real traffic situations, a subject driver also has to look back on the other lane in order to estimate the velocity of the following vehicle to avoid a collision. Equation (8) accommodates the driver behavior that estimate the velocity of vehicle at the moment before making a lane changing.

If there is another vehicle within the area of scope awareness, then the subject driver estimates the speed of the vehicle in order to avoid collision during the lane changing maneuver. The subject driver makes a lane changing maneuver if the speed of the vehicle that is located within the area of scope awareness is less than the existing gap. The lane changing rules can be summarized as follows:

\[ \text{gap}_{\text{same}} < v_{\text{current}} \]  \hspace{1cm} (4)
\[ \text{cell}_{\text{next}} = 0 \]  \hspace{1cm} (5)
\[ \text{rand}() < p_{\text{change}} \]  \hspace{1cm} (6)
\[ \text{gap}_{\text{target}} > \text{gap}_{\text{same}} \]  \hspace{1cm} (7)
\[ v_{\text{Vehicle,back}} \leq \text{gap}_{\text{back}} + X(\text{vehicle}_\text{back}) \in S_a \]  \hspace{1cm} (8)

The lane changing rules are applied to the vehicle that changes from right lane to left lane and conversely. The vehicle only moves sideways and it does not advance. Once all the lane changing maneuvers are made, then the updating rules from a single lane model are applied independently to each lane. Fig. 2 shows the schematic diagram of lane changing operation.

Fig. 2. Schematic diagram of a lane changing operation

In Fig. 2, the subject vehicle \( v_{(i)} \); \( x_{(i)} \) is assumed that have the current speed \( v_{(i)} = 3 \) cell per time step and the parameter of scope awareness \( S_a = 4 \) cells. In order to avoid the introduction of any unrealistic artifacts in the simulation then the proposed model uses eq. (7) to express the more realistic lane changing decision. According to eq. (7), the driver must consider that the forward gap in the desired lane is more than the gap in the current lane. This consideration is important because the proposed model uses the different desired velocities for the vehicles.

Once the lane changing maneuvers are made to all possible vehicles, then the updating rules from a single lane model are applied independently to each lane. Together with a set of lane changing rules, the road state is obtained by applying the following rules to all by parallel updated:

\[ \text{Acceleration: } v(i) \rightarrow \min(v(i)+1, v_{\text{max}}) \]  \hspace{1cm} (9)
\[ \text{Deceleration: } v(i) \rightarrow \min(v(i), \text{gap}_{\text{same}}(i)) \]  \hspace{1cm} (10)
\[ \text{Driving: } x(i) \rightarrow x(i)+v(i) \]  \hspace{1cm} (11)

IV. SIMULATION RESULTS

The simulation starts with an initial configuration of \( N \) vehicles, with fixed distributions of positions on both lanes. The simulation uses the same initial velocity for all vehicle \( v_{\text{min}} = 0 \) and the maximum vehicle speed has been set to \( v_{\text{max}} = 5 \) cell/time-step. The velocity corresponds to the number of cells that a vehicle advances in iteration. Many simulations are done with the different density \( \rho \). The density \( \rho \) is defined as the number of vehicles \( N \) along with the highway over the number of cells on the highway \( L \).

The traffic model uses close (periodic) boundary conditions. This means that during one simulation, the total number of vehicles on the highway cannot be changed. Vehicles move from left to right. If a vehicle arrives on the right boundary then it moves to the left boundary. Since the proposed model assumes symmetry character of the both lanes, the traffic flow characteristics on both lanes are identical.

A. Traffic Flow

In order to examine the effect of scope awareness on the traffic flow, then the proposed model is simulated over 1000 iterations on \( 10^3 \) cells for all possible density level. The flow indicates the number of moving vehicles per unit of time. Along with the study of the proposed model, a comparative study between with and without using scope awareness parameter.

Fig. 3 shows the average flow-density diagram of the proposed model is compared to a two-lane traffic system without using scope awareness parameter.

The following results are made:

1) The proposed model reproduces a recognizable diagram of flow towards density relationship. Flow is linearly increasing together with the increases in density level. A maximum flow level is achieved at density level \( \rho=0.5 \) for each value of \( S_a \). After reaches the critical point of flow at \( \rho=0.5 \), the flow at each level of \( S_a \) becomes linearly decreasing in density. In other words, the laminar flow turn into back travelling start-stop waves after density level \( \rho=0.5 \).

2) Compared to the model without scope awareness consideration (Fig. 3-bottom diagram), the usage of \( S_a \) parameter produced a better flow of vehicles, especially above density \( \rho=0.4 \). The \( S_a \) parameter maintained the traffic to keep flowing by carefully calculate the appropriate time to make a lane changing decision, thus the lane changing maneuver does not disturb the traffic in the target lane.
Fig. 3. The average flow-density diagram of the proposed model is compared to a two-lane traffic system without using scope awareness parameter.

B. Space-Time Diagram

The space-time diagram represents the location of the vehicles at the certain time. The space-time diagram for density $\rho=0.25$, $\rho=0.5$, and $\rho=0.75$ is shown. These three values of density assumed as the light traffic, moderate traffic, and heavy traffic in the real traffic condition, respectively. Fig.4 shows the result for density $\rho=0.25$ at all the values of scope awareness while the lane changing probability is 100%. Fig.4 (a) for Scope awareness $Sa=1$ ; (b) for Scope awareness $Sa=2$ ; (c) for Scope awareness $Sa=3$ ; (d) for Scope awareness $Sa=4$ ; (e) for Scope awareness $Sa=5$ ; (f) for Scope awareness $Sa=6$, respectively. The horizontal axis represents space while the vertical axis represents the time. Vehicles move from left to right in space axis while from top to bottom in time axis.
In the light traffic condition $\rho=0.25$, the increases of scope awareness distance affect the vehicles flow. Free flow phase showed in Sa=1 diagram (Fig.4 (a)), which are drawn as light area and have shallow negative inclinations. However, when the Sa value is increased then some solid area appears. The solid area with steep positive inclination reflects the traffic jam. Short-vehicle-life-lines frequently appear and disappear in this case. This implies that there are a great number of lane changing at this traffic density $\rho=0.25$. In accordance with increasing of the scope awareness, occurrence of the short-vehicle-life-lines becomes smaller than before (Fig.4 (f)). Meanwhile, in the heavy traffic condition, traffic situation is independent on scope awareness. In this traffic condition, lane changing is very rare. The result implies that in the heavy traffic condition, drivers’ lane changing style have no influence to the traffic situation.

Table 1 (a) and (b) present the ratio of the spontaneous braking number over lane changing by using the scope awareness parameter (SA) and without using the scope awareness parameter, respectively. “0” means that the spontaneous braking did not happen, although the lane changing maneuver is still occurring in this certain traffic condition. Meanwhile, “N/A” means that the lane changing maneuver did not occur at all in this traffic condition.

<table>
<thead>
<tr>
<th>DENSITY(%)</th>
<th>SA-1(%)</th>
<th>SA-2(%)</th>
<th>SA-3(%)</th>
<th>SA-4(%)</th>
<th>SA-5(%)</th>
<th>SA-6(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>56</td>
<td>40</td>
<td>23</td>
<td>24</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>82</td>
<td>74</td>
<td>63</td>
<td>38</td>
<td>18</td>
<td>3</td>
</tr>
<tr>
<td>30</td>
<td>81</td>
<td>60</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>40</td>
<td>82</td>
<td>35</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>50</td>
<td>92</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>60</td>
<td>83</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>70</td>
<td>85</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>80</td>
<td>80</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>90</td>
<td>88</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DENSITY(%)</th>
<th>SA-1(%)</th>
<th>SA-2(%)</th>
<th>SA-3(%)</th>
<th>SA-4(%)</th>
<th>SA-5(%)</th>
<th>SA-6(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>53</td>
<td>45</td>
<td>36</td>
<td>48</td>
<td>13</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>82</td>
<td>83</td>
<td>80</td>
<td>63</td>
<td>17</td>
<td>6</td>
</tr>
<tr>
<td>30</td>
<td>71</td>
<td>64</td>
<td>55</td>
<td>9</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>40</td>
<td>74</td>
<td>63</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>50</td>
<td>85</td>
<td>33</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>60</td>
<td>89</td>
<td>14</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>70</td>
<td>91</td>
<td>20</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>80</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>90</td>
<td>100</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

It is found that the ratio is getting large in accordance with density while the ratio is getting small according to SA parameters. Also, the ratio of the case with SA is smaller than that without SA. These implies that the number of spontaneous braking can be suppressed by considering scope of awareness.

C. Vehicle Speed Estimation Error

When the drivers make mistakes in speed estimation by visual perception, then the drivers fails their lane changing. Therefore speed estimation error is a key factor of lane changing. Fig.5 shows the effect of speed estimation error to the lane changing (a) and to the spontaneous braking action (b) in the light traffic $\rho=0.25$, moderate traffic $\rho=0.5$, and heavy traffic $\rho=0.75$, respectively. Fig.5 (c) shows the ratio between both of lane changing and spontaneous braking.

It is obvious that the number of lane changing and spontaneous braking are increased with increasing of the speed estimation error. Also, the number of lane changing and spontaneous braking in light traffic condition is larger than that in moderate and heavy traffic conditions. The reason for this is that it is getting hard for lane changing and spontaneous braking when the traffic condition is getting heavy. Also, it may say that it is getting hard for lane changing and spontaneous braking when the speed estimation error is increased.
Fig. 5. Effect of speed estimation error to the lane changing manoeuvre (a) and to the spontaneous braking number (b) together with the ratio between both (c). These diagrams are simulated for the case $S_a=6$.

Lane changing is much influencing to traffic situation than spontaneous braking, in general. Speed estimation error in lane changing is much influencing than that in spontaneous braking. Fig.6 shows Space-Time diagrams with consideration of speed estimation errors in the visual perception based driver’s vehicle speed estimation raged from 0 to 1 for the light traffic condition ($SA=6$).

Through a comparison between Fig.4 and 6, it is found that traffic congestions seem to be independent to the speed estimation error and are happened occasionally. The phenomena of short-thin solid lines and wide solid lines also appear in these values of traffic density. The appearance of short-thin solid lines and the disappearance of wide solid line confirmed the conclusion that the short-thin solid line caused by the lane changing maneuver of another vehicle from adjacent lane so the subject vehicle has to make a spontaneous braking in order to avoid collision, and the wide solid line appeared as a result of deceleration into the minimum speed of the vehicle as the consequence of the reduced opportunities for lane changing maneuver.

V. SUMMARY AND CONCLUSION

The simulation model of the traffic cellular automata for representation of a driver behavior in a two lane highway is proposed. The term of scope awareness introduced to reflect
the certain area of roadway that is considered by the driver to make a perception of road condition. This perception includes the estimation speed of vehicles that are located within the scope-awareness distance prior to make a lane changing maneuver. The relation between flow-density and space-time are investigated in order to examine the effect of scope awareness parameter in the traffic flow. The followings are concluded through this study.

1) This model describes the realistic traffic situation, in particular for capturing the situation when driver make a lane changing maneuver. Compared to the conventional approach, the usage of scope awareness model approach produces a better flow of vehicles.

2) The various parameters of the scope awareness may represent the characteristic and the experience level of the drivers. The increases of the scope awareness value means the driver become much aware to estimate the road condition in a lane changing maneuver.

3) The proposed model reveals the phenomena of the short-thin solid line jam and the wide solid line jam in the traffic flow. It is found that the short-thin solid lines are the result of the lane changing maneuver of another vehicle from adjacent lane which makes the subject vehicle which has to make a spontaneous braking in order to avoid collision. As the result of this spontaneous braking, it is causing the other following vehicles which have to adjust or decrease their speed with the vehicle ahead. This action introduces a short queue of vehicles. On the other hand, a wide solid line appears as a result of the deceleration vehicle speed to the minimum speed of the vehicles as the consequence of the reduced lane changing chances. The chance reduction introduces a transient bottleneck effect.

4) The simulation results show that lane changing maneuvers with taking into account another vehicle speed could reduce the level of traffic congestion. However, in the heavy traffic (high dense) situation, the chance of a lane changing is small which results in traffic congestions. The simulation results show that when the driver become more aware during lane changing decision, then the traffic flow seems to behave a single lane traffic character. In the situation, the vehicles tend to decrease its speed rather than making a lane changing. Moreover, the results indicate that in the density level less than 75%, traffic congestion is reduced by managing of the driver behavior. Other than that, the management of driver behavior makes a significant impact. The simulation result can serve as a reference for transportation planning, evaluation, and control. Moreover, the result paves the way for accurate simulation of a more complex traffic system. Based on the result, the effect of road shape towards the vehicle deceleration is to be studied hereafter.
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Abstract—Dementia is a growing problem in societies with aging populations, not only for patients, but also for family members and for the society in terms of the associated costs of providing health care. Helping patients to maintain a degree of independence in their home environment while ensuring their safety is considered as a positive step forward for addressing individual needs of dementia patients. A common symptom for dementia patients including those with Alzheimer’s Disease and Related Dementia (ADRD) is sleep disturbance, patients being awake at night and asleep during the day. One of the problems with short time sleep disturbance in dementia patients is the possibility of accidental falls in the dark environment. An issue associated with un-hourly sleeping behavior in these patients is the lighting condition of their surroundings. Clinical studies indicate that appropriate level of lighting can help to restore the rest-activity cycles of ADRD patients. This study tackles this problem by generating machine learning solutions for controlling the lighting conditions of multiple rooms in the house in different hours based on patterns of behaviors generated for the patient. Several neural network oriented classification methods are investigated and their feasibilities are assessed with a collection of synthetic data capturing two conditions of balanced and unbalanced inter-class samples. The classifiers are utilized within two centric and distributed lighting control architectures. The results indicate the feasibility of the distributed architecture in achieving a high level of classification performance resulting in adequate control over lighting conditions of the house in various time periods.

Keywords—Smart Home; Ambient intelligence; Machine Learning; Distributed Learning

I. INTRODUCTION

Intelligent health-care technologies often include utilizing smart devices or systems tuned to operate optimally under some specific conditions, fuse and interpret information, and make decisions that benefit the patients’ care. In the context of smart home, such smart devices interact with each other through “plug and play” mechanisms, intelligent software agents and inter-connection messaging protocols. Smart home is an attractive concept with many potentials and applications in intelligent health-care due to its ability to provide cognitive assistance whenever required. In this study, we investigate feasibility of smart lighting control for improving living conditions of dementia patients in the context of smart home.

The effectiveness of traditional verbal commands/prompts may be questioned especially for individuals with advanced Alzheimer’s disease and Related Dementia (ADRD). Sleep disturbance is a common problem in ADRD patients that can cause possible accidental falls of patients in the dark environment [7]. It is reported that 40% of patients suffering from dementia also suffer from sleep disorder and being frightened from room darkness while being incapable of turning on the lights. Smart control over lighting conditions of patients’ surroundings can effectively improve their quality of life due to minimizing chances of such accidents while allowing the patients to be less dependent on constant presence of caregivers.

This study focuses on investigating the feasibility of machine learning solutions for controlling the lighting conditions of multiple rooms in the house in different hours. This is to be facilitated by creating patterns of behaviors for the patients and caregivers and tuning the lighting conditions to the patients’ needs. In a small scale (single room or a small house), fuzzy logic systems are ideal candidates for developing a smart lighting condition monitoring and controlling system due to their design simplicity and their performance accuracy. However, extending such designs to larger scales such as special hospitals with multiple patients and multiple rooms might be problematic due to the required tedious design adaptation stage.

In this study a distributed lighting control architecture is proposed and its feasibility is assessed against a commonly used centric architecture. The study considers a set of synthetic data and investigates the potential of several classification methods. In order to provide clear indication on overall performance of the system both balanced and unbalanced data sample conditions are considered.

The structure of this paper is as follows: related works are presented in Section II. The architectural design is reported in Section III. The procedures considered for generating the synthetic data that is utilized in this study are discussed in Section IV. The results are reported in Section V and the final conclusions and the future works are discussed in Sections VI and VII.
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II. RELATED WORK

In the context of smart lighting control, Nagy et al [6] proposed an occupant centric lighting control strategy that utilizes occupant specific set-points with fixed minimum and maximum illuminance threshold set to the satisfaction of each occupant. The results indicated that within a six weeks duration in an environment with 10 offices total of 37% energy savings is achieved using the proposed strategy.

Gopalakrishna et al [8] investigated the use of prediction methods (decision trees) for intelligent lighting control in an office environment. The study is conducted on the basis of synthetic data within a large environment with 2 different areas for resting and having informal meetings. Various sample sizes in the range of 100 to 50k are considered with each sample reflecting mixtures of six sensory inputs. Although systematic experimentation is carried out to identify the maximum number of samples required to make an informed decision, the results are questionable due to possible repetition of samples caused by limitations imposed from using non-numeric sensory values.

In the context of smart home and elderly care, Mahmoud et al [1] investigated implications of various soft computing approaches for generating patterns of occupancy behaviour and predicting upcoming abnormal behaviours. The study considered both synthetic and physical data and identified non-linear autoregressive network with exogenous inputs as an ideal type of recurrent neural network for the prediction and forecasting task.

Lotfi et al. [2] investigated the use of simple network of sensors to monitor the behavior elderly people suffering from dementia with a focus on improving their ability to live independently. Standard home automation sensors such as motion and door entry sensors are utilized. Abnormal behaviors are identified using the acquired data and recurrent neural network is employed to forecast the upcoming events and possible sensory readings. Utilizing such predictions, the system can detect changes in the status of the elderly and inform caregivers.

In the context of smart home, Dawadi et al [3] and [4] utilized a machine learning based approach for monitoring the well being of individuals and assessing their cognitive health. Combinations of principle component analysis, support vector machine, and logistic regression methods are utilized to assess the quality of an activity performed by participants. The study gathered sensory data from 263 participants and using the hybrid machine learning mechanism achieved a meaningful classification performance distinguishing two classes of dementia and cognitive healthy. The mixture of door, item, power usage, and motion sensors combined with activity time log are utilized to represent the activities conducted by participants. Similar study is conducted by Dawadi et al [5]. In the study sets of activities are defined and after their completions with participating elderly people, features representing each of the activities performed are assessed separately with machine learning based predictive models that are pre-trained only with features of such activity. The study considered Naive Bayse, J48, SMO, and Neural Network approaches among which Naive Bayse and Neural Network methods performed better than others.

III. SYSTEM ARCHITECTURE FOR DEMENTIA FRIENDLY SMART HOUSE

As mentioned earlier, in this study, a machine learning paradigm capable of providing intelligence control over lighting condition of a smart house is to be designed. Figure 1 depicts an schematic layout of the environment being consider in the study. In this study, two different designs are considered.

In the first architecture, a single learning mechanism, e.g., a variation of Artificial Neural Network (ANN), with sufficient number of output nodes that is capable of handling the lighting condition of all rooms in the house is considered. The layout of this architecture is depicted in figure 2. Although this architecture is commonly employed in literature, such an architecture suffers from lack of flexibility. That is, similar to a fuzzy-based controller, adaptation of such system to a larger scale problem, e.g. controlling the lighting condition of a hospital for example, is likely to be tedious and problematic.

In order to provide a flexible and reconfigurable learning mechanism capable of being adapted to larger scale problems with minimum adaptation effort, an alternative architecture is proposed. In this architecture, the lighting condition of each room in the house is to be controlled by a separate classifier. That is, in this architecture, the lighting control is distributed across the rooms in the house. The structural design of this architecture is illustrated in figure 3. In here, the learning is distributed across classifiers that are controlling the rooms’ lighting conditions. As a result, although the samples are to be representative of the status of the entire house, however, the expected reactions in terms of changes in the lighting conditions within each room are to be varied. This is facilitated by providing separated labels for each room with each sample (training and/or testing). The resulting distributed architecture
is highly flexible and re-scalable.

IV. SYNTHETIC DATA

This section presents the procedures followed for generating the synthetic data. In this study, following sensory inputs are considered:

- Light Detection Range (LDR) sensor: The range of sensory outputs for this sensor is assumed to be varied by time. That is, the 24 hour (day) is divided to 6 equal length periods (4 hours length each). The sensory reading within each period follows normal distribution within period-specific ranges. These periods, their associated ranges and values are presented in table I.

- Thermal camera: The camera detects whether the patient or the caregivers are present in a room. Considering a house with 4 rooms, a binary representation is utilized in which bits with 0 and 1 values respectively represent absence and presence of patient and/or caregivers.

- Displacement sensor: the sensor detects if the patient is on bed. Similar to the LDR sensor, 6 periods of 4 hours long are considered and the sensory readings within each period follow normal distribution within a certain range. These periods and their associated ranges are presented in table II. Although all the ranges are selected arbitrary however, they are deliberately set to overlap each other.

In this study, each sample represents sensory readings originating from LDR, displacement and thermal sensors. The study considers sets of 100 datasets, each containing 100 random training samples and 10 random testing samples. Figure 4 depicts the rules utilized for generating room specific labels for each sample. Two sets of datasets capturing balanced and unbalanced condition within inter classes of ‘Lights Off’, ‘Half Bright’ and ‘Lights On’ are considered. The choice of considering both balanced and unbalanced conditions is made due to difficulties associated with conducting complete recording sessions with patients suffering from dementia. That is, in such patients, it often happens that the data collection procedures are left uncompleted with only a sub-set of samples recorded due to inability or unwillingness of the patients to finish the tasks or recording sessions. As a consequence, it is considered advantageous for a system to be able to maintain some degree of efficiency with both balanced and unbalanced sampling conditions.

V. EXPERIMENTS & RESULTS

As mentioned in previous sections, two neural network oriented architectures of centric and distributed are considered in this study. Two sets of experiments are considered in this section to help investigating the feasibility of these two architectures with unbalanced and balanced synthetic datasets. Four well-known variations of ANN (Perceptron, Single hidden layer feed-forward neural network (SLNN) with 80 hidden nodes, Probabilistic neural network (PNN) and Multilayer feed-forward back-propagation neural network (MLNN) with three hidden layers with 40, 20 and 20 nodes in each hidden layer respectively) are considered.
TABLE I: The time periods and the associated sensory value ranges for LDR sensor

<table>
<thead>
<tr>
<th>Time</th>
<th>Range</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.00-4.00</td>
<td>[0,1.5]</td>
<td>Dark: LDR &lt; 1.5</td>
</tr>
<tr>
<td>4.00-8.00</td>
<td>[1.5,4]</td>
<td>Half Bright: 1.5 ≤ LDR &gt; 2.5</td>
</tr>
<tr>
<td>8.00-12.00</td>
<td>[2.5,4]</td>
<td>Bright: LDR ≥ 2.5</td>
</tr>
<tr>
<td>12.00-16.00</td>
<td>[4.1.5]</td>
<td></td>
</tr>
<tr>
<td>16.00-20.00</td>
<td>[2.4]</td>
<td></td>
</tr>
<tr>
<td>20.00-24.00</td>
<td>[2.5,1.5]</td>
<td></td>
</tr>
</tbody>
</table>

TABLE II: The time periods and the associated sensory value ranges for displacement sensor

<table>
<thead>
<tr>
<th>Time</th>
<th>Range</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.00-4.00</td>
<td>[0,2]</td>
<td>Sleeping on the bed ≤ 2</td>
</tr>
<tr>
<td>4.00-8.00</td>
<td>[0,3]</td>
<td>Not sleeping on the bed &gt; 2</td>
</tr>
<tr>
<td>8.00-12.00</td>
<td>[2,3]</td>
<td></td>
</tr>
<tr>
<td>12.00-16.00</td>
<td>[1,3]</td>
<td></td>
</tr>
<tr>
<td>16.00-20.00</td>
<td>[2,3]</td>
<td></td>
</tr>
<tr>
<td>20.00-24.00</td>
<td>[1,2]</td>
<td></td>
</tr>
</tbody>
</table>

A. Experiment 1: Unbalanced Data, Centric Architecture

The first experiment investigates the feasibility of the proposed architectures under unbalanced sampling condition. To do so, sets of 100 datasets utilized in this experiment are deliberately altered in a way to lack inter class balance within samples. That is, in all datasets, high percentage of samples in training and testing sets represent ‘Lights Off’ class. In the training set, the percentage of samples reflecting ‘Lights Off’ class in rooms one to four are set to 90%, 70%, 68% and 68% respectively. This distribution is in the range of 75%, 65%, 60% and 60% across rooms one to four respectively in the testing sets.

The overall results achieved with the centric architecture is reported in figure 5. In order to provide consistency with the distributed architecture in terms of general performance visualization, the performances are broken-down between rooms. The results indicate overall superiority of PNN across rooms closely followed by MLNN. A clear performance difference is observed between the first room (the room with a bed for the dementia suffering patient) and the other three rooms in the house.

Applying N-way ANOVA to the results revealed statistical significance across classifiers (p=1.61728e⁻¹⁰³) and rooms (p=8.0147e⁻¹¹⁷) and their interactions (p=1.43541e⁻¹²). Between classifiers, Perceptron and SLNN are significantly different from each other and PNN and MLNN while the former two lack statistical significance from each other. Between rooms, rooms 1 and 2 are significantly different from each other and rooms 3 and 4 while the former two only lack significant difference from each other. Considering unbalance/unequal distribution of training and testing samples, as observed in previous section, it is important to further investigate the results in order to gain better understanding of performances achieved by different classifiers. This section utilizes confusion matrix to illustrate the differences on true positive (TP), true negative (TN), false positive (FP) and false negative (FN) conditions with each classifier for conditions of lights off, half bright and lights on. The results are depicted in figures 6 and 7. The results highlight inefficiency of the classifiers due to their inability to avoid False Positive (FP) and False Negative (FN) conditions across all classes and all rooms.
B. Experiment 1: Unbalanced Data, Distributed Architecture

In this section the classification performance achieved with the introduced distributed architecture using the generated unbalanced synthetic data are reported. The results are illustrated on the basis of average accuracy achieved and it is categorized on the basis of the rooms in the house (see figure 8). As mentioned in previous sections, the classification approaches considered in the study includes Perceptron, Single-Layer NN, Probabilistic NN, and Multi-Layer NN. First, the differences between the performances achieved with various classifiers in each room are discussed and later the inter-class performance of the classifiers are reported.

The results indicate overall superiority of PNN across rooms followed by MLNN. Considering the best performing classification method in experiment 1, e.g. PNN, comparison between results presented in figures 5 and 8 indicate a clear advantage over using the distributed architecture. It is noteworthy that unlike the clear performance difference of PNN observed across rooms in centric architecture, such performance degradation is less obvious when the distributed architecture is utilized.

Applying N-way ANOVA to the results revealed statistical significance across classifiers ($p=3.81547e^{-132}$) and rooms ($p=5.44377e^{-8}$) and their interactions ($p=2.03979e^{-25}$). The results indicate statistical significance among all classifiers and all rooms. Figures 9 and 10 present inter-class confidence of the classifiers using a representation inspired by table of confusion. It is noteworthy that Perceptron, SLNN, and MLNN are performing similarly on both centric and distributed architectures. However, PNN improved its performance under distributed architecture by reducing number of FPs and increasing the number of TPs across rooms under ‘Lights On’ and ‘Half Bright’ classes in addition to reducing FNs and increasing TNs under ‘Lights Off’ class.

The low number of TP and high number of TN instances on both ‘Lights On’ and ‘Half Bright’ classes are justifiable with the training and testing samples inter-class distributions. As mentioned earlier, the class distributions on both training and testing sets are highly biased towards having a high number of ‘Lights Off’ (over 70% and 60% in training and testing sets respectively) samples. That is, the training samples used to train the classifiers to predict the lighting condition of rooms are heavily unbalanced with lights off condition having con-
Fig. 11: Average classification accuracy achieved with the centric architecture on balanced datasets across four rooms in the house using variations of ANN.

C. Experiment 2: Balanced Data, Centric Architecture

Considering that the results of TP, TN, FP, and FN conditions in experiment 1 indicated the variation in the performance across classifiers due to having unbalance/unequal number of training samples from different classes, the conclusion of PNN being the best performing classifier is at best restricted to the condition of lacking adequate balance between training samples. In order to better understand the feasibility of these methods for the dementia-friendly smart home scenario identified in the study, in here, the first experiment is repeated with new sets of synthetic datasets with balanced training and testing samples.

Figure 11 reports average classification performances (across 100 datasets) achieved by the classifiers under centric architecture with balanced datasets. The results indicate consistent average classification performance across classifiers in all rooms with the exception of PNN that reached to the best average classification performance in room 1 while it consistently performed poorly in all other rooms. From comparison of results presented in figures 5 and 11 it is noteworthy that with the exception of PNN, all other classifiers have considerable improvement in their average classification performances across all rooms with MLNN showing the highest performance improvement. It is also noteworthy that with the exception of room 1 in which PNN outperformed all other methods, a considerable performance degradation is observed in PNN in all other 3 rooms.

Closer look at the differences between reported inter-class performances in figures 12, 13 and 6, 7 reveals a noticeable increase in FPs across rooms 2 and 4 in ‘Lights On’, ‘Half Bright’ and ‘Lights Off’ conditions with PNN. This phenomenon is followed by considerable increased TPs in rooms 1 and 3 under ‘Lights On’ and ‘Half Bright’ conditions. Finally, it is noticeable that although PNN reported increment TN in rooms 1 and 3 under ‘Lights Off’ condition, the decrement in TNs across all rooms under that condition is another reason behind the declined classification performance. Unlike PNN, MLNN showed consistent decrease of FNs and increased TNs in most cases. Similarly, SLNN reported declines in FPs and FNs and increases in TPs and TNs (only under ‘Lights Off’ condition).

Applying N-way ANOVA to the results revealed statistical significance across classifiers (p=0) and rooms (p=0) and their interactions (p=0). The results indicate statistical significance among all classifiers. Between rooms, with exception of rooms 1 that is significantly different from all other rooms, no other statistical significance is observed.

D. Experiment 2: Balanced Data, Distributed Architecture

This section replicates the previous experiment by utilizing distributed architecture. Figure 14 depicts the classification performance achieved by various classification methods in each room (averaged across all synthetic datasets). Similar to previous experiment, the datasets have inter-class balance in their training and testing sets.

Comparison between results achieved with the centric (figure 11) and the distributed (figure 14) architectures indicate clear performance improvement when the distributed
architecture is utilized (under inter-class balanced datasets). In addition, the consistencies across rooms and classifiers are noteworthy. Comparison between results achieved with balanced and unbalanced synthetic datasets using the distributed architectures (figures 14 and 8 respectively) indicate clear performance improvements across all classifiers in all rooms with the exception of Perceptron which demonstrated decreased performance in the first room and neglect-able performance increase in all other rooms under balanced dataset. Considering the differences between reported inter-class performances in figures 12,13 (centric architecture with inter-class balance datasets) and figures 15 and 16 indicate slight decrement of FN and slight increment of TP across all rooms in SLNN under ‘Lights On’ and ‘Half Bright’ classes. PNN illustrated considerable increase in TN and noticeable decrease in FN in rooms 2 and 4 under ‘Lights Off’ class in addition to considerable decrease of FP and noteworthy increase of TP in rooms 2 and 4 under ‘Lights On’ and ‘Half Bright’ classes. This phenomenon resulted in major improvement in classification performance of PNN when distributed architecture is utilized. Perceptron and MLNN did not illustrated any major difference in their inter-class performances across the two architectures.

Considering the inter-class performance differences of classifiers reported in figures 9 and 10 (distributed architecture with inter-class unbalanced datasets) and figures 15 and 16 (distributed architecture with inter-class balanced datasets) a clear decrement of FPs and FNs in addition to a clear increment of TNs and TPs are observed across all rooms with all classifiers across all three classes of ‘Lights On’, ‘Half Bright’ and ‘Lights Off’. This is with the exception of Perceptron which reported increased FNs under ‘Lights Off’ class, increased FPs under ‘Half Bright’ class and increased TPs under ‘Lights On’ class.

Applying N-way ANOVA to the results revealed statistical significance only within classifiers (p=0) while no such significant difference is observed across rooms (p=0.1518) or the interactions of rooms and classifiers (p=0.4434). The results indicate statistical significance among all classifiers.

VI. CONCLUSION

Dementia is a growing problem in societies with aging populations due to intense level of care required and the associated costs in order to facilitate such care. Providing a safe environment in which the dementia patients (who are in the earlier stages of the disease) can live independently can improve the patients quality of life. Sleep disturbance is a common symptom in dementia patients. Patients inability to turn on the light by themselves, being frightened by room darkness, and possible accidental falls are some of the issues associated to such sleep disturbance. Clinical studies indicate that appropriate level of lighting can help to restore the rest-activity cycles of these patients. This study proposed a distributed learning mechanism on the backbone of machine learning solutions to address the required lighting control. The proposed architecture considered a collection of learning methods (classifiers) each being responsible to handle the lighting condition of a single room in the house. This architecture is scalable and provides efficient and smart control over lighting condition of multiple rooms in the house. An alternative lighting control architecture, called centric architecture, that employs a single learning mechanism, e.g. a classifier, to control the lighting condition of all rooms in the house is considered to assess feasibility of the proposed distributed architecture.

Four classification methods are considered and their feasibilities are assessed using a collection of synthetic data. Two sets of experiments reflecting balanced and unbalanced data sampling scenarios for a smart house with four rooms are designed. The samples reflected multiple scenarios with
possibility of having a dementia patient and caregiver in different rooms of the house. The results indicated the feasibility of such distributed control approach for controlling the lighting conditions of multiple rooms irrespective to each other. Probabilistic neural network is identified as the most feasible classification method for such an architecture.

VII. Future Work

Several future directions can be considered for the current study including assessing the robustness of the distributed architecture proposed in this study in higher scale environments such as special dementia facilities and hospitals with multiple patients with higher variety of patients’ behavioural patterns. Another possible future direction is to introduce more complex scenarios capturing more than three lighting conditions (e.g., Lights on, Lights off, and Half Bright) as well as extending the current architecture to cover multi-objective scenarios in which in addition to addressing the lighting needs of the patients and caregivers the overall energy consumption is reduced. The stated future directions are in addition to obvious necessity of assessing the feasibility of the architecture proposed in the study against real-world data to be captured from activities of real patients interacting with the system.
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