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Abstract—Data mining, a branch of computer science [1], is the 

process of extracting patterns from large data sets by combining 

methods from statistics and artificial intelligence with database 

management. Data mining is seen as an increasingly important 

tool by modern business to transform data into business 

intelligence giving an informational advantage. Biomedical text 

retrieval refers to text retrieval techniques applied to biomedical 

resources and literature available of the biomedical and 

molecular biology domain. The volume of published biomedical 

research, and therefore the underlying biomedical knowledge 

base, is expanding at an increasing rate. Biomedical text retrieval 

is a way to aid researchers in coping with information overload. 

By discovering predictive relationships between different pieces 

of extracted data, data-mining algorithms can be used to improve 

the accuracy of information extraction. However, textual 

variation due to typos, abbreviations, and other sources can 

prevent the productive discovery and utilization of hard-

matching rules. Recent methods of soft clustering can exploit 

predictive relationships in textual data. This paper presents a 

technique for using soft clustering data mining algorithm to 

increase the accuracy of biomedical text extraction. Experimental 

results demonstrate that this approach improves text extraction 

more effectively that hard keyword matching rules. 

Keywords-Data mining; Biomedical text extraction; Biomedical text 

mining. 

I.  INTRODUCTION 

This paper aims to use data mining techniques to extract 
text from biomedical literature with reasonably high recall and 
precision. In recent years, along with development of 
bioinformatics and information technology, biomedical 
technology grows rapidly. With the growth of the biomedical 
technology, enormous biomedical databases are produced. It 
creates a need and challenge for data mining. Data mining is a 
process of the knowledge discovery in databases and the goal is 
to find out the hidden and interesting information [3]. The 
technology includes association rules, classification, clustering, 
and evolution analysis etc. Clustering algorithms are used as 
the essential tools to group analogous patterns and separate 
outliers according to its principles that elements in the same 
cluster are more homogenous while elements in the different 
ones are more dissimilar [2]. Furthermore, data mining 
algorithms do not need to rely on the pre-defined classes and 
the training examples while classifying the classes and can 
produce the good quality of clustering, so they fit to extract the 
biomedical text better. A major challenge for information 

retrieval in the life science domain is coping with its complex 
and inconsistent terminology. In this paper we try to devise an 
algorithm which makes word-based retrieval more robust. We 
will investigate how data mining algorithms based on 
keywords affects retrieval effectiveness in the biomedical 
domain. We will try to answer the following research question 
in this paper “How can the effectiveness of word-based 
biomedical information retrieval be improved using data 
mining algorithm?” 

 

 

Figure 1: Text extraction from Biomedical literature base 

II. BACKGROUND 

Biomedical text extraction refers to text mining applied to 
texts and literature of the biomedical and molecular biology 
domain. It is a rather recent research field on the edge of 
natural language processing, bioinformatics, medical 
informatics and computational linguistics. 

There is an increasing interest in text mining and 
information extraction strategies applied to the biomedical and 
molecular biology literature due to the increasing number of 
electronically available publications stored in databases. 

The main developments in this area have been related to the 
identification of biological entities (named entity recognition), 
such as protein and gene names in free text, the association of 
gene clusters obtained by microarray experiments with the 
biological context provided by the corresponding literature, 
automatic extraction of protein interactions and associations of 
proteins to functional concepts (e.g. gene ontology terms). 
Even the extraction of kinetic parameters from text or the 
subcellular locations of proteins have been addressed by 
information extraction and text mining technology. 

The optimal retrieval of a literature search in biomedicine 
depends on the appropriate use of Medical Subject Headings, 
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descriptors and keywords among authors and indexers. We 
hypothesized that authors, investigators and indexers in four 
biomedical databases are not consistent in their use of 
terminology in Complementary and Alternative Medicine. 

The increasing research in Complementary and Alternative 
Medicine and the importance placed on practicing evidence-
based medicine require ready access to the biomedical 
scientific literature. The optimal retrieval of a literature search 
in biomedicine depends on the appropriate use of Medical 
Subject Headings, descriptors and keywords among authors, 
indexers, and investigators [4]. It has been recognized that 
available online databases for biomedical domain differed in 
their thesaurus construction and indexing procedures, making 
effective and efficient searching difficult [5]. 

In this paper we try to employ an algorithm that extracts the 
biomedical texts fro the biomedical database based on the some 
data mining algorithm. Our approach first identifies the 
keywords contained in the biomedical database and then 
clustering these keywords to group all the text that fall into the 
category of the given keyword i.e. if that keyword is being used 
for searching the returned cluster for that particular keyword 
will contain all the text corresponding to that keyword. 

III. METHOD 

Text mining is defined as the automatic discovery of new, 
previously unknown, information from unstructured textual 
data. This process is done in three steps: information retrieval, 
information extraction and data mining. A primary reason for 
using data mining for biomedical text is to assist in the analysis 
of collections of the available biomedical text. Biomedical data 
is vulnerable to co linearity because of unknown interrelations. 
The analysis in this paper will be augmented by using 
experiment-based approach.  

Before data mining algorithms can be used, a target data set 
will be assembled. As data mining can only uncover patterns 
already present in the data, the target dataset must be large 
enough to contain these patterns. Pre-process is essential to 
analyze the multivariate datasets before clustering or data 
mining. The target set is then cleaned. Cleaning removes the 
observations with noise and missing data. 

The biomedical data available with us is first put into a data 
warehouse. Before putting the data in the data warehouse the 
keyword extraction algorithm is used to find out the keywords 
from the full text. This keyword extraction uses partial parser 
to extract entity names (gene, protein names etc). This parser 
uses linguistic rules and statistical disambiguity to achieve 
greater precision.  

The data is then organized into clusters. Clustering is the 
task of discovering groups and structures in the data that are in 
some way or another "similar", without using known structures 
in the data. The clusters will be created based on the keywords 
extracted from our biomedical text. These clusters will be 
created using fuzzy C mean algorithm. The fuzzy c-means 
algorithm is one of the most widely used soft clustering 
algorithms. It is a variant of standard k-means algorithm that 
uses a soft membership function. Fuzzy C-Means (FCM) 
clustering algorithm is one of the most popular fuzzy clustering 

algorithms. FCM is based on minimization of the objective 
function Fm(u, c): 

 

FCM computes the membership uij and the cluster 

centers cj by: 

 

 

where m, the fuzzification factor which is a weighting 
exponent on each fuzzy membership, is any real number 
greater than 1, uij is the degree of membership of xi in the 
cluster j, xi is the ith of d-dimensional measured data, cj is the 
dimension center of the cluster, d2(xk,ci)is a distance measure 
between object xk and cluster center ci, and ||*|| is any norm 
expressing the similarity between any measured data and the 
center. 

The FCM algorithm involves the following steps: 

1. Set values for c and m 

2. Initial membership matrix U= [uij], which is U(0) (|i| = 

number of members, |j| = number of clusters) 

3. At k-step: calculate the centroids for each cluster through 

equation (2) if k ≠ 0. (If k=0, initial centroids location by 

random) 

4. For each member, calculate membership degree by equation 

(1) and store the information in U(k) 

5. If the difference between U(k) and U(k+1) less than a certain 

threshold, then STOP; otherwise, return to step 3. 

IV. PROPOSED MODEL 

Clustering is the process of organizing objects into groups 
whose members are similar in some way. It can be considered 
the most important unsupervised learning problem which deals 
with finding a structure in a collection of unlabeled data. A 
cluster is therefore a collection of objects which are “similar” 
between them and are “dissimilar” to the objects belonging to 
other clusters. Hard clustering is the techniques in which any 
pattern can be in only one cluster at any time. Soft clustering is 
the technique which permits patterns to be in more than one 
cluster at any time. There are various clustering approaches that 
can be applied to cluster the biomedical keywords extracted 
from full text articles, some of them are k-means, k-median, 
Hierarchical Clustering Algorithm, Nearest Neighbor 
Algorithm etc. Here we are using modified fuzzy C mean 
clustering algorithm. 
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Here the proposed algorithm is responsible for extracting 
keywords present in the full text biomedical article store these 
keywords in a relation. Then the actual work of algorithm 
begins, it starts clustering of keywords. The algorithm initially 
picks some keywords that are extracted. It groups the full text 
articles based on these keywords. It means each cluster 
contains only those articles which contain that keyword as their 
part. Then it starts using fuzzy C mean clustering to combine 
the clusters together on some similarity measure. Here we 
combine two clusters if their similarity measure is greater than 
or equal to a specified threshold value. The proposed 
Algorithm repeats this process until no more changes are made 
to the clusters. Finally the proposed algorithm stores all the 
clusters in an xml file. Here our motive to extract all the full 
text articles which may be relevant for the user providing the 
search string, for this out of all clusters the cluster with largest 
number of articles is our target. 

V. PROPOSED ALGORITHM 

The proposed algorithm will take a complete list of all the 
biomedical articles and the output will be the XML files 
containing the clusters created using fuzzy c mean algorithm on 
keywords. 

Input: List of full text biomedical articles. 

Output: XML files containing the created clusters. 

Algorithm 

1. Read the next article in the list of biomedical text 

2. Read the full text article 

3. Extract the keywords from the article using KEA 

algorithm 

4. Refer to the biomedical lexicon and discard the irrelevant 

keywords 

5. Put the data in following relation so that the full text can 

be retrieved later using keywords only 

 

6. Go to step 1 and repeat till all the articles in the list of 

biomedical articles are processed. 

7. Use the fuzzy c-means algorithm to create clusters on 

keywords. 

8. Save the article clusters in form of an XML file(containing 

articles IDs). 

 
Note: The relation created step 6 will be used at the time of 

retrieval. Whenever the biomedical database is searched for 
any word the cluster containing the matching keywords is 
returned. The respective full text and other details 
corresponding to the returned cluster can be retrieved using this 
relation. 

VI. RESULT 

The experiments were performed on the test application 
developed in .Net 2.0. The database contains all the article 

entries populated manually from the web resources like 
“http://www.medilexicon.com” and few more, starting with 
letter „A‟. 

The search was performed using the traditional keyword 
based search algorithm and compared with the proposed 
algorithm. The snapshot for asset of search results is shown in 
Figure 2. 

Given the same data for text extraction, the proposed 
algorithm seems to be retrieving approximately 69% more 
relevant search results than the keyword based searching. 
Figure 3 illustrates the improvement achieved using the 
proposed algorithm. 

 

 
Figure 2: Comparison of results using traditional and proposed algorithm 

 

 
Figure 3: Improved text extraction using proposed algorithm 

VII. CONCLUSION 

Extraction of text from biomedical literature is an essential 
operation. Given that there have been many text extraction 
methods developed; this paper presents a novel technique that 
employs keyword based article clustering to further enhance 
the text extraction process. The development of the proposed 
algorithm is of practical significance; however it is challenging 
to design a unified approach of text extraction that retrieves the 
relevant text articles more efficiently. The proposed algorithm, 
using data mining algorithm, seems to extract the text with 
contextual completeness in overall, individual and collective 
forms, making it able to significantly enhance the text 
extraction process from biomedical literature. 
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