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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.
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A Hazard Detection and Tracking System for People
with Peripheral Vision Loss using Smart Glasses and
Augmented Reality

Ola Younis!, Waleed Al—NuaimyQ, Mohammad H. Alomari®

The School of Electrical Engineering
Electronics and Computer Science
University of Liverpool, United Kingdom

Abstract—Peripheral vision loss is the lack of ability to
recognise objects and shapes in the outer area of the visual field.
This condition can affect people’s daily activities and reduces
their quality of life. In this work, a smart technology that
implements computer vision algorithms in real-time to detect
and track moving hazards around people with peripheral vision
loss is presented. Using smart glasses, the system processes
real-time captured video and produces warning notifications
based on predefined hazard danger levels. Unlike other obstacle
avoidance systems, this system can track moving objects in real-
time and classify them based on their motion features (such as
speed, direction, and size) to display early warning notification.
A moving camera motion compensation method was used to
overcome artificial motions caused by camera movement before
an object detection phase. The detected moving objects were
tracked to extract motion features which were used to check
if the moving object is a hazard or not. A detection system
for camera motion states was implemented and tested on real
street videos as the first step before an object detection phase.
This system shows promising results in motion detection, motion
tracking, and camera motion detection phases. Initial tests have
been carried out on Epson’s smart glasses to evaluate the real-
time performance for this system. The proposed system will be
implemented as an assistive technology that can be used in daily
life.

Keywords—Peripheral vision loss; vision impairment; computer
vision; assistive technology; motion compensation; optical flow;
smart glasses

I. INTRODUCTION

Age-related macular degeneration (AMD), cataract and
glaucoma are the leading causes of blindness worldwide [1].
Central vision loss is caused by AMD and cataract while glau-
coma affects mainly the peripheral vision [1]. Vision problems
can involve visual acuity, visual field, and colour impairments
[2]. Visual acuity problems due to central causes such as
refractive errors and cataract can be corrected. Visual field loss
caused by brain injury or other diseases such as glaucoma is
typically irreversible and non-corrected by traditional solutions
as eyeglasses and lenses[3].

The human field of vision consists of different areas which
are used to see varying degrees of details and accuracy about
the surrounding environment. Central vision is where objects
are clearly and sharply seen and used to perform most of
the daily activities. This vision comprises around 13 degrees.

Fiona Rowe*
Institute of Psychology, Health and Society
Department of Health Services Research
University of Liverpool, United Kingdom

Far peripheral

Fig. 1. Human field of view (FOV) for both eyes showing different levels
of peripheral vision

The second type is the peripheral vision used to detect larger
contrasts, colours and motion and extends up to 60 degrees
nasally, 107 degrees temporally, 70 degrees down and 80
degrees up for each eye [3]. The human visual field of view
for both eyes showing different types of peripheral vision is
shown in Fig. 1. It is important to mention that human beings
don’t see in full resolution. Instead, we see fine details using
the central vision only, whereas in the peripheral vision we see
only significant contrasts, colours and recognise motion.

Peripheral vision loss is the absence of outer vision (in-
ward, outward, upward or downward) to varying degrees while
the central vision is preserved. Tunnel vision is considered to
be the extreme case of peripheral vision loss, where the only
part that the person can see is a small (less than 10 degrees)
circle in the middle of the central vision as shown in Fig. 2.
Core routines such as driving, crossing the road, reading, social
activities and other daily actions may become very hard if not
impossible for some people [4], [5].

Visual field tests (Perimetry) are examinations that measure
visual functions for both eyes to clearly define the blind and
seeing areas for each person [6]. Eye specialists interpret
perimetry results manually to have an idea about a person’s
medical condition.

Since many people with peripheral vision loss retain some
seeing areas in their visual field, a system that helps them to
maximise the residual vision in daily life would be useful.

www.ijacsa.thesai.org
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Fig. 2. Normal Vs. Tunnel vision example. The top picture shows a healthy
vision, and the bottom image shows how a tunnel vision person could see the
same scene.

This solution should differentiate between a person’s blind
and healthy areas using personal perimetry results. Further-
more, it will generate notifications if there are any potential
hazards (moving or stationary) in a person’s blind area.

Developing smart technology to help in healthcare sys-
tems is becoming increasingly important. Different types of
wearable assistive technologies have been implemented to help
people who have vision problems including devices to be worn
on several body parts such as the head, chest, fingers, feet, and
ears.

Information captured by head-mounted sensors such as
cameras can provide a trusted input resource for processing
units to define the potential hazards or threats in a person’s
surroundings. The considerable growth in data processing
functionalities in terms of speed, power and data storage can
allow people to wear assistive technology in daily life to help
cope with their disabilities and defects.

In the case of vision problems, video cameras can be used
to capture the surrounding environment information and send
this to a processing unit where it generates feedback that
enhances the awareness of surroundings. Many smart tech-
nologies have been designed to help with navigation, motion
detection, quality enhancement and other visual improvements

[7].

Computer vision algorithms and techniques have been
developed that can recognise, track and classify different types
of objects in real-time. A wide diversity of daily applications
use these technologies such as video surveillance, augmented
reality, video compression and robotic design and implemen-
tation. Due to the fast growth in smart mobile development,
computer vision algorithms are now available on small, cheap

Vol. 10, No. 2, 2019

and high technology devices.

It is essential to mention the difference between virtual
and augmented reality. Virtual Reality (VR) is the technology
of creating virtual worlds that the user can interact with [8].
VR systems generally require a helmet or goggles. Famous
examples are the Oculus Rift by Oculus [9] and HTC Re Vive
by HTC [10].

Augmented Reality (AR) is the technology of superim-
posing computer-generated information, images or animations
over a real-world images or video [11], [12]. Current AR
implementations are mostly based on mobile applications.
Some interesting examples of AR systems are Sony’s Smart
Eyeglass and the Microsoft Hololens. For more details about
these examples, the reader is advised to refer to Al-Ataby et
al. [13]

Both VR and AR technologies are similar in the goal
of enhancing the user’s cognitive knowledge but follow a
completely different approach. AR systems tend to keep the
user in the real world while letting them interact with virtual
objects whereas a VR user is immersed in a completely
virtual world. The significant difference between augmented
reality systems and other systems that provide superimposition
is the user’s ability to interact with the computer-generated
information [12].

In this work, the main aim is to develop a computer vision
system to help people with peripheral vision loss. Using smart
glasses and computer vision algorithms, we designed a system
that recognises any moving object and classifies it to determine
its danger level. Notifications appear in a person’s residual field
of vision in which the output is projected to. The main aim
is to generate meaningful warning messages that are reliable
and in the best visual position to warn the person about any
possible obstacle/hazard.

This paper is structured as follows: In Section 1, we report
a review of the related literature. A description of the proposed
system is presented in Section 2. Exploratory evaluation ex-
periments are presented and analysed in Section 3. Finally,
research findings and conclusions and recommendations for
future work are provided in Section 4.

II. LITERATURE REVIEW

Since 2001, a group at Harvard Medical School devel-
oped a device that produced an augmented reality vision
for people with severe peripheral vision loss (tunnel vision)
[14]. The device comprises a wide-angle camera and one
display unit that projects a processed image (cartoon style)
from the camera on the regular (healthy) vision. The device
was tested on healthy and vision impaired people and results
showed improvements of self-navigation and object finding for
both cases. The authors also noted that some problems were
reported by patients regarding gaze speed reduction.

In 2010 and based on the simultaneous localisation and
mapping (SLAM) algorithms, a stereo vision based naviga-
tional assistive device that helps visually impaired people to
scan the surrounding scene was developed in the University of
Southern California, Los Angeles. Data captured by the stereo
camera was processed to create tactile cues that alerted the
user via microvibration motors to help avoid possible obstacles

www.ijacsa.thesai.org
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and provide a safe route to reach the destination. This work
was tested on people with vision loss and the results showed
that the presented device could lead vision impaired people to
avoid obstacles in their path with the minimal cognitive load.
However, this device is very basic in terms of detection angle
[15].

A real-time head-mounted display system with a depth
camera and software to detect the distance to nearby objects
was developed by a group of researchers at Oxford University
[16]. The display unit was made of 24x 68 colour light emitting
diodes comprised of three 60 mm LED matrices and attached
to the front of a pair of ski goggles. The distance between
the user and objects was captured by a depth camera. The
system used an algorithm that created a depth map and then
converted it to an image that the user could see after increasing
the brightness of the closer objects. The system could detect
objects between 0.5-8 meters. The research group performed
two types of experiments; one for sighted people and the
second for severely sight-impaired individuals to test their
ability to walk and avoid obstacles while wearing these glasses.
The authors reported that all the participants could receive
response to objects in their visual field [16].

Between these project periods, many previous studies were
conducted to apply computer vision concepts and techniques
to help people who suffer from vision problems [17] [18] [19].
These solutions were designed to help patients to find a safe
path and avoid obstacles using different types of algorithms
and adequate hardware. The main objective for most computer
vision systems is to highlight different types of objects around
the person and prevent collisions or falls. Alarms are generated
using different types of sensors like sound and vibration.
Because most of these solutions have been for totally blind
people, only a few of them use visual alarms.

In 1979, Netravali et al. [20] presented a recursive algo-
rithm that minimised the prediction error of the moving object
displacement estimation process for a television scene. Later
in 1990, Brandt et al. [21] modelled the camera ego-motion for
motion estimation and compensation. The proposed approach
tracked moving objects with a moving camera by integrating
background estimation techniques, Kalman filtering, autore-
gressive parameter estimation, and local image matching.

Moving objects in videos captured by a moving camera
were positioned and tracked using a technique that applies
an active contour model (ACM) with colour segmentation
methods [22]. The authors used a matching approach based
on an object’s area such that the target feature points are
tracked over time. The proposed system was tested by several
experiments while mounting the video system on a helicopter
or a moving car, and promising results were reported.

Vavilin and his colleagues [23] proposed an approach that
tracks local image regions over time to detect moving objects
and camera motion estimation. A triangular grid of feature
points was composed and optimised from the first frame in the
video sequence to reflect those regions with more details. Then
to extract a tracking feature vector in the next frame, a colour
distribution model was generated based on the neighbourhood
feature points, and the grid was used to initiate the process at
the new frame. A motion field, representing the camera motion
parameters, was then formed based on the motion estimation
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from the grids of both frames.

Camera motion estimation methods have been used for ve-
hicle tracking with moving cameras [24]. The authors proposed
a background suppression algorithm to minimise the effect of
strong wind and vibrations of the high pillars that mount the
camera systems.

A homography transformation-based motion compensation
method has been used for a moving camera background
subtraction [25]. The authors calculated the movement optical-
flow based on grid key-points and achieved a fast processing
speed. They worked in real time with 56 frames/second
with three components of background segmentation: candidate
background model, candidate age, and the background model.

A new approach reported the use of the Color Difference
Histogram (CDH) in the background subtraction algorithm
[26]. This method compares colour variations between a pixel
and its local neighbours, reducing the number of false detec-
tions. Then, a Gaussian membership function was used for
fuzzification of the calculated difference, and a fuzzy CDH
based on fuzzy c-means (FCM) clustering was implemented.
The tested algorithm provided an enhanced detection perfor-
mance of 0.894 Matthew’s correlation coefficient (MCC) and
99.08% percentage of correct classification (PCC).

Background subtraction with an adaptive threshold value
was proposed to detect moving objects on a conveyor belt[27].
The authors proposed a combined frame difference and back-
ground subtraction method with an adaptive threshold that
was calculated using the Otsu method and the detection
performance was improved reaching 99.6% accuracy compared
with the fixed threshold methods.

A literature review for the detection of moving objects
in surveillance systems considering some technical challenges
such as shadows, the variation of illumination, dynamic back-
grounds, and camouflage was presented [28]. An extended
survey for well-known detectors and trackers of moving ob-
jects has been provided in work done by Karasulu et al. [29]
covering the main ideas reported in the literature for detection
and tracking in videos, background subtraction, clustering and
image segmentation, and the optical flow method and its
applications.

A novel navigation assistant system for blind people was
implemented in work proposed by Tapu et al. [30]. The
proposed system (denoted DEEP-SEE) detects both moving
and stationary objects using the YOLO object recognition
method [31]. Based on two convolutional networks, their
system tracks the detected objects in real-time and solves the
occlusion problem. The system then classifies the object based
on its location, type, and distance.

III. PROPOSED SYSTEM

This work is part of a bigger project to develop a wearable
assistive technology to help people peripheral vision loss in
their indoor and outdoor navigation [32], [33].

The primary goal of the proposed system is to generate a
meaningful notification that is reliable and in the best visual
position for the individual. Working with Epson’s smart glasses
(Moverio BT-200), the system processes the captured video in
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real-time to generate suitable output warnings based on the
object’s extracted features and predefined rules. Smart glasses
contain a video camera located in the right corner of the frame.
The display units are integrated into the transparent lenses
making the glasses capable of presenting the output without
blocking the person’s normal vision.

Since the users of the system are people with peripheral
vision loss, their central vision is still healthy, and they can
see through it. The system will superimpose their visual field
with the final (most dangerous) outputs after the classification
phase in order not to overwhelm them with too many alarms.
Stationary obstacles located in the user’s pathway are ignored
because they are already evident for peripheral vision loss
people. Instead, our goal is to identify and track moving objects
in the user’s peripheral area to generate (as early as possible) a
visual notification if this object is a candidate hazard in future.

Real-time processing involves defining head motion type
(static, moving or rotating) and then detect, track and classify
the hazards around the person. Fig. 3 shows the main phases
in this work from capturing real-time video to producing
machine-learning based warnings in the person’s healthy vi-
sion.

Hazard detection Notification output

User display units

Real-time video stream input

Scene captured by
smart glasses with
video camera

Object detection

Head motion
detection

Object tracking

Hazard classification

Fig. 3. Block diagram for the proposed system

The first step is to extract frames and prepare them to be
used in the head motion detection phase (HMD). This step is to
define the type of head (camera) motion to (1) determine the
best motion compensation technique before object detection
and (2) reduce the number of false alarms due to sudden head
movement. Since we have a wearable camera in this system,
camera motion is often synonymous with head motion. This
movement affects the whole processing phase directly from
object detection to notification generation. More detail will be
discussed in the following subsections.

In the object detection phase, all moving objects were
detected to determine their location. Object features can’t be
defined directly using a single frame/image. Therefore, an
object tracker is desired in this stage to build the features
over time. The final phase is to decide the level of danger/risk
based on the extracted features and predefined rules that will
produce proper notification for each level and display them in
the person’s healthy visual field.

Finally, after getting the notification, its colour will vary
based on the object’s speed with three levels of danger:

1)  H: dangerous high level (red notification).
2)  M: dangerous medium level (orange notification).
3) L: dangerous low level (green notification).
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Fig. 4. Degrees of freedom for wearable camera

A. Head Motion Detection and Optical Flow

The head motion detection phase is essential to decide if
the camera is moving or not (stationary) and to detect the
motion type. The output of this phase is needed to determine
the best scenario for the object detection phase. In the case of
a wearable camera, six degrees of freedom are expected based
on head movements as shown in Fig. 4.

The head can move in a forward/backward, left/right
and up/down translation. In terms of rotation, pitch motion
represents the rotation around the x-axis, yaw rotation is a
movement around the y-axis, and finally, a roll is a rotation
around the z-axis. In this work, we will cover all translation
motion types (left/right, up/down and forward/backwards).
Pitch rotation is considered to be similar to the up/down type,
while yaw rotation is deemed to be the same as the left/right
motion. The mentioned motion types can be summarised as
follows:

1)  Stationary camera (S): static background, moving
objects.

2)  Translation/Rotation Right (TRR), Moving Trans-
lation/Rotation Left (TRL): background change in
horizontal direction.

3) Translation/Rotation Up (TRU), Moving Transla-
tion/Rotation Down (TRD): background change in
vertical direction.

4)  Moving Forward (MF) or Moving Backward (MB):
fast changes in the background and foreground.

In the case of a stationary camera, moving objects can be
detected using traditional foreground segmentation methods.
In the case of moving camera, motion compensation step is
needed before background subtraction to distinguish between
real and artificial movement. Finally, the forward/backwards
moving camera case requires advanced motion estimation and
compensation algorithms before the object detection phase
which will be covered in our future work.

Optical flow methods are used to calculate motion vectors
(velocity and direction) for some predefined key-points. The
algorithm determines the head case every half a second to
be used in the second half for the detection and tracking
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processes. A Neural Networks classifier has been used for
camera motion type classification using the calculated average
velocity and direction. Each frame has been divided into
nine subregions. The main aims of segmenting frames into
nine subregions are to simplify the motion flow calculations,
to reduce the effect of moving objects, and to provide a
better representation for the camera motion using more key-
points that are widely spanning all subregions. The NN model
uses eighteen inputs (nine speed - direction pairs for the
corresponding sub-regions) and six targets (static, left, right,
up, down and forward). Several experiments were carried out
to find the optimum NN configuration, and the six head motion
cases were detected with 95% average accuracy.

B. Motion Detection using Stationary Camera

Object detection phase is where all critical objects are
defined by their location to be tracked and classified later. This
step needs the output from the previous phase (Head motion
detection) to determine the best technique for moving object
detection. Background subtraction method was used in the case
of a stationary camera to model the static background and
segment the foreground.

The Gaussian mixture-based background/foreground seg-
mentation algorithm [34] was used to model the background
and detect the moving objects. After applying the foreground
mask on each input frame, moving objects were displayed as
white blobs in the foreground image. Useful features (centre,
size, location) were extracted after contouring the detected
objects to be used in the tracking process. Fig. 5 shows the
mentioned steps.

;
! Thresholding :
—_—
! and contouring;‘

Background / |

1 foreground
| segmentation |
| \

Fig. 5. Foreground detection using Mixture of Gaussians Segmentation.

C. Motion Compensation for Moving Camera

In the moving camera rotation scenario, motion compen-
sation step was performed before detecting the moving object.
The motion caused by the camera was compensated using a
homography matrix (H) that aligns the previous frame with
the current one. The first step is to define key-points in the
current frame ([;—1) to track their corresponding location in
the next frame (I;). Shi and Tomasi corner detection algorithm
[35] was used to find the most prominent points in each frame.
Point quality measure is calculated at every source frame pixel
using the cornerMinEigenVal. The corresponding location for
the detected points was calculated using Lucas-Kanade optical
flow in pyramids [36].

After defining the new location for each point in the frame
(I3—1), a perspective transformation between the two frames
was calculated to determine the homography matrix (). This
matrix was used to compensate the camera motion by aligning
the first frame to the second frame using the flowing equation:

I, 1 =HI,_, (1)
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The result of (1) is shown in Fig. 6 (c). Black sides (right
and top) represent the translation that occurred due to camera
motion. The new images were almost identical and the frame
subtraction method will detect moving object clearly as shown
in Fig. 6 (e).

Fig. 6. Moving object detection after motion compensation. (a) frame (/¢—1)
(b) frame (/) (c) the warped frame using the homography matrix H calculated
based on the optical flow from the two consecutive frames (d) the thresholding
result for frame subtraction (¢ — b) (e) the final output where moving object
with maximum area is detected, red arrows show the optical flow results for
the detected points.

It is worth mentioning that multiple noise results were
expected because of the accuracy of the homography matrix
used for translation. This accuracy has a strong correlation
with the number of the key points used to compute the optical
flow which is a trade-off between accuracy and computation
load. Additional threshold based on blob’s area was applied to
extract the significant objects only.

D. Motion Tracking and Classification

In this part, the goal is to track the detected objects
and extract motion features. Moving objects in the first and
second camera motion scenarios (stationary and rotation) were
tracked. Since the system had recognised the moving objects in
the previous phases, the approximate location for each object
is known.

For each tracked object in each frame, the position, age (the
appearance time in terms of the number of frames), current
location, velocity (magnitude (V') and direction (¢), and the
change of area have been defined.

1) Object tracking and feature extraction: For all objects
detected in each frame, the new positions were compared with
the old ones for both directions (x and y) to decide if the new
object is a new one or an old object with different location.
Consider the object P; ; where ¢ is the object number or ID and
t is the time or frame number. If you have the following objects
in the first frame P; 1, P21, P31, and P, and the objects
Pi2,P59,P32,P,2, and P5 in the second frame, then to
check the tracking possibility for object I3 2, you compare its
position over the horizontal dimension Ps () and the vertical
dimension P; 5(y) to that of all objects in the previous frame
within assumed windows w, and w,, respectively. So, for any
object P, in frame ¢ to be a tracked version of the object
Py ¢—1 in frame ¢ — 1 you should have:
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|Pot(2) =Py p—1(2)[<we AND [Py i(y)—Poi—1(y)|< wy

2
Otherwise, the object will be considered as a new object and
stored to be tracked in the following frames.

Since not every moving object is considered as a hazard, it
is important to check the motion model of the moving object
before tracking it. To test if the object is moving towards the
centre of view (approaching) or away from the centre of view
(receding), the average rate of change of the tracked object’s
area has been defined as:

(A(Py,¢) — A(Pb,t;)) + AA(Py 1) 3)

where AA(P, ;) is the area of the object Py, A(Pp ;1) is the
area of the same object in the previous frame and AA(P, ;_1)
is the latest update for the object area difference compared
to the last frame. When the object is detected for the first
time, AA(P, ;) will be zero and then this value is sequentially
updated in a cumulative manner.

AA(Py,) =

Fig. 7 shows an example of a series of sequential frames
selected from a public dataset [37]. The top table shows the
extracted features for the tracked objects, while the bottom
pictures show the tracking output.

In this example, a moving object has been seen from
frame 90-94. For each tracked object, its age, location, speed,
direction, and area are updated as long as it is detected from the
previous phase. No tracking output generated before frame 91
because the age of the object is 1, meaning that this is the first
time for the object to appear. It is important to mention that
the object was moving very fast in this example. This explains
the big bounding box around the detected object that refers to
a significant difference between the consecutive frames.

To find the direction of movement for each object, the
motion angle was calculated using the changes in the x and
y axis. After this step, the direction of interest (DOI) has
been defined based on the object’s current location and object
direction over time. Since not all moving objects have the
same priority, only objects approaching the user had been
considered. Fig. 8 shows the DOI in each quadrant. Red arrows
represent the high priority direction, while orange arrows
represent low priority direction.

2) Hazard classification rules: Our main aim of this work
is to enhance the quality of life for people with peripheral
vision loss. Therefore, it is necessary to classify the moving
objects that were detected and tracked before displaying the
notification for the user. For a moving object to be classified
as a hazard, the following rules are applied:

1)  The object should be in the user’s visual field for
sufficient time (Object’s age >1).

2)  The object should move at a significant speed (Ob-
ject’s speed > predefined threshold).

3)  The object should move towards the user ( Object has
a DOI).

4)  The object is approaching the user (Object’s change
of area >0).
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Object change of area

Frame ObjectID ObjectAge  Object current . .
Number (frames) location + .ob'|ect.|s apprgachmg
l ¢ l i - object is receding

Fi ID Age Location Speed [Direction] AA
90 0 2 [252 134] | 846.936 | -157.073 | 0.796773
91 0 3 [203 137] | 1471.91 | -177.085 | 1.27666
92 0 4 [142 150] | 1859.64 | -167.426 | 0.441651
93 0 5 [12 177] | 2245.45 | -159.269 | 0.508205

Frame 90 Frame 91

Frame 92 Frame 93

Fig. 7. Tracking example. Top table is the tracking extracted features. bottom
images show the tracking output

IV. EXPERIMENTAL RESULTS AND EVALUATION
A. Motion Compensation and Object Detection Evaluation

Since the purpose of this system is to detect moving objects
for people with vision impairment using smart glasses, the
performance of the proposed system should be tested on a
moving camera video. To test the effectiveness of the motion
compensation method, we applied it on a video [38] con-
taining scenes from a continually moving camera that rotates
horizontally and vertically on the side of a street. Different
types of moving objects appeared in this video such as cars,
pedestrians, bikes and others. A total of 3650 frames (30
frames/second) were used to evaluate moving object detection
with and without motion compensation. Detection after post-
processing (performing some morphological transformations to
filter out small noises) was considered to optimise the detection
process. Moving object detection with rotating camera using
the motion compensation method has provided good results.
Around 48% of the detected objects have been filtered out
without affecting the detection accuracy.
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Fig. 8. Direction of interest example
TABLE 1. PERFORMANCE COMPARISON FOR MOVING OBJECT
DETECTION ALGORITHMS

Algorithm name Recall Specificity FPR FNR F score
St-Charles et al. [39] 0.698 0.991 0.009 | 0.302 0.462
Maddalena et al. [40] 0.856 0.680 0.320 | 0.144 0.037
Allebosch et al. [41] 0.918 0.922 0.078 | 0.082 0.584
Sajid et al. [42] 0.577 0.995 0.006 | 0.423 0.512
Chen et al. [43] 0.797 0.979 0.021 | 0.203 0.386
Charle et al. [44] 0.831 0.963 0.037 | 0.169 0.348
Gregorio et al. [45] 0.336 0.998 0.002 | 0.664 0.322
Varadarajan et al. [46] 0.641 0.928 0.072 | 0.359 0.247
Kurnianggoro et al. [47] 0.713 0.983 0.017 0.287 0.329
Our work 0.928 0.978 0.022 | 0.072 0.629

Public available dataset from changeDetectionl [37] was
used to evaluate object detection after motion compensation.
For this purpose, the sequence (continuousPan) was used
under the category PTZ. This sequence was chosen because
it contains scenes from a continuously moving camera. The
camera is panning horizontally at slow speed. Moving objects
(such as cars and trucks) were seen moving fast. The sequence
contains 1700 frame (480 x 704) and a detection rate of 93%
has been achieved. Performance comparison also provided in
Table 1. The used performance metrics are Recall, Specificity,
False positive rate, False negative rate, F-score, and Precision.
The results show that this method is very competitive and
highly sensitive. The rate of relevant detection overall detection
is the best compared with other algorithms. It is important
to mention that in this project, the accuracy of the detection
location is not very sensitive. It is important to detect an
approximate location which is as close as possible to the real
moving object. This explains the high recall rate for this test
comparing to other work.

B. Motion Tracking and Classification Evaluation

Initial evaluation experiments were carried out to test
the motion tracking method using a moving camera. The
same dataset was used in previous phases [37] to check the
performance of the motion tracking and hazard classification.
The video contains 1700 frames (704 x 480) taken by a rotating
camera to the side of a road. The speed of moving objects was
significantly high.
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A total of 204 moving objects were detected. The tracking
method tracked 162 objects correctly with a tracking accuracy
of 79%.

Object change of area

Frame  Object ID Object Age + : object is approaching

Number (frames)

Object current
location

\l, - : object is receding
F# ID Age Location Speed |Direction| AA
987 0 2 [40 219] 712561 | 9.69548 | 2.96818
988 0 3 [87 216] 1399.63 | 3.0718 | 0.850618

~
0
=)
o
€
o
[

Frame 988

A. object detection B. object tracking C. notification output

Fig. 9. Notification output example based on a predefined hazard classification
rules

In Fig. 9, an example of a notification output generated
based on the predefined rules mentioned in sub-section 2.4.
The left images show the motion detection output (red rect-
angle) with a car moving towards the centre. The purple
rectangles in the middle images refer to the tracking outputs.
Finally, the right images show an example of a tunnel vision
visual field ( when a person loses vision in the peripheral visual
fields while retaining vision in the central regions only).

Using a 300 x 300 frame size, the first output appeared as
a green circle in the bottom left part of the oval shows that
there is a hazard to the bottom left location of the person’s
visual field. In the following frame (988), the age and speed
of the danger increased. Thus, the size and colour of the output
were updated to reflect these changes. The top tables show the
extracted features for the tracked object.

V. CONCLUSION

In this work, a novel, wearable hazard warning system to
help people with peripheral vision loss who are unable to see
using their peripheral vision is presented. The proposed system
implements real-time computer vision techniques to detect,
track and classify moving objects in the peripheral area with
different scenarios for different camera motion states. Head
motion detection was used to decide if the camera is stationary
or moving (forward, rotation up, down, right, or left). The
output from this step was used to select the suitable motion
compensation method for the moving objects detection phase.

Moving hazard detection with rotating camera using the
motion compensation method has provided good results. Mo-
tion compensation is a necessary step for the moving camera
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scenario to distinguish between real and artificial motion
caused by the camera movement. This difference was used
to track real moving objects and reduce false detection due to
camera motion. Moving object detection rate of 93% has been
achieved.

The detected moving objects were tracked and their motion
features were extracted. Tracking accuracy of 79% was ob-
tained. The extracted features are object age, location, speed,
direction, and area change rate. To minimise the number of
notifications displayed in the user’s visual field, the extracted
features were used to classify the objects based on predefined
rules and then, notifications are displayed based on the clas-
sification result. The work is tested on smart glasses (Epson
Moverio BT-200). The initial experiments showed relatively
slow performance, but we are in the process of testing our
system on the latest smart glasses available in the market.

In this work, we choose to use smart glasses because we
believe that including the video capturing unit, the processing
unit and the display unit in one wearable platform will help
the user to navigate easily. Furthermore, because people with
peripheral vision loss retain healthy vision in their central
visual field, it is essential to keep the existing visual case and
add to it the needed information. This work will be developed
further in our future work to provide a wide range of warnings
and notifications for visually impaired people using more
extracted features and machine-learning classification methods.
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Abstract—In this paper, an Adaptive Generalized Gaussian
Distribution (AGGD) oriented thresholding function for image
de-noising is proposed. This technique utilizes a unique threshold
function derived from the generalized Gaussian function
obtained from the HH sub-band in the wavelet domain. Two-
dimensional discrete wavelet transform is used to generate the
decomposition. Having the threshold function formed by using
the distribution of the high frequency wavelet HH coefficients
makes the function data dependent, hence adaptive to the input
image to be de-noised. Thresholding is performed in the high
frequency sub-bands of the wavelet transform in the interval [-t,
t], where t is calculated in terms of the standard deviation of the
coefficients in the HH sub-band. After thresholding, inverse
wavelet transform is applied to generate the final de-noised
image. Experimental results show the superiority of the proposed
technique over other alternative state-of-the-art methods in the
literature.

Keywords—Adaptive  generalized  Gaussian  distribution;
thresholding function; image de-noising; high frequency sub-bands

I.  INTRODUCTION

Noise can corrupt the image through acquisition or
transmission processes. The main objective in image de-
noising is to eliminate or reduce the level of noise to enhance
the visual quality of image.

Wavelet based image de-noising has become very popular
among other noise removing techniques. Applying wavelet
transform leads to two types of coefficients which can be
divided into important and non-important coefficients, with
the former should be kept due to having the most important
characteristics of the image and the latter should be discarded.

Therefore, noise suppression in wavelet domain requires a
suitable threshold value to remove small noisy components of
high frequency sub-bands and preserve larger coefficients of
the same sub-bands. In this regards, an appropriate
thresholding function and a defined threshold value are needed
to suppress the additive noise and keep the noise-free data.

In this study, AGGD oriented thresholding function for
image de-noising is proposed. The proposed method is unique
such that it generates data dependent thresholding function for
each noisy image. This method is very significant in removing
small noisy coefficients in the interval [-t, t]. Here the de-
noising results of the proposed method are compared with
some alternative techniques to show the superiority of the
proposed method. Experimental results show that the proposed

method obtains up to 2.66 dB PSNR improvement over the
state-of-the-art for de-noising Barbara image.

Il. RELATED WORKS

Many methods have been done to discard the noise from
images using wavelet transform. G. Y. Chen et al., in [1]
proposed neighbor dependency and customized wavelet and
threshold. N. A. Golilarz and H. Demirel utilized TNN with
smooth sigmoid based shrinkage function (SSBS) for image
de-noising [2]. Adapting to unknown smoothness via wavelet
shrinkage and ideal spatial adaptation by wavelet shrinkage is
proposed by Donoho and Johnstone in [3] and [4],
respectively. J. Portilla et al., in [5] proposed de-noising by
scale mixture of Gaussians in the wavelet domain. Sveinsson
and Benediktsson in [6] proposed almost translation invariant
wavelet transformations for speckle reduction of images.

De-noising using smooth nonlinear soft thresholding
function is introduced in [7]. Chang, Yu and Vetterli in [8]
used adaptive wavelet thresholding for image de-noising. In
[9] de-noising by soft thresholding is proposed by Donoho.
Also, Coifman in [10] proposed translation invariant method
for wavelet based image de-noising. In 2002, Sendur and
Selesnick have introduced a wavelet based bivariate shrinkage
for image de-noising [11]. De-noising using un-decimated
wavelet transform [12] and TNN based noise reduction with a
new improved thresholding function [13] are also proposed to
discard the noise and improve the quality of images.

I1l. WAVELET TRANSFORM

Function X(t) can be expanded in terms of scale function
@(t) and wavelet function (t) [14]. One dimensional
discrete wavelet transform (DWT) can be written as the
following [14] are scale and wavelet functions, respectively
and the inner products ac; , =<X, @; >, dc; ,=<X, P; > are
scaling and wavelet coefficients, respectively.

X(t) = Xk acor Djox + Xjcjo 2k Ak Wik @
Where

In discrete wavelet transform (DWT), input signal passes
through low pass and high pass filters followed by decimation.
Then, DWT decomposes the input signal in detail and
approximation coefficients. Passing signal through low pass
filter, discards all high frequencies. Filtering is followed by
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down sampling. By filtering (low pass filter) and then sub-
sampling, half of the frequencies will be discarded. Hence the
resolution is halved after low pass filter (level one). The
process continues in level two, where the output of the low
pass filter is subsampled by 2 after high pass and low pass
filtering again with half of the previous cut off frequencies. In
further levels the same process is repeated. In addition, in the
higher dimensional discrete wavelet transforms like 2D-DWT,
the decomposition for one level is generated by applying 1D-
DWT on both rows and columns [14]. Thus, we get four sub
bands, where three sub bands correspond to high frequencies
HH, LH and HL and one sub band includes low frequency,
LL. In this paper, higher levels of decomposition are
generated by decomposing LL sub band in two dimensional
wavelet transform (2D-DWT).

IV. THE PROCEDURE OF IMAGE DE-NOISING BASED ON
WAVELET TRANSFORM

Applying DWT on an image provides us with wavelet
coefficients falling into different sub-bands. Wavelet
components can be categorized in two ways: one is wavelet
coefficients carrying negligible noise component and other
coefficients carrying dominant noise components. It is obvious
that, it is required to suppress the noise by selecting a proper
threshold value [9]. Proceeding step is setting a threshold
value to see which coefficients are within the interval
characterized by the threshold value and which coefficients
are beyond this interval. Coefficients within the magnitude
interval of this threshold value are killed, while the ones
beyond this interval are kept/shrunk by thresholding function.
The last step is applying inverse discrete wavelet transform to
reconstruct the image from thresholded wavelet coefficients.

V. PROPOSED IMAGE DE-NOISING TECHNIQUE

In this paper, wavelet based image de-noising using a data
driven thresholding function is utilized. Discrete wavelet
transform (DWT) is used to decompose the noisy input images
into four wavelet sub-bands: HH, HL, LH and LL.
Considering the high frequency characteristic of the additive
noise, the proposed thresholding function is applied only on
high frequency sub-bands HH, HL and LH. High frequency
sub-bands go through thresholding assuming that noise is
suppressed in the thresholded wavelet coefficients. Then
inverse wavelet transform is applied on thresholded
coefficients to reconstruct the de-noised image. Here ‘sym4’
wavelet function with four levels of decomposition is used.

It is very important to use an appropriate thresholding
function. Many researches introduced different thresholding
functions namely hard thresholding, soft thresholding,
improved hard and improved soft thresholding functions. The
thresholding function is the utmost aspect of a de-noising
process. In addition to function, the interval of thresholding is
also crucial to perform the most effective de-noising process.

The main focus in applying thresholding is keeping larger
coefficients corresponding to the actual signal forming the
image and getting rid of very small coefficients generally
representing the noise. Hard thresholding, operating in an

Vol. 10, No. 2, 2019

interval of [-t, t] suppresses the noise by preserving larger
coefficients and killing small coefficients. On the other hand,
soft thresholding operates in the same interval in the same
way. However, the larger coefficients outside of the interval
are shrunk suppressing the high frequency details including
the noise. Zhang in [15] proposed an improved soft
thresholding function which depends on the parameter lambda
() that is empirically determined maximizing Peak Signal to
Noise Ratio (PSNR). Moreover, Sahraeian in [16] proposed
improved version of hard thresholding function to improve the
results of Zhang’s method. His technique is also based on
choosing the b parameter empirically. The main objective of
this paper is to formulate a thresholding function free from
heuristic consideration and tailor a threshold function which is
dependent on the input data. The most important advantage of
the proposed threshold function is its ability to adapt to
changing images, hence characterizing a thresholding function
to the specific noisy image.

A. Generation of the Proposed Adaptive Generalized
Gaussian Distribution (AGGD) Oriented Thresholding
Function
The proposed threshold function is powered by the

generalized Gaussian distribution extracted from the given

noisy image. The robust median estimator, on, which is

calculated by using the HH wavelet coefficients of the level 4

DWT decomposition using “sym4” wavelet function, is used

to generate the Gaussian distribution.  Robust median

estimator, which can be attributed to the standard deviation of

the noise is defined in (3).

0, = Median (| D,,,|)/0.6745 ®)

Where, D, is wavelet coefficients in HH sub-band of
level 4 decomposition. A five steps procedure is employed to
generate the proposed thresholding function.

1) Generate f(x): Zero mean Gaussian distribution
function f(x) in (4) is the first step in generating the threshold
function.

—X

fx) = J2non? @)

Where, x is wavelet coefficients in HH subband of level 4
decomposition. Fig. 1(a) illustrates f(x) of noisy image.

2) Generate p(x): p(x) given in (5) is piece-wisely defined
function, employing positive and negative inverse of f(x) for
positive and negative values of x respectively as follows.
Fig. 1(b) illustrates p(x).

_{ e, x=0
P =Ly, xeo
(=
( ezon®)"1 x >0
V2noy?
= a2 ©)
—(ﬁnl?eﬁ)‘l, x <0
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Then, p(x) can be alternatively formulated as follows.

x2
p(x) =+/2n0,2e2on’ (6)

3) Normalize p(x): q(x) is the normalized p(x) which is
generated as follows. The prospective threshold function is a
function to be in line by the identity function. In this context,
p(x) should be normalized (scaled down) with a constant 1/N ,
so that it is in line by the identity function. Hence the
following equality is defined.

q(x) = p(x) Xx1/N =x )

[2n0,2e29n* X 1/N = x 8)
Taking the derivative of both sides of (8)

(2x/20,,?) X ( 21‘[0’2€§ x1/N)=1 9
Using (9) we have:

(2x/20,,%) X x=1,50x = o, (10)
Using (8), (9) and (10), N can be obtained as:

N =(e'/?/a,) X \[2ma,? (1)

Finally, the following equation can be written:

2

q(x) = /2mo,2e20n® X 1/N
x2
= \/2m0,2e2on% x1/ ((e'/?/5,) X \/2m0,2)

—xz 1 -1 xz
1 X4l 212
= (—e”n2 2> = g,e2on’ (12)

on
Fig. 1(c) illustrates q(x).

4) Generate n(x): The discontinuity at x=0 should be
removed by shifting the curve for x = 0 down and for curve
x < 0 up, respectively. The following equation is formulated
for this operation. Fig. 1(d) illustrates n(x), which is now
continuous.

n(x)=qx) —q(0) (13)

5) Generate h(x): The final thresholding function (14) is a
piecewise defined function as follows. n (x) defines the
function in the interval [-t, t], where the rest of the function
outside this interval is defined by the identity function.

x , x<-—-t
h@)={n@), |x| < t (14)
x , x>t

Where t is the threshold value which can be obtained by
using the intersection of the functions n(x) and x as can be
seen in (15). Fig. 1(e) shows h(x), which illustrates the final
form of the proposed thresholding function.

t2
o, (eﬁ_l/z-e‘l/z) =t (15)

Vol. 10, No. 2, 2019

(b)
Generate p(x)

n(a)n

Generate f(x)

Sn «— “©n 0 Sy

(d) (©
Generate 7(x) Generate q(x)

(e)
Generate h(x)

Fig. 1. The Process of Obtaining the Proposed Function h(x). The Red Line
is the Identity Function.

B. The Analysis of the Proposed Thresholding Function

Fig. 2 shows hard, soft, improved-hard (by Sahraeian with
b = 0.1 [16]), improved-soft (by Zhang with A = 0.01) and
proposed thresholding function. The improved soft threshold
function proposed by Zhang [15] is controlled by parameter A.
This parameter is tuned according to the data to be processed.
For example, the parameter A in Fig. 2 is drawn for the value
of 0.01, which is the optimal value leading to highest PSNR in
[15]. Same approach is employed in Sahraeian’s improved
hard thresholding technique which depends on a parameter b
that is chosen empirically. In [16] he utilized b = 0.1 as the
optimal value generating highest PSNR. It is clear that
A=0.01 and b=0.1 are best fits in shaping the
transformation function leading to thresholding of wavelet
coefficients for de-noising in Zhang and Sahraeian’s method,
respectively. It is obvious that an alternative approach where
no empirical parameter optimization process is required and
also free from the training samples would be ideal. In this
regard, the proposed thresholding function is free from
empirical parameter consideration. Furthermore, the proposed
thresholding function goes through a data-specific process to
model its shape according to the distribution of the input noisy
signal to be de-noised. This adaptive process is the most
important novelty of the proposed thresholding function.
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One of the most important advantages of the proposed
thresholding function is that, it is data dependent, where the
data is coming from the diagonal wavelet sub-band (i.e. HH
sub-band) after 4 levels of decomposition of the input noisy
image. This process generates a dedicated threshold function
for every different input noisy image. Fig. 3 illustrates
generalized Gaussian distribution for ‘Lena’, ‘Barbara’, ‘Boat’
and ‘Mandrill’ images. Fig. 4 shows the proposed thresholding
functions corresponding to four noisy images with changing
frequency characteristics. In this context, we used ‘Lena’,
‘Barbara’, ‘Boat’ and ‘Mandrill’ images. ‘Lena’ is an image
having more low frequency components while ‘Mandrill’ has
high frequency components. As can be seen in Fig. 4, the
proposed thresholding function is changing from image to
image. This is due to respective dependency to g, for
different noisy images.

Proposed
Soft

t- Hard -
IS(A=0.01)
IH(b=0.1)

-t 0 t
Fig. 2. Proposed Versus Alternative Thresholding Functions.

Lena
Boat
Barbara
Mandrill

0 —

Fig. 3. Generalized Gaussian Distribution for Different Images.
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Fig. 4. Proposed Image Dependent Thresholding Functions for four
Different Images.

VI. EXPERIMENTAL RESULTS AND DISCUSSIONS

In this section, in the first experiment, four different
images, namely, ‘Lena’, ‘Boat’, ‘Barbara’ and ‘Mandrill’
(256 x 256) are used to analyze the performance of the
proposed technique along with four state-of-the-art methods
available in image de-noising literature. The qualitative results
in Fig. 5 shows the superiority of proposed method over
Zhang [15], Sahraeian [16] and, Nasri [17]. The visual quality
of different de-noising methods for ‘Lena’, ‘Barbara’, ‘Boat’
and ‘Mandrill’ images are illustrated in this figure. The
additive white Gaussian noise with zero mean and standard
deviation of 20 is used to generate the corrupted noisy images.
PSNR is chosen to be the metric for quantitative analysis. In
this context, PSNR results of different de-noising methods for
varying standard deviations ¢=10, 15, 20, 25 and 30 are given
in Fig. 6. Both qualitative and quantitative results confirm the
superiority of proposed method over other state-of-the-art
techniques. In this regard another experiment is utilized to
show the performance analysis of the proposed method. In this
experiment band 20 of Indian Pine hyper-spectral image is
utilized. Indian Pine hyper-spectral image is captured by
AVIRIS sensor and it consists of 145x145 pixels in 224
bands. This data set is available in [14]. Fig. 7(a) is the
original band 20 of Indian-Pine hyper-spectral image, (b) is
the noisy image with PSNR of 21.76 dB, (c) is the de-noised
image using smooth sigmoid based shrinkage function (SSBS)
proposed in [2] with the PSNR of 30.32 DB and (d) is the de-
noised image using proposed method with the PSNR of 32.14
dB.
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PSNR=21.92

¥y

PSNR=20.27 PSNR=21.64 PSNR=24.11

PSNR=16.42
Fig. 5. Comparison of Visual Inspection between Different De-Noising Methods for ‘Lena’, ‘Barbara’, ‘Boat’ and ‘Mandrill’ Images.
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Fig. 6. Quantitative Results in PSNR, for Varying Noise Variance for Different De-Noising Methods for ‘Lena’, ‘Barbara’, ‘Boat’ and ‘Mandrill’ Images in (a),
(b), (c) and (d), Respectively.
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Fig. 7. De-Noising the Band 20 of Indian Pine Hyper-Spectral Image with Zero Mean and Standard Deviation of 20.
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VI1.CONCLUSION

A new technique for image de-noising utilizing a unique
threshold function shaped by a process of using the GGD
obtained from the HH sub-band in the wavelet domain after 4
levels of decomposition is proposed in this paper. Threshold
function is formed by using the distribution of the high
frequency wavelet coefficients, which makes the function data
dependent that is adaptive to the input noisy image.
Thresholding is performed in the high frequency sub-bands of
the wavelet transform in the interval [-t, t], where t is
calculated in terms of the standard deviation corresponding to
the robust median estimator. After thresholding, inverse
wavelet transform is applied to generate the final de-noised
image. Visual and quantitative results confirm the superiority
of the proposed technique over other alternative state-of-the-
art methods in the literature. For the future work, it is
suggested to work on more nonlinear threshold functions.
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Abstract—Implementation of the intelligent elevator control
systems based on machine-learning algorithms should play an
important role in our effort to improve the sustainability and
convenience of multi-floor buildings. Traditional elevator control
algorithms are not capable of operating efficiently in the
presence of uncertainty caused by random flow of people. As
opposed to conventional elevator control approach, the proposed
algorithm utilizes the information about passenger group sizes
and their waiting time, provided by the image acquisition and
processing system. Next, this information is used by the
probabilistic decision-making model to conduct Bayesian
inference and update the variable parameters. The proposed
algorithm utilizes the variable elimination technique to reduce
the computational complexity associated with calculation of
marginal and conditional probabilities, and Expectation-
Maximization algorithm to ensure the completeness of the data
sets. The proposed algorithm was evaluated by assessing the
correspondence level of the resulting decisions with expected
ones. Significant improvement in correspondence level was
obtained by adjusting the probability distributions of the
variables affecting the decision-making process. The aim was to
construct a decision engine capable to control the elevators
actions, in way that improves user’s satisfaction. Both sensitivity
analysis and evaluation study of the implemented model,
according to several scenarios, are presented. The overall
algorithm proved to exhibit the desired behavior, in 94% case of
the scenarios tested.

Keywords—Bayesian network; smart city; smart building;
elevator control algorithm; intelligent elevator system; decision
theory; decision support systems

I.  INTRODUCTION

Environmental degradation and depletion of natural
resource force us to pursue sustainable and not greedy way of
living. Utilization of smart technologies, such as, Internet-of-
Things, smart grid and smart buildings may bolster our
advance toward preserving the natural environment. According
to the United Nations Organization, 68% of the world
population will live in urban areas by 2050 [1]. This suggests
that improving sustainability of the multi-floor buildings may
have a positive impact on environmental issues. The notion of
smart building had been introduced in the early 1980’s, and
ever since it has been gaining wide popularity among academia
and many other fields [2]. Since its introduction, many
different definitions, of what a smart building is, have been
proposed [3], [4], [5]. Nevertheless, most of these definitions
share common idea - a smart building should provide
sustainable, secure, effective and flexible environment for its
occupants through utilization of integrated technological

systems. Today, a typical smart building solution enables
automated control of building’s heating, ventilation, air-
conditioning, lighting, fire alarm, security and elevator
systems. The latter attracts particular interest of the research
community, since an effective operation of elevator system is a
challenging yet rewarding task.

The Elevator technology has undergone dramatic progress
since introduction of an electric elevator by Werner von
Siemens in 1880 [6]. Modern elevators are more comfortable,
more reliable, faster and spend less energy as compared to their
pioneer counterparts. Nevertheless, most of the conventional
passenger elevators are not capable of adequately handling
heavy traffic of people due to ineffective control system
operation. A study by IBM Corporation, conducted in 16 US
cities, suggests that office workers spend substantial amount of
time waiting for or stuck in elevators [7]. It is evident that the
conventional elevator control approaches must be reshaped in
order to cope with increasing population density in large
megalopolises.

It is quite rare to see a single elevator car serving whole
building. Most of the modern buildings are designed to have
multiple elevators working back-to-back in order move the
continuous traffic of people in a timely manner. When multiple
elevators are placed in a group, the elevator group control
(EGC) algorithm is used to control their operation. EGC
controls each elevator with an objective to minimize a certain
cost-function; most commonly, energy consumption and the
passenger wait or travel time [8]. Conventional EGC
algorithms are based on conditional logic, such that, the
elevator dispatching is performed based on the location of
elevator cars and passenger calls. More advanced conventional
EGC algorithms are capable of changing the elevator dispatch
strategy based on the traffic patterns. For instance, in an office
building, a weekday morning passenger traffic is often intense
because most of the office workers get to work at the same
time. The dispatching of the elevator cars, in this case, may be
performed with more emphasis on moving people form lobby
to their office floors as opposed to inter-floor movements.
Another intelligent EGC system, the so-called destination
control (DC) system, groups passengers according to their
destination. The passengers register their destination floors in
the lobby using a specially dedicated electronic system, once
the floor is registered, the system will display the elevator car
number assigned to the passenger [8]. Modern commercial
elevators with DC system can reduce destination time by an
average of 30% [9].
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Although, existing state-of-the-art EGC systems include
features that significantly improve operational efficiency of an
elevator system, their major weakness lies in inability to handle
the uncertainties caused by unpredictable nature of passenger
traffic. The negative impact of these uncertainties on
operational efficiency of the elevator system can be mitigated
through utilization of Artificial Intelligence (Al) algorithms.

Il. Al TECHNIQUES FOR ELEVATORS

One of the earliest works related to implementation of Al
into EGC [10] proposed an EGC governed by the Fuzzy logic.
The algorithm determines traffic patterns based on the
statistical information recorded during its daily operation. The
proposed Al-based algorithm was compared to the
conventional EGC, the results show 35-40% improvement in
the mean lending call time. Somewhat similar, but more recent
work is presented by [11]. The study proposes an elevator
pattern traffic recognition based on a fuzzy BP neural network
with self-optimizing map algorithm. The algorithm detects the
traffic patterns by analyzing the existing traffic flows using
fuzzy BP neural network. The authors conclude that the traffic
pattern recognition greatly increase the effectiveness of EGC
strategies.

Other recent works mostly focus on improvement of
elevator group control algorithms in terms of electricity
consumption or passenger satisfaction and elevator dispatch
optimization. In [12] the authors propose EGC algorithm based
on the passenger detection and tracking using optical cameras.
The main objective of the algorithm is to minimize the
passenger wait time and consumption of electrical power by
the elevators. The algorithm employs the Haar-like feature-
based passenger detection, while the passenger motion tracking
is achieved through utilization of the Unscented Kalman Filter.
In [13] the authors propose a decision-making model focusing
on energy efficiency of elevator systems. The model uses
Bayesian networks to dispatch elevators effectively. According
to the test results, the proposed framework show reduction in
energy consumption as compared to conventional EGC system.
In [14], the authors present a mixed integer linear
programming (MILP) formulation of the elevator dispatch
problem (EDP) with explicitly formulated of operational
constraints. In [15], the authors extend their work onto the
destination control (DC) elevator systems operating under the
collective control (CC) rule. The study focuses on evaluation
of the quality of EDP with CC using proposed MILP
formulation of EDP. In [16] the authors propose an energy-
saving oriented regenerative elevator dispatching optimization
strategy that takes into account the stochastic nature of the
traffic flow. The proposed model implements a single-
objective optimization considering the traffic flow patterns.
The study utilizes robust convex optimization method,
proposed in [17], to handle the traffic flow uncertainty. The
authors consider the number of passengers waiting for an
elevator on each floor as the main source of uncertainty. In [18]
the authors attempted to develop a model that unifies
immediate and delayed call allocation systems to improve
elevator dispatching. The former allocates the call immediately
after the call was made by a passenger, the later allocates the
call just before an elevator is ready to serve the passengers.
Based on this model, the authors present an EGC algorithm
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which employs a set partitioning model solved by the Branch
& Price and Branch & Bound methods. In [19] the authors
propose an EGC method for a multi-car elevator system in
which the information on floor stoppage time is not known.
The method utilizes an optimization-based collision and
reversal avoidance technique for simultaneous operation of
elevator cars in a single shaft. Similarly, as in [18], the
passenger call assignment is done under immediate or delayed
call allocation control policy. In [20] the authors attempt to
improve the energy-efficiency of an elevator group without
compromising the passenger satisfaction. The proposed
algorithm takes into consideration dynamically changing
electricity price and controls the operation of an elevator group
with the objective to minimize total electricity consumption.
The optimization problem is formulated as a single-objective
minimization problem with predefined passenger wait time
constraint. In [21] the authors propose an elevator dispatch
optimization method based on Genetic Algorithm. A single-
objective cost function aims at reduction of the passenger wait
time. The reported results show better performance compared
to a conventional EDP algorithm not just in terms of the
passenger wait time, but also in terms of computational
intensity.

Among existing intelligent elevator solutions, visual-aided
systems are one of the most promising research directions. In
[22] the authors present an elevator security monitoring
method that uses video surveillance cameras to detect hostile
behavior of the passengers. A three-level procedure is used by
the method to determine violent actions inside the elevator,
these are: extraction of foreground blobs, determination of
number of passengers and image based motion analysis. In [23]
the authors propose a camera-based EGC algorithm to improve
energy-saving in elevators. In addition to general information
(position of an elevator car, movement direction etc.), the
proposed EGC algorithm takes into account the number of
passengers waiting for an elevator on each floor to perform
energy efficient dispatching of elevator cars. According to the
reported results, the proposed algorithm can save up to 20% of
energy in down-peak traffic. Somewhat similar approach is
proposed in [24]. However, in this paper the main objective is
to minimize the passenger wait time through utilization of
information from hallway cameras. The gathered data is
analyzed by the Region Based Convolutional Neural Network
and transferred to conventional elevator control system to
perform the elevator dispatch.

This study is an extension of [25] focusing on the
intelligent elevator control algorithm based on the visual object
recognition and Bayesian network theory.

The rest of this paper is organized as follows. Section IlI
presents general information about Bayesian networks and
modeling techniques used by the proposed algorithm.
Section IV describes the methodology used to model the
elevator control logic. Section V of this study discusses the
evaluation of the proposed algorithm. Finally, Section VI
summarizes the results of this study.

I11. BAYESIAN NETWORKS

Nowadays we see a massive upsurge in Machine Learning
(ML), and Deep Learning (DL) algorithms being applied to
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solve some real-world problems. These algorithms have found
application in many different areas including medical research
[26], [27], [28], [29], power system operation [30], image
recognition [31], [32], [33] and indoor object tracking [34].

The core of the proposed algorithm, the Bayes’ rule,
determines the probability of an event, in light of precedent
information of conditions that have certain relation to the
event. Bayes’ rule is built on top of conditional probability and

serves as the foundation of Bayesian Inference.
Mathematically, Bayes’ rule is expressed as follows:
Y | X)p(X
p(X|Y):p( | X)p(X)
p(Y) (1)

where p(X) and p(Y) are the marginal probabilities of events
X and Y respectively. The former term is also called the prior
probability and represents one’s initial belief before any
information about event Y is taken into account, whereas the
later terms can be considered as a normalizing constant. The
conditional probability p(X|Y) represents the probability of an
event X occurring given that event Y has already occurred. It is
also called the posterior probability because it is determined
after the information about event Y is taken into account.
Similarly, the term p(Y[X), also called the likelihood, is the
conditional probability of an event Y occurring given that event
X has occurred. BNs are defined by their structures, and the
probability distribution functions of variables, also called the
node parameters. Due to the specifics of this study, the further
discussion will solely focus on BNs consisting of discrete
random variables.

An important part of Bayesian inference, Bayesian network
(BN), is a directed acyclic graphical model in which random
variables are represented by nodes and causal relationship
between the nodes is represented by arcs.

A unidirectional relationship between the nodes imply
hierarchical or family-like structure of BNs. The Kkinship
relation of nodes is presented in Fig. 1, where W and Y, for
instance, are the parent and the child nodes respectively. A
parent node has some influence on a child node, but not the
other way around. All nodes that are hierarchically higher
relative to a node of interest are called ancestor nodes, whereas
hierarchically lower nodes are called descendant nodes.
Finally, a node with no parents is called a root node, and a
node with no children is called a sink node. The power of
graphical representation of probabilistic model lies in the
ability to depict the joint probability functions in a compact and
coherent way [35]. More detailed description of BN structures
and its components can be found in [35], [36] and [37].

Fig. 1. Example of Bayesian Network.
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Another important part of Bayesian inference, parameters
of the model, specifies the Conditional Probability Distribution
(CPD) at each node. In case of discrete random variables, the
conditional relationship between the nodes can be represented
in terms of Conditional Probability Table (CPT). The
construction of CPT is conducted in the way that [38]:

e Each row represents the conditional probability of a
random variable with respect to the values of the parent
nodes.

e Each row must sum up to 1.
e The root nodes must have one row.

The computational complexity of BN-based models
depends on their structure, number of nodes and the number of
states per variable. Several studies show that doing
probabilistic inference using BNs is an NP-hard problem [39],
[40]. For example, consider nodes X and Y represented in Fig.
1, assuming that both X and Y are dichotomous random
variables the resulting CPT will consist of 2% possible states.

It would be useful to introduce some general concepts
related to BNs in order to proceed further. According to the
Local Markov property - a variable is conditionally
independent of other variables given its neighbors [41]. The
Local Markov property can be generalized to BNs as follows:

xv J— XND(V) | XPA(V) (2)

where X, is a random variable represented by a BN node,
Xnpw) 1S @ non-descendant node and Xpag,) is a parent node.
Consider a simple BN presented in Fig. 1, where X is
conditionally independent of non-descendant (W|Y), this yields:

P(X IW,Y) = p(X |W) 3

Decomposition of a joint distribution of variables in BN is
done using chain rule presented by the following equation:

P(Xy, ey X)) =P(X, | Xpyeeny X, 4) X
p(xn—l | Xl""’ Xn—2)><

p(X, | X,)P(X,) @

Next, a general form of the chain rule for BN can be
derived using equation 4.

P(Xyi X,) = T T POX, | PACX))) o

A. Variable Elimination Algorithm

Application of BNs in practice bring some difficulties
because most of the time we have to deal with large number of
random variables each having many different states. A
straightforward way to do inference in BNs is to use entire
joint distribution and sum out all latent variables [42].
However, for large BNs this task can be very cumbersome,
since the full joint probability table for n binary variables will
consist of 2" entries [43]. A simple yet powerful technique
called Variable Elimination (VA) can be used in order to
reduce the computational burden while conducting inference.
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A case of calculating a subset of queried variables X given
evidence E and latent variables Y is generalized bellow. The
conditional probability of X given evidence E is equal to the
ratio of the joint probability distribution of X and E to the
marginal probability distribution of E:

p(X,E=¢e)
p(E=e) ©)

The calculation of the numerator of equation (6) requires
marginalization over all latent variables Y4, ..., Yy

p(X =x,E=¢e)
:ZZ p(Yy,..,Y,, X =%,E=¢e)

P(X|E=g)=

)

we introduce factors serving as the multi-dimensional
tables that we use to avoid duplicate calculations. The joint
probability of all variables can be expressed in terms of factors
i.e., f(X, Ey ..., Ex, Y1..., ¥5). The joint probability of X and E
can be calculated by assigning E;=ei,..., FEx=€¢ and
marginalizing out the latent variables Yy,..., ¥, one by one as
follows:

p(X,E =e,...E =¢)

®)

Next, the joint factors can be expressed as a product of
factors, by applying the chain rule for BNs (equation (5)), as
follows:

p(xi | PA(Xi)) = f(xi! PA(Xi))
=fp(X,E =¢,....E =¢,)

Y, i=1 (9)

Thus, inference in BNs reduces to computing the sums of
products of the last term of equation (8). In order to compute
the last term of equation (8) efficiently the terms that do not
involve the latent variables must be factored out.

B. Expectation-Maximization Algorithm

Practical implementation of BNs show that we often have
to deal with the problem of incomplete data. Sometimes data
can be missing due to technical issues in data acquisition
system, other times the presence of data can be dependent on
values of observed variables [36]. When the probability that
the data is absent does not depend on observed values the data
is called missing at random completely (MARC), whereas
when the absence of the data is dependent on observed values,
the data is called missing at random (MAR). Incomplete data
sets can significantly bias the parameter estimates, thus
resulting in highly inaccurate probabilistic model. The problem
of missing data can be mitigated by implementation of the data
generation algorithms. In this study we use the Expectation-
Maximization Algorithm to generate randomly missing data.

Vol. 10, No. 2, 2019

Given a BN model structure with variables X, ..., X, we
introduce Oy - the parameter corresponding to the conditional
probability of X; in state k, at j"" configuration of its parent
nodes i.e., p(Xi=k|PA(X;)=j). According to this notation, for a
data set D = {d, ..., dn}, the likelihood estimate 6’y can be
found as follows [36]:

o Let0°= {0}, where 1 <i<n, 1 <k<|SP(X;)| -1, and
1 <j < |SP(PA(X)] are the arbitrary initial estimates of
the parameters, and SP(X;) is the state space of X;.

e Sett:=0;

e E-step: For each 1 < i < n calculate the expected
counts:

ELN (X,, PA(X,))| D]

=>" P(X;,PA(X;)|d,o")
debD (10)
where N represents the number of counts. This step finds
the conditional expectation of the complete-data loglikelihood,

given the observed component of the data and the current
values of the parameters.

o M-step: Use the expected counts to calculate a new
likelihood estimate for all Oy

E,IN(X; =k, PA(X;)=1)| D]

G =
" SITELINGX, =h PA(X,)= )| D]

(11)
Set 0":= 0 and t := t+1.

This step consists of simply performing a maximum
likelihood estimation of 6, assuming that the data is complete.

Repeat steps 3 and 4 until convergence or until other
stopping criteria are met.

I\VV. MODELING OF ELEVATOR CONTROL LoGIC

The proposed algorithm is applied on top of the collective
control strategy, where an elevator control algorithm
dispatches an elevator such that it travels in one direction and
stops only to pick up people who travel in the same direction.
When all requests in that direction have been exhausted the
elevator will run in another direction or stays in an idle state in
case there are no more elevator calls. The elevator control
algorithm, proposed by this study, sends commands to an
elevator system based on the information about the size of the
group of people waiting for the elevator. This information is
acquired by digital cameras installed in the lobby, hallways and
in front of the elevator doors, and processed by an image
processing system on a real-time basis. Discussion related to
the data acquisition and image-processing system falls beyond
the scope of this study; therefore, this section focuses merely
on description of the structure and parameters of BN used to
control elevator cars.

As discussed in the previous section, the Bayesian
inference requires updating the probability distributions of the
variables based on new evidence. In this study, we assume that
the group size measurements are conducted every 30 seconds
and this information is sent to the control system with random
interruptions. The Expectation-Maximization algorithm,
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described in the previous section, is used to ensure that the
control algorithm receives complete data sets. The proposed
algorithm optimizes elevator dispatching based on the variables
representing the passenger group size, their waiting time and
the location of an elevator car during the call. The parameters
of the dispatching priority can be adjusted according to the user
preference; i.e. a user can assign higher priority to the waiting
time variable, thus reducing overall passenger waiting time but
at the cost of higher consumption of electricity. Fig. 2 depicts
the graphical model of the proposed algorithm for an upward
direction. The downward direction model is similar to the
upward with some difference in the BN structure.

The group size variable determines the number of people
waiting for an elevator. Categorization of the group size data
must be done based on the size of an elevator car. For instance,
for an average-size elevator car the group size data
categorization should be done as follows: 0 passengers — none
(N), 1-2 passengers — medium (M) and 3 or more passengers —
high (H). These categories can be changed based on the user
preference and the size of the elevator car, however it is

Vol. 10, No. 2, 2019

important to keep in mind that a very excessive number of
group categories may cause an increase in computation time
while have little or no effect on overall performance of elevator
dispatching. The group size may vary due to random
movements of the group members. In some instances, people
may just be passing by an elevator and caught by the camera,
or decided to use stairs after waiting for several minutes. The
update of marginal probabilities of the group size node must be
done taking into account such instances. For this reason, it is
important to represent the group size node in terms of
probability of this node being in certain states. For example, for
3th floor: 3 persons with certainty 70% or 2 persons with
certainty 20%. The uncertainty is due to occasionally poor
lighting or to walking persons etc.

Next, the algorithm proceeds with calculation of CPT of
each node by applying the fuzzy Rules. Note that throughout
this paper, F; refers to a building floor where subscript i
represent the floor number and n the total number of floors in a
building.

Groupl|Size Fn

Waiting

Call Proximity

Decision for Upward
Direction

Fig. 2. Graphical Model of the Proposed Algorithm for an Upward Direction.
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The fuzzy Rules for upward direction at are:
e If Fyis in state H neglect other floors and go to F;.

e If Fyisinstate M go to the floor with state H except for
Fn.1. If there are several floors in state H assign equal
priority to each one of them.

e If Fyisin state M go to F; if all other floors are in state
M or N.

e If Fyis in state N then go to a floor in state M or H. If
there are several floors in state M or in state H assign
equal priority to each of them.

e Ifall floors are in state N go to F;.

e If Fjis in state H neglect the group sizes of other floors
and go to F;, except if F; is in state H. If there are
several floors in state H assign the same priority to
each of them.

e If Fjis in state M go to the floor with state H. If there
are several floors in state H assign the same priority to
each of them.

o |If F;isin state M go to F; if all other floors except F;
are in state M or N. If there are several floors in state M
assign the same priority to each of them.

e If Fjisin state N go to the floor in state H or M. If there
are several floors in state M or independently in state H
assign equal priority to each of them.

There are no rules for F,, because this study analyzes only
upward direction.  Similar rules describe the downward
direction.

Besides the floor states, the proposed algorithm considers
other factors such as proximity of an elevator car to a caller and
how long the caller has been waiting for an elevator. Final
decision on where to send an elevator car first significantly
depend on these variables. The video cameras installed in the
lobby, hallways and in front of the elevator doors send images
to the image processing algorithm every 30 seconds. The
image processing algorithm determines the number of people
and their waiting time and reports this information to the
control unit. Similar to the group size variable the waiting time
variable is set in terms of probabilities to account for random
movements of people in front of the elevator doors.

To account for waiting time a set of fuzzy Rules is
exercised by the algorithm. The states of this variable are 1-30
seconds—short (S), 31-60 seconds—average (A) and 61 seconds
or more—long (L).

The fuzzy Rules for upward direction at are:
e |If Fyisin state L neglect other floors and go to F;.

e If Fyis in state A give priority to F; except if there are
floors in state L. If there are several floors in state L
assign equal priorities to each of them.

e If Fyisin state S give priority to F; except if there are
floors in state A or L. If there are several floors in state
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A or independently in state L assign equal priorities to
each of them.

e If F; is in state L then assign priority to F; with the
exception of F;. If there are many floors in state L
assign the same priority.

e If F; is in state A give priority to F; except for F; in
with waiting time in state A and except case where
there are floors in state L. If there are several floors in
state A assign equal priorities to each of them.

e If Fjis in state S give priority to F; except for F; with
waiting time in state S and except there are other floors
in state L or A. If there are several floors in state S
assign equal priorities to each of them.

Finally, the third critical information that will be utilized in
the present model is the factor of proximity. This third factor
can be represented with just a determining informational node
without parents. The reason is that there is always availability
of the piece of information, about the floor that the cabinet is.
There are no fuzzy rules for this issue and there is no
uncertainty. The update evidence process for the BN assigns
the probability one to one of the five floors which are states of
this proximity node. Thus in the proposed algorithm the
elevator car location variable is represented as an evidence.

The structure of the proposed model includes utility and
decision nodes. In general, the utility node represents a variable
accountable for aims and objectives of the controlled action.
Often, these nodes determine the decision maker’s choice over
the outcome of the parent nodes. The decision node represents
a variable that can be controlled by the decision maker and thus
is utilized to predict decision maker’s choices [44]. It is
important to note that implementation of this kind of decision-
making framework will require adjustment of the functions
determining the parameters of multi-objective elevator dispatch
strategy.

A mutually exclusive variable Ai where i = 1,..., n,
representing action commands along with three variables Ha
with possible states H; where j = 2,..., m representing
hypothesis influencing the decision. Another important feature
of the proposed algorithm is that the action commands do not
have any correlation with P(H).

Finally, a utility node U(A; H;) determining action
commands A; and hypothesis states H; must be determined. The
expected utility responsible for action commands is defined as
follows:

EU(A)=3 "3 (A, HD) p(HD) )

The action commands that have maximum expected utility
(MEU) value are sent to the control unit.

MEU (A)=max EU (A) (13)

In our influence diagram there are three determining
variables that influence the utility node. This Utility node
attributes utility values in cardinal scale to the states of the
decision node. The decision node has as states: GoFloor 1,

21|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

GoFloor 2, ..., GoFloor 4. The BN designer of this elevator
decision making is now responsible to develop a strategy for
the overall utility in order to assign the correct weight/utility to
the various combinations of states of the three determining
nodes. The whole procedure needs a two or three stages
evaluation scheme in order to correct wrong weights that lead
to unreasonable decision i.e. we want to avoid the elevator
going more often to some floors without any particular reason
but due to wrong weights.

The form of all fuzzy rules utilized by the proposed BN are:

e If F;is in state A and F, in state B and F3 in state C
...then more (much less, less, more, much more)
priority must be given to F,.

e The waiting time priority is assigned as follows: "If F;
is in state A and F, in state B and F; in state C... then
the waiting time priority of Fy is (much less, less,
equally, more, much more) strong".

Finally, the conversion of the string type fuzzy sets into
numerical values is required in order to calculate the CPTs of
each node. Conversion of the fuzzy sets is conducted through
defuzzification of these sets given their membership functions.
For the purpose of this study, the triangular membership
function is used to represent the fuzzy sets.

V. EVALUATION

Evaluation of the proposed algorithm was conducted taking
into account 35 dispatching scenarios for upward and 35
scenarios for downward direction. Each scenario is
characterized by a different set of evidence and derivation of
these scenarios was done based on a random set of all possible
combinations of evidence nodes states. The final set of
scenarios was selected such that the trivial or repeating
scenarios were not considered. The main goal is to analyze the
scenarios and come up with the list of elevator control
decisions. Next, this list was compared to the so-called
“golden” decisions reported by our experts. The flow chart of
the algorithm evaluation procedure is presented in Fig. 3.

Three rounds of experiments were conducted in order to
evaluate the proposed algorithm. The first round resulted in
68% similarity of the exercised decisions with the golden rules.
To tune the algorithm performance the variables affecting
unexpected decisions were assigned with adjusted probabilities
in CPT and weights in the utility table. The second round of
experiments showed improvement of the overall algorithm
performance. The similarity with the set of golden decisions
was 85%. Another adjustment of the variable parameters
resulted in 94% of similarity with the golden decisions.

The proposed BN model was implemented in BayesialLab
software. The sensitivity analysis as a part of evaluation
procedure was conducted on 30 random experiments. Various
combinations of evidence data was updated for each randomly
selected case. This was done using BayesiaLab built-in feature.
To conduct the sensitivity analysis an additional variable
indexing the values of probabilities in question was utilized.
Bayesialab calculates the strength of influence of each value
on the result, and determines the sensitivity of the final
decision to changes in prior or posterior probability
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distribution. The sensitivity analysis showed that the final
decision is sensitive to certain floors. This can be explained by
the fact that the bottom floors have more influence on the
overall dispatch strategy due to fuzzy rules. Nevertheless, the
final control actions exercised by the elevator control system
based on the overall system state were quite accurate.

Choose all possible combinations of evidence

v

Determine the elevator dispatching scenarios
based on the evidence

v

Refine the list of dispatching scenarios such that
repeating and trivial scenarios are removed

v

. Run the algorithm to determine the elevator
v control decisions for each scenario

v

Compare the elevator control decisions derived
by the algorithm with the list of golden decisions

v

Similarity with the golden set is more than 90%

v v

| No | | Yes |
v v
Adjust the

parameters of BN Stop

Fig. 3. Flow Chart of Algorithm Evaluation.

VI. CONCLUSION

Firstly, it is important to note, successful implementation of
an elevator control strategy, such as an algorithm proposed by
this study, in practice will require considering existing elevator
control practice. This information is crucial in order to properly
tune the elevator control algorithm. The control system was
tuned to result in control actions based on the set of fuzzy rules
and data provided by image acquisition and processing system.

To implement the proposed algorithm a BN model was
constructed using BayesiaLab. Randomly chosen 35+35
scenarios were analyzed in order to update the network with
evidence data. Next, decisions made by the algorithm were
evaluated and the probability distributions of BN variables
were adjusted to result in better decision making. After couple
adjustment, the algorithm showed 94% similarity with golden
decisions.

The advantages of the proposed algorithm are:
e Clear and simple graphical data processing model.

¢ Information with high level of uncertainty can also be
included and fully investigated.

e The decision-making strategies can be adjusted
according to user preference.

e The decision-making rules are not hard-coded into the
algorithm, thus could be adjusted or modified.
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e Implementation of new elevator control rules will
simply  require reassignment of  conditional
probabilities of various variables or changing the
topology of the model.

The disadvantages of the proposed algorithm are:

e A sensitivity analysis must be conducted in order to
determine variables that have high influence on final
decisions.

e The algorithm implementers must have thorough
understanding of not only elevator control and
dispatching but also BNs and probabilistic inference in
general.

Important aspects related to implementation of the
proposed algorithm are:
e Derivation of fuzzy rules was conducted in

coordination with the field experts.

e Conversion of fuzzy rules to numerical values have
been conducted using variable defuzzification with
three-stage algorithm tuning.

e The number of nodes affecting the utility node is kept
at very low level.

Future work will focus on extending this algorithm with the

development of a BN based EGC algorithm for large office
buildings with multiple elevators.
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Abstract—A mobile ad hoc network (MANET) is a type of
multi-hop network under different movement patterns without
requiring any fixed infrastructure or centralized control. The
mobile nodes in this network moves arbitrarily and topology
changes frequently. In MANET routing, protocols play an
important role to make reliable communication between nodes.
There are several issues affecting the performance of MANET
routing protocols. Mobility is one of the most significant factors
that have an impact on the routing process. In this paper, FCM,
SCM, RWM and HWM mobility models are designed to analyze
the performance of AODV, OLSR and GRP protocols, with ten
pause time values. These models are based on varying speeds and
pause time of MANET participants. Different node parameters
such as data drop rate, average end-to-end delay, media access
delay, network load, retransmission attempts and throughput are
used to make a performance comparison between mobility
models. The simulation results showed that in most of the cases
OLSR protocol provides better performance than other two
routing protocols and it is more suitable for networks that
require low delay and retransmission attempts, and high
throughput.

Keywords—MANET; routing protocols; AODV; OLSR; GRP;
node mobility

I.  INTRODUCTION

Mobile Ad hoc Network (MANET) is a collection of
wireless mobile nodes without requiring any pre-existing
network infrastructure. The nodes are free to join and leave
the network at any time. Each wireless mobile node can
communicate with the other nodes and forward data.
However, the characteristics of these nodes changes quickly in
term of battery power, processing ability, size, and
transmission range [1]. In MANET, some nodes can operate
as clients, whereas others as servers and few nodes, depending
on the network situation, may be flexible to operate as client
and server at the same time. Moreover, the topology of these
networks changes rapidly due to the independent and random
movement of the nodes within the network. Consequently, the
arbitrary movement of these nodes changes the entire topology
dynamically in an unpredictable manner. In order to transmit
information from the source node to the destination node,
MANET relays on two methods. If both of the nodes are
within the same transmission range, they can exchange
information immediately. Otherwise, the intermediate nodes
are used to exchange information between the source and
destination node.

In recent years, with emerging wireless technology and
increasing demand on wireless devices by end users, such as
smartphones, Wi-Fi capable laptops, etc., ad hoc networks are
becoming more popular. Since MANET has a dynamic nature
and there is no need for any infrastructure to deploy on the
network, it can be used in many different application areas.
Additionally, this type of network is both convenient to use in
small networks such as conference rooms and large networks
like medical emergency, military communications between the
vehicles, soldiers and military data headquarters.

The network connection, the existing infrastructure and
electricity are often destroyed or damaged in the case of
natural disasters such as flood, earthquake and fire. MANETS
can be deployed quickly in order to overcome the problems
and better handle the consequences of such disasters [2].
Furthermore, MANETSs have been proposed to establish in
other areas such as environment monitoring [3] and vehicular
communication [4], [5], [6].

Routing protocols in MANETSs are the most significant
part in order to find the optimal path for transmitting the
information from the source node to the destination node. Due
to the dynamic topology in MANET, it is difficult to develop
an accurate, efficient, effective and reliable routing protocol to
establish communication between wireless mobile nodes.
These days, there are a number of routing protocols that have
been developed for the mobile ad-hoc networks. These routing
protocols can be divided into three main categories: Reactive,
Proactive and Hybrid routing protocols. In order to evaluate
and analyze the performances of routing protocols, several
simulations have been done with varying network sizes, data
types and parameters. In this study, the impact of mobility on
the performance of AODV, OLSR, and GRP MANET routing
protocols are investigated in order to identify the
performances under different conditions and parameters.

The rest of this paper is organized as follows: Section 2
presents the related works on the performance evaluation of
MANET routing protocols. In Section 3, the main features of
AODV, OLSR, and GRP routing protocols are explained.
Section 4 gives a brief discussion on randomly based mobility
models. Section 5 explains the metrics that are used to
evaluate the performance of AODV, OLSR, and GRP
protocols. Simulation setup is discussed in Section 6. The
results of this study are analyzed in Section 7 and Section 8
concludes the paper.
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Il. RELATED WORK

In the recent years, there are many research papers
published on evaluating the performance of MANET routing
protocols under different metrics. Most of the papers
concentrate on network size variations with traffic load using
constant bit rate (CBR) traffic instead of mobility models and
pause time of nodes. However, these papers do not observe
some of the significant parameters in the network such as data
drop rate and retransmission attempts, to analyze the
performance of MANET routing protocols. Rangaraj and
Anitha [7] evaluated Random Waypoint (RWP), Manhattan
Model (MM) and Pursue Mobility Model (PPM) mobility
models in order to analyze the performance of AODV and
DSDV routing protocols. They used five metrics to evaluate
these protocols: delay, throughput, packet delivery ratio,
energy, and overhead. According to their simulation results,
mobility models have an impact on the performance of AODV
and DSDV routing protocols. Their study showed that the
PPM model has the ability to provide the best performance
with AODV protocols, if performance metrics are considered.

In [8], Kumari et al. compared the performance of AODV,
DSDV, and OLSR routing protocols based on different
parameters such as packet delivery ratio, routing overhead,
packet loss and end-to-end delay under various mobility speed
of nodes in the network. Based on the results, OLSR and
DSDV generated less end-to-end delay compared to AODV.
Also, AODV had less routing overhead than DSDV. On the
other hand, the results indicated that when the node speed
increases in the network, packet delivery ratio decreases for all
routing protocols. However, this study does not consider any
results about packet loss in the network.

In [9], Appiah et al. compared the performance of DSR
and OLSR protocols based on random waypoint mobility
model under different routing metrics such as average traffic
received, average throughput, and average delay. The
simulation was carried out in an area of 500m x 500m. Two
scenarios were used by authors but the nhumber of nodes was
same in both of the scenarios, 500 nodes. The node speed in
the network was 5 to 10m/sec. with a 5sec. pause time.
According to their results, for all three performance metrics,
OLSR protocol performed better than DSR protocol.

Shams et al. [10] evaluated the performance of AODV and
DSDV routing protocols based on four mobility models: Fast
Car Model, Slow Car Model, Human Running model and
Human Walking Model. They used four different pause times:
0, 10, 100, and 450 for every scenario. In their simulations,
packet delivery fraction, average end-to-end delay and
normalized routing overhead performance metrics were used.
According to their obtained results, DSDV routing protocol is
more appropriate for Human Running and Human Walking
Model than Fast Car and Slow Car Models.

I11. ROUTING PROTOCOLS IN MANET

Nodes in the MANET need a route to exchange
information between a source and a destination node. The
intermediate nodes participate to succeed the communication
between the nodes when the source node and destination node
are not within the same range. Routing protocols play an
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important role to find the best route for forwarding data to its
destination. Different procedures and metrics are used by
various routing protocols to determine the optimal path for
forwarding the packets between the nodes. Several ways are
used to classify MANET routing protocols, but most of these
are based on network structure and routing strategy [11]. The
wireless node must have the capability to establish and
maintain multi-hop routes and guarantee that data is
exchanging between nodes. Designing a routing protocol is
one of the most significant features of the communication
process. In this section, we discuss three MANET routing
protocols and some issues that are related to routing protocols
in details.

A. Ad-hoc on-Demand Distance Vector (AODV) Protocol

One of the most commonly used reactive MANET routing
protocol is Ad-hoc On-Demand Distance Vector (AODV)
Protocol. This protocol is suitable for multicast and unicast
routing between participated mobile nodes in the network.
AODV has the capability to maintain only the routes that are
actively used in a communication [12]. AODV has a crucial
role to reduce the number of needed broadcasts messages
through the network. To find and maintain the routes, AODV
uses four different messages such as Route Request message
(RREQ), Route Reply Message (RREP), Route Error Message
(RERR), and HELLO Message. When a source node wants to
send a packet to a destination node but it has no routing
information to reach the destination or if a previously valid
route is expired, the source node must discover a path for
transferring the packet. To carry out this process, it broadcasts
a message called Route Request message (RREQ) to all its
neighbors.

The RREQ is one of the four messages that are used by the
source node to find the routes. This message continuously
propagates across the network until it accesses the destination
node. Each RREQ consists of the fields such as Source
Address, Request ID, Source Sequence No, Destination
Address, and Destination Sequence No, Hop Count [12]. If
any of the neighbor node have a route to reach the destination
node, it informs the source node by sending a unicast Route
Reply (RREP) message. Otherwise, it rebroadcasts the RREQ
message to the neighboring nodes. When a node receives
RREQ message from a neighbor, it records the address of this
neighbor. This address is used by the nodes when they find the
destination node. This mechanism is very useful to reduce the
number of broadcast messages by nodes in the network. The
RREP consists of the fields such as Source Address,
Destination Address, Destination Sequence No, Hop Count,
and Life Time [13].

During the communication between nodes, some nodes
might leave the network or a link may fail at any time since
each node in MANET is free to move independently. In this
case, nodes use another message called Route Error (RERR)
to inform the source node that the link breakage occurred and
cannot reach the destination node. After the RERR message is
received by the source, if the source node still desires the path,
it can re-initiate path discovery [14]. AODV routing protocol
uses local broadcast message during the route discovery
process called HELLO message. This message helps each
node to find its neighbors. Furthermore, this message is
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important to inform the neighbor nodes that the route is still
alive for transmitting data [15].

B. Optimized Link State Routing Protocol (OLSR)

Optimized Link State Routing (OLSR) is a proactive link
state routing protocol. It is also known as table-driven protocol
because it has the ability to store and update its routing table
temporarily. Due to its proactive nature, when a node wants to
send a packet to a destination node, the routes are
continuously available. Therefore, the protocol considers the
minimum delay during a packet transmission over the
network. OLSR is an appropriate protocol for large and dense
mobile networks since this protocol uses Multipoint Relays
(MPR) node technique. This technique plays a significant role
to discover the shortest route to the destination node. It is also
able to reduce the number of identical retransmission
messages in the network compared to other flooding
techniques that are used by other MANET routing protocols.
Each node in the network has the capability to select a set of
its neighbor nodes as an MPR. Furthermore, the MPR
selectors set are used by each node to count nodes that have
chosen it as an MPR node [12].

OLSR allows nodes to declare their own willingness to
operate as MPRs. For this purpose, the protocol uses 8 levels
of willingness to define which nodes must be operated as
MPRs. The lowest level is called WILL _NEVER (0). The
node at this level cannot be selected as an MPR. The highest
level is called WILL_ALWAYS (7), which shows that this
node can always be selected and operated as an MPR.
Willingness is a part of HELLO packet. MPR selection is
based on one-hop node that provides the best path to reach the
two-hop neighbors [16]. This technique can divide all nodes in
the network into different sets. In this case, MPR limits the set
of nodes to retransmit packets from all nodes to a subset of
nodes in the network. The topology of the network determines
the size of this subset of nodes [17]. In OLSR, link state
information is created and forwarded only by MPR nodes
during the flooding process across the network [18]. In
addition, OLSR uses two main types of control messages such
as HELLO and Topology Control (TC) messages to find the
route and maintain the network topology information. To do
that, these messages periodically broadcast throughout the
networks.

C. Geographic Routing Protocol (GRP)

Geographic routing protocol has the ability to deal with
different size of networks since there is no need to maintain
the routing table up-to-date. The main idea behind using GRP
is that geographic position information is used to forward
packets from the source node to the destination node.
Consequently, in dynamic topologies, it can provide better
performance, especially in large density mobile nodes. In
other words, the source node instead of using network address
relies on geographic location information to reach the
destination node. It exchanges information between the nodes
in the network without having the knowledge about prior route
discovery or network topology [19].

Moreover, GRP uses two main important mechanisms for
forwarding packets in the network: Greedy Forwarding and
Face Routing. Greedy Forwarding technique uses local
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information to transport the packet closer to the destination in
each step. The node that has the minimum distance to reach
the destination in each step is the most appropriate neighbor
node. In Greedy Forwarding, the key difficulty is to choose
the correct neighbor node to send the packet. To carry out this
step, different routing strategies are used by Greedy
Forwarding such as Most Forwarded within R (MFR), Nearest
with Forwarded Progress (NFP) and Compass Routing. Based
on these strategies a node can decide which neighbor node
should be selected for forwarding the packets [20]. When
Greedy Forwarding cannot find any neighbor node near to the
destination, it can lead to a dead end. Then GRP uses Face
Routing approach to recover from that situation and discover a
route to another node, where Greedy Forwarding can be
started again. Face Routing strategy has a significant role to
guarantee that the packet can be reached to the destination
node [21].

IVV. RANDOM BASED MOBILITY MODELS

In the considered mobility models, the mobile nodes are
free to move from one location to another without limitations.
These models play a significant role to evaluate the
performance of routing protocols in MANET since they have
the ability to deal with randomly selected velocity and
acceleration during simulation time for each routing protocol.
In recent years, with developing mobile ad hoc network
routing protocols, some mobility models have been proposed
to evaluate the performance of these routing protocols. The
Random Waypoint model is the first model that was proposed
by Johnson and Maltz [22]. This model is one of the common
models that have been using to evaluate the performance of
MANET routing protocols because it is easy to use and widely
exist in most of the network simulators.

The procedures of using Random Waypoint is that when
the simulation starts to transmit packets from the source node
to the destination node, every mobile node chooses one
position in the simulation field as the destination point. Then,
the nodes move to reach the desired destination with a
constant velocity. The speed is selected randomly within the
range of [0, Vmax], where Vmax denotes the maximum
velocity for each mobile node. The direction and velocity of
the mobile nodes are selected independent from each other.
When the mobile node reaches the destination, it can be
stopped for a short time based on the time that is assigned as
the pause time, T pause. In the simulation field, the mobile
node selects another random destination after the pause time
and travels towards it. This process continues until the end of
the simulation time [23]. In some case, Tpause = O which
means the node continuously moves.

V. PERFORMANCE EVALUATION METRICS

Many quantitative metrics can be used to evaluate the
performance of MANET routing protocols. In this study, the
considered performance metrics are data drop rate, average
end-to-end delay, media access delay, network load,
retransmission attempts and throughput.

A. Data Drop Rate

Data Drop rate occurs when the source node wants to
transmit data to the destination node but some of the data gets
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lost during the transmission by network congestion or buffer
overflow [24].

B. Average End -to- End Delay

The average end-to-end delay is defined as the average
time that an entire packet needs to travel from the sender to
the receiver across a network. The end-to-end delay can be
calculated as follows:

EED =PT + TT + QT + PD

Where EED is end-to-end delay, PT is propagation time,
TT represents transmission time, QT is queuing time and PD
represents processing delay [25].

C. Media Access Delay

Media Access Delay is measured as the time from when
the data reaches the Media Access Layer (MAC) until it is
successfully transmitted out on the wireless medium. This
metric is useful since many real-time applications cannot wait
for long delays, since, after a specific time, the data becomes
useless. For that reason, it is significant to provide a minimum
delay for real-time streams.

D. Network Load

Network load represents the average amount of data traffic
being carried by the network. High network load results in
increased number of collisions in the networks and this is one
of the factors that degrade the performance of MANET
routing protocols

E. Retransmission Attempts

Retransmission Attempt can be defined as the total number
of retransmission attempts done in a network until a packet is
successfully transmitted or discarded for some reasons.

F. Throughput

Throughput is another important metric that is used to
evaluate the performance of routing protocols. It is defined as
the average rate of data that successfully received by the
destination node in the network. Different measurements can
be used to measure the throughput such as bits per second
(bps), byte per second (Bps) and sometimes data packets per
second (p/sec). In MANET, the throughput can be affected by
some factors such as mobility of nodes, traffic load, limited
bandwidth, and power constraint [25]. The throughput can be
calculated as follows:

Number of Delivered PacketsxPacket Size*8

Throughput (bps) =

Total Duration of Simulation

VI. SIMULATION SETUP

The study is carried out via using OPNET (Optimized
Network Engineering Tool) Modeler version 14.5. OPNET is
one of the most common commercial simulator tools for the
research studies that can run on the Microsoft Windows
platform. OPNET has the ability to deal with different types of
network models. This ability makes the simulator one of the
best environments for coordinating and comparing the
performances of routing protocols accurately.

Three MANET routing protocols AODV, OLSR and GRP
are compared. Performance of routing protocols based on the
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impact of different mobility models with varying pause time
of mobile nodes in the network examined. In simulation
scenarios, 75 wireless nodes with a fixed wireless server to
support Files Transport Protocol used. The wireless nodes
having various speeds were distributed randomly within the
network area 1500m x 1500m. Total simulation time in all
simulation models is 900 seconds as shown in Table 1. In
addition, different network entities such as application
configuration,  mobility ~ configuration, and  profile
configuration are used in the design of our simulation models.
To carry out this study, four different node speeds FCM
(30m/s), SCM (10m/s), RWM (4m/s), and HWM (2m/s) are
used.

A. Fast Car Model (FCM)

In FCM, we assume that the nodes can move like a car at
speed 30m/s or 108km/h. These mobile nodes move from one
station to another station. Furthermore, in this model pause
time interval must be considered because the mobile nodes
should be stopped for a moment at different breakpoints. As
an example, if an ambulance is moving at 105km/h, it should
stop at different breakpoints.

B. Slow Car Model (SCM)

SCM is another model that was designed to analyze the
performance of AODV, OLSR, and GRP MANET routing
protocols. In this model, the car may move at a slow speed
compared to the previous model but on a busy street.
Therefore, speed is reduced to 10m/s or 36km/h.

C. Race Walking Model (RWM)

In this model, mobile nodes are considered as human due
to the fact that most of the time MANET participants are
carried by a human. There is a speed difference between a
human walking and a human running. For instance, in
battlefield soldiers can walk or run where the average speed is
4m/s or 14.4km/h. Moreover, this model can also be used for
rescue operations and for some sports.

TABLE I. PARAMETERS OF SIMULATION
Environment Size 1500m x 1500m
Number of nodes 75
Protocols AODV, OLSR, GRP
Speed FCM (30m/s), SCM (10m/s), RWM

(4m/s), HWM (2m/s)

Data Drop rate, End —to- End Delay,
Media Access Delay, Network Load,
Retransmission Attempts,
Throughput

Performance Metrics

Pause Time 10, 20, 30, 40, 50, 60, 70, 80, 90, 100
Mobility model Random Waypoint

Application Traffic FTP Traffic

File Size 20 Frames

Data Rate 11 Mbps

Simulation Time 900sec

Simulator OPNET 14.5
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D. Human Walking Model (HWM)

This is similar to the RWM model, but it has different
considerations. For instance, people typically walk in festival,
campus, or at a shopping mall. HWM model speed is 2m/s or
7.2km/h.

VII.RESULTS AND ANALYSIS

In this section, the results of experiments conducted are
presented and discussed aiming to investigate the performance
of AODV, OLSR, and GRP MANET routing protocols under
the four models FCM, SCM, RWM, and HWM. Data drop
rates, end-to-end delay, media access delay, network load,
retransmission attempts, and throughput are the metrics used
to evaluate the performance of these routing protocols.

A. Data Drop Rate

Fig. 1(a), (b), (c) and (d) shows the data drop rates of
AODV, OLSR, and GRP protocols under various speeds with
different pause times. The plots show the data dropped from
OLSR is greater than AODV and GRP in FCM, RWM, RWM,
and HWM models. However, we can see a very large
difference between AODV and the other two routing protocols
in all models. AODV shows the best performance among the
protocols investigated.

In FCM model data drop rate for AODV is very high when
compared to the other models and is equal to 271.6803
bits/sec, while 76.358 bits/sec in SCM, 71.932 bits/sec in
RWM, and 63.63183 bits/sec in HWM. We can observe that
the data drop rate for AODV is very high at speed 30m/s but
in other models, AODV protocol gives better performance due
to the reduction in speed and pause time have a negligible
effect on the performance of AODV. In addition, GRP
protocol have quite a high packet drop rate compared to
AODV in all models and is equal to 1454.679 bits/sec in
FCM, 1266.727 bits/sec in SCM, 1146.504 bits/sec in RWM,
and 1179.5 bits/sec in HWM. In general, it can be observed in
Fig. 1(a), (b), (c), and (d) that data drop rate decreases as the
speed of nodes decreases. In case of OLSR protocol, data drop
rate is the highest for all models and when the mobility
increases the data drop rate increases also but it can be seen
from the results that the data drop rate remains same for
different pause times.

B. Average End -to- End Delay

Fig. 2(a), (b), (c), and (d) present the average end-to-end
delay of AODV, OLSR, and GRP protocols with varying
mobility and pause times. It can be seen that due to its
proactive nature, MPR selectors, sets and relay messages,
OLSR protocol has the lowest delay when compared to the
other protocols. MPR selector sets play an important role to
reduce the delay in the network. Furthermore, each node can
predefine and maintain routes in its routing table to all
destinations. The average peak value of OLSR in FCM model
is 0.000703 sec and that value decreases when the speed of
nodes decreases. OLSR has the minimum delay in the HWM
model that is 0.000368 sec. Furthermore, RWM and HWM
model at speeds i.e. 4m/s and 2m/s can provide a lower delay
compared to FCM and SCM models. However, The RWM
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model for the OLSR protocol at pause time 90 gives a slightly
better performance due to the decrease in node speed. In
OLSR when node speeds reduced the probability of validity of
the routes kept in routing tables rises.

On the other hand, the GRP protocol has lower delay when
compared to AODV protocol that is 0.001525 sec in FCM
model. The reason for that is the GRP protocols’ ability to set
up the connection between nodes in the network without
considering the real and non-real time traffic. Thus, GRP does
not need to maintain explicit routes and instead of using
network addresses, it relies on geographic position
information for forwarding data from the source node to the
destination node in the network. Furthermore, the FCM model
for the GRP protocol at pause time 100 provides the lowest
delay that is 0.00138 sec. In all cases, the value of delay
decreases gradually with the reduction of the node speeds.
From the figures, we can observe that AODV has the highest
delay when compared to the other protocols. AODV is an on-
demand protocol, which constructs the connection when
necessary that is the source of delay. The average delay of
AODYV in the FCM model is 0.006484 sec and this value
decreases gradually in other models. In the SCM model, the
peak value is 0.005429 sec. However, in the HWM model
Fig. 2(d) it can be seen that average end-to-end delay for
AODV is the lowest, hitting to 0.003799 sec. In all models,
for the all protocols investigated pause time has negligible
effect on the performance.

C. Media Access Delay

Four models are created to evaluate the media access delay
of AODV, OLSR, and GRP protocols. In the first model when
the speed is 30m/s as shown in Fig. 3(a) the average media
access delay of AODV is greater than average media access
delay of the OLSR and the GRP protocols. The average delay
value of the AODV protocol is 0.012776 sec. This value
gradually decreases when the speed decreases and pause time
increases. The media access delay value is lower in the RWM
and HWM models when compared to FCM and SCM models.
However, it is clear in Fig. 3(b) that AODV gives an almost
identical performance between the pause times 20 sec. and 90
sec. In addition, the media access delay for RWM and HWM
models are 0.1244 sec and 0.1232 sec respectively and in the
SCM model the media access delay is 0.1531 sec.

Moreover, GRP protocol in all cases can provide the
lowest media access delay and performs better when
compared to AODV and OLSR protocols. GRP protocol also
has lower media access delays in RWM and HWM models
because there are more link breakages at higher speeds in
FCM and SCM.  The average delay value for GRP in FCM,
SCM, RWM, and HWM are 0.003853 sec, 0.003694 sec,
0.00367 sec, and 0.003328 sec respectively. On the other
hand, the OLSR protocol performs better than AODV in all
cases. However, the pause times does not affect the
performance of the OLSR protocol as demonstrated in
Fig. 3(a), (b), (c), and (d). The average rate of media access
delay for OLSR protocol is 0.004156 sec in the FCM model
and 0.00364 sec in HWM mode.
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D. Network Load

Fig. 4(a), (b), (c), and (d) represent the network load for
AODV, OLSR, and GRP routing protocols. According to the
simulation results, OLSR always has the highest network load
for all cases when compared to the other two routing
protocols. Mobility of nodes in network changes the link state
of nodes m OLSR protocol and as a result MPR nodes are
changing. Thus, the nodes in the network must periodically
broadcast hello and TC messages to maintain and find
neighborhood nodes. Furthermore, OLSR is a link state
routing protocol that uses a table-driven mechanism which
produces more communication overhead and takes more time;
as a result the total load in the network increases.

On the other hand, it can be observed from Table 2 and
Fig. 4(a) the average network load of the OLSR protocol in the
FCM model is 120102.4 bits/sec. However, the values of
network loads in other models are gradually decreases and
reaches to 114767.6 bits/sec in the SCM model. On the graph
of OLSR network load, the network load peak value is starting
from almost 111824.6 bits/sec for pause time 10 and reaches
to almost 111746.3 bits/sec for pause time 100 in RWM
model. Similarly, the load on the network in the HWM model
is also showing a different behavior than the RWM model.
The peak value of the network load is 110198.5 bits/sec for the
HWM model. AODV in the HWM maodel has slightly higher
network load that is 21968.23 bits/sec when compared to GRP
protocols’ 17970.58 bits/sec. The average network load in the
FCM model for AODV protocol is 29826.48 bits/sec and
gradually decreases in the other three models. In the SCM
model average network load is 24442.48 bits/sec. and in the

RWM model the average network load is also decreases and
reaches down to 24106.29 bits/sec. But in RWM model for
GRP protocol it is 50895.41 bits/sec. for all cases except
HWM model GRP protocol has higher network load when
compared to AODV protocols’ network load as shown in
Fig. 4(a), (b), and (c).

E. Retransmission Attempts

Retransmission Attempts of AODV, OLSR, and GRP
protocols are presented in Fig. 5(), (b), (c), and (d).
According to the obtained results GRP protocol has more
retransmission packets compared to OLSR and AODV
protocols for all cases. It is also observed that increasing the
mobility speed increases the retransmission packets as shown
in Table 2. The average peak value of GRP protocol in the
FCM model is 0.3715packets/sec. However, decrease in the
mobility speed or increase in the pause time, decreases the
retransmission attempts for GRP protocol. In SCM model the
peak value becomes 0.2535packets/sec. This value gradually
decreases in the remaining models. It can be seen from the
table that the retransmission attempts in RWM and HWM
models are 0.2384packets/sec and 0.2101packets/sec
respectively. When a link broken in the network, the nodes
attempt to maintain the connection through other nodes and try
to retransmit the packets that are lost during the
communication. As a result, the link breakage is the main
reason for the increase in the number of retransmission packets
on the network.

Furthermore, from the graphs, it is clear that OLSR
protocol performs better than AODV and GRP protocols
where the reason is being a proactive protocol. The average
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peak value of OLSR protocol in FCM model is
0.0642packets/sec. This value decreases slightly in HWM
model and is equal to 0.0582packets/sec. In addition, the
AODV protocol can provide better performance when
compared to GRP protocol. The average rate of retransmission
attempts reaches to 0.2421 packets/sec in FCM model.
Decreasing the mobility speed causes the decrease in
retransmission attempts and it becomes 0.1531packets/sec in
SCM  model, 0.1244packets/sec in RWM, and
0.1232packets/sec in HWM model. However, increase in
pause-time will affect slightly the AODV protocol, because it
is an on-demand protocol and that means connections will be
constructed when necessary.

F. Throughput

Fig. 6(a), (b), (c), and (d) show the throughput for AODV,
OLSR, and GRP protocols. In this simulation, the number of
nodes is kept constant as 75 and the mobility speed and pause
time of the nodes is varied based on models that have been
created. According to the results obtained, OLSR performs
better than AODV and GRP protocol due to being proactive in
nature. However, we can observe that when mobility speed
and pause times are increased; OLSR does not have significant
decrease in throughput as shown in Table 2. The average rate
of throughput for OLSR protocol in FCM is 8034218 bits/sec.
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This rate gradually increases when the mobility speed
decreases. The average rate of throughput in HWM is
9810472bits/sec. In addition, we can also observe that the
throughput rate of GRP in FCM, SCM, RWM, and HWM
have slightly better results than the throughput rate of AODV.
The reason is that, the GRP protocol collects information at a
source node quickly with the lowest number of control
overheads. The source node has the ability to discover the best
route based on the gathered position information and then
transfers the data continuously as far as the current route is
available.

In FCM, GRP throughput rate reaches up to 1238861
bits/sec, in SCM this value is 1279313 bits/sec, in RWM it is
1288852 bits/sec, and 1312141 bits/sec is the value for HWM.

The peak value of AODV throughput is 430287.3 bits/sec
in FCM and the average rate of throughput gradually increases
when the reduction in speed increases. AODV throughput is
equal to 505787.3bits/sec in the SCM model. In Fig. 6(c) and
(d) it can be observed that throughput for RWM and HWM
models are better than the other two models (FCM and SCM)
seen in Fig. 6(a) and (b). However, varying pause time of
nodes has a slight effect on the throughput. As it can be seen
from Fig. 6, AODV protocol has lower throughput than the
other two protocols.
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TABLE II. AVERAGE RESULTS FOR AODV, OLSR, AND GRP PROTOCOLS
Parameters Data End -to- Media L
Drop End Access Network Retransmission Throughput
Load Attempts .
Rate Delay Delay . (bit/sec)
- (bits/sec) (packets/sec)
bits/sec (sec) (sec)
Protocols
FCM 30m/s AODV 271.6803 | 0.006519 | 0.012776 | 29826.48 | 0.2421 430287.3
Pause OLSR 1941.048 | 0.000684 | 0.004156 | 120102.4 | 0.0672 8034218
Time (10,20,30,40,50,60,70,80,90,100)
(sec) GRP 1454.679 | 0.001478 | 0.003853 | 56132.8 0.3715 1238861
SCM 10m/s AODV 76.358 0.005411 | 0.011469 | 24442.48 | 0.1531 505787.3
Pause OLSR 1708.171 | 0.000575 | 0.003826 | 114767.6 | 0.0661 9075352
Time (10,20,30,40,50,60,70,80,90,100)
(sec) GRP 1266.727 | 0.001428 | 0.003694 | 52285.55 | 0.2535 1279313
RWM | 4m/s AODV 71.932 0.004531 | 0.00793 24106.29 | 0.1244 574473.3
Pause OLSR 1590.796 | 0.000452 | 0.00382 111749.7 | 0.0642 9584649
Time (10,20,30,40,50,60,70,80,90,100)
(sec) GRP 1146.504 | 0.001316 | 0.00367 50895.41 | 0.2384 1288852
HWM | 2m/s AODV 63.63183 | 0.003799 | 0.007179 | 21968.23 | 0.1232 611671.4
Pause OLSR 1212.325 | 0.000368 | 0.00364 1101985 | 0.0582 9810472
Time (10,20,30,40,50,60,70,80,90,100)
(sec) GRP 1179.5 0.001201 | 0.003328 | 17970.58 | 0.2101 1312141
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Abstract—Wireless jamming attacks have recently been a
subject of several researches, due to the exposed nature of the
wireless medium. This paper studies the anti-jamming resistance
in the presence of several attackers. Two kind of jammers are
considered, smart jammers which have the ability to sense the le-
gitimate signal power and regular jammers which don’t have this
ability. An Anti Multi-Jamming based Power Control problem
modeled as a non-zero-sum Game is suggested to study how the
transmitter can adjust its signal power against several jamming
attacks. A closed-form expression of Nash Equilibrium is derived
when players actions are taken simultaneously. In addition, a
Stackelberg Equilibrium closed-form expression is derived when
the hierarchical behavior between the transmitter and jammers is
assumed. Simulation results show that the proposed scheme can
enhance the anti-jamming-resistance against several attackers.
Furthermore, this study proves that on the transmitter side, the
most dangerous jammer is considered to have the highest ratio
between channel gain and jamming cost. Finally, based on the
Q-Learning technique, the transmitter can learn autonomously
without knowing the patterns of attackers.

Keywords—Wireless communications; game theory; jamming
attacks; stackelberg game; nash game

I. INTRODUCTION

The massive use of wireless approaches has led to the
proliferation of a multitude of new services that are becoming
increasingly important for everybody. On the other hand, com-
munication latency and energy-efficiency in the next generation
networks [1], [2], [3], [4], being on the top of the increasing
number of security critical services [5], are the main challenges
that force telecommunication community to seek ways to
enhance the wireless networks performance and reduce the
risk of malicious attacks. Indeed, wireless communications
are highly susceptible to jamming problems [6], [7], [8], [9]
because of the exposed nature of the broadcast medium. This
is the case of a large number of wireless systems based on
Wireless Random Access (WRA) mechanism (for example,
the 802.11 and 802.16 standards [10], [11], [12]) such as
Aloha [13], Carrier Sense Multiple Access (CSMA) and their
corresponding.

Jamming in wireless networks is defined as a disruption
of existing wireless transmissions at various communication
layers. This kind of attacks usually aims the physical layer and
can be achieved by decreasing the Signal-to-Interference-plus-
Noise-Ratio (SINR) through the transmission of high power
noise at the right moment (time slot), frequency (sub-carriers)

and location (close to the transmitter or the receiver). Two
kind of jammers are considered, regular jammers that are not
able to sense the legitimate signal power and smart jammers
that operate in jamming when they sense a transmission on the
channel and has the ability to learn the ongoing signal powers,
hence, this kind of jammer can adjust its own transmission
power to lengthen its battery life. Initially, smart jammer
keeps monitoring wireless medium in order to determine the
operational frequency band on which both sides communicate.
Then, it transmits a signal using that frequency band in order
to reduce the SINR to a certain threshold. If the medium
is in an idle state, it remains in sleep and keeps sensing
the medium. Whenever a transmission fails, the transmitter
doubles the back-off period and tries again, continuing with
exponential back-off until the frame is successfully transmitted
or the maximum number of re-transmissions is reached; the
frame is then dropped and regenerated again. Consequently,
jamming attacks could increase communication latency, reduce
energy-efficiency and may even increase the risk of Denial-of-
Services (DoS).

While measurement methods are unable to address the real
scenarios and requirements due to wireless networks com-
plexity that gives rise to time consumption during simulation
process, Game Theory is an appropriate tool that would better
deal with the jamming problem. In order to investigate the
impact of the several jammers presence on the transmitter
behavior, this paper considers the battle between the transmitter
and several jammers within a single sub-carrier; the case of
multi sub-carriers will be addressed in future research. This
battle is modeled as an Anti Multi-Jamming based Power
Control game model (AMJPC), where the transmission power
is defined as a strategy of players. Since the battery life of
wireless devices is directly related to the transmission activity,
the players payoffs are assumed to be functions of the SINR
and the transmission costs. A closed-form expression of both
Nash Equilibrium (NE) and Stackelberg Equilibrium (SE) is
derived. Numerical results not only describe the impact of
channel gains on players utilities but also show that the jammer
with the highest ratio between channel gain and jamming cost
plays the role of an active player, whereas, the other ones
remain inactive ; this ratio is named: the Jamming Efficiency
Ratio (JER). Consequently, the most dangerous jammer for
the transmitter is proved to have the highest JER. Since
jamming patterns may be unknown during the battle, the worst
scenario will be considered (i.e. the transmitter has partial
information while the jammers have full information) so that
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the transmitter can act autonomously without knowing neither
the jamming patterns and parameters nor the above game
model.

The rest of the paper is organized as follows: Section II
discusses some related works. Section III presents the strategic
Game model. Section IV, analyzes the jamming problem
according to two scenarios: 1-The presence of several regular
jammers. 2-The presence of several smart jammers. Numerical
results are provided in Section V. Finally, Section VI concludes
the paper.

II. RELATED WORK

By using Game Theory formulations, previous researches
on anti-jamming methods have been proposed [14], [15]. In
[14], Altman et al. has employed a zero sum Game to study
jamming attack in wireless networks and has assumed that the
signal power can be chosen from a discrete set of power levels.
In [15], authors consider a non-zero Game where the transmis-
sion cost for both jammer and transmitter is introduced. They
proved the existence and uniqueness of NE. In [16], [17],
[18], [19], authors assume the presence of a smart jammer
and consider a hierarchical behavior between the transmitter
and the jammer. This anti-jamming scenario is modeled as a
Stackelberg Game. In [20], authors focus on a single jammer
which keeps track of the re-transmission attempts until the
packet is dropped. An anti-jamming Bayesian Stackelberg
Game with incomplete information is proposed in [21]. In all
previous works on anti-jamming, authors consider the battle
“one transmitter - one jammer" while little attention was paid
to the case of several jammers.

However, the same team in [22], extended the work in
[15] to the case with several jammers modeled under a zero-
sum Game. they studied the Nash Equilibrium in case of
regular jamming attacks. In [23], authors investigate the anti-
jamming problem in presence of several jammers with discrete
power strategies by proposing a hierarchical power control
algorithm (HPCA). This paper, assumes that the power level
set is continuous and proposes an AMJPC problem as a means
to countermeasure jamming attacks according to two scenarios:
1) the presence of several regular jammers, 2) the presence of
several smart jammers. Finally, the AMJPC model is validated
based on the Q-Learning technique developed in [20].

Jammer 2 |:|

Jammer 3

Receiver

Jammer 1

Fig. 1.
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III. SYSTEM MODEL

Let’s consider a wireless network, in which a transmitter
node broadcasts legitimate signals to the receiver side. Assume
that the transmitter transmits its signal in the presence of
several jammers (Fig. 1), the legitimate user (the transmitter)
and jammers can freely control their signal powers so as to
maximize their payoffs.

Let P > 0 and C > 0 denote the signal power and the
transmission cost of the transmitter, respectively.

Similarly, let J; > 0 and E; > 0 denote the signal power
and the transmission cost of the jammer ¢, respectively. Hence,
the SINR is formulated as follows:

aP
SINR= ————— 1
N"‘ZﬁiJi M

where N denotes the background noise level, « > 0 and
B; > 0 are the fading channel gains of the transmitter and
the jammer i, respectively.

On the transmitter side, the aim is to maximize the SINR
with the minimum cost, hence, based on the SINR formulation,
the transmitter payoff denoted as U is given by:

alP

v
N+ 3 Bidi

CP 2)

However, on the jammer side, any gain of the transmitter
results in its own corresponding loss. In addition, any jamming
attempt from the jammer results in its own corresponding loss.
As result, the jammer ¢ payoff denoted by V; is formulated as
follows:

aP
Ve yiran s g B 3)
J#i

Let’s introduce a Jamming Efficiency Ratio (J7ER;) in-
dicator that helps us to evaluate the efficiency of a jammer
Jt ; which is defined by the ratio between channel gain and
jamming cost, namely:

_ b
JER: = 5 @)

Let’s consider a regular jammer and a smart jammer,
where the smart one can quickly learn the transmitter’s
transmission power and adjust its own one accordingly to
maximize its utility V;, while the regular one doesn’t have
this intelligence. The aim is to determine the transmitter
transmission power that maximizes the utility function U and
to investigate the interaction between jammers at NE/SE.

Let’s now model this AMJPC scheme as a strategic Game
denoted as :
GN+1 = ({Tv jl? ceny jN}? {P7 J17 ceny JN}7 {Uu Vi, VN})
In this Game, both the transmitter (7) and jammers
(S, ..., In) are players. The strategies of these players are
their own transmission power {P,Jy,..., Jy}. Each player
chooses its optimal signal power that maximizes its payoff.
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In addition, the energy of these wireless radios is assumed
to be limited. Therefore, players will not choose an over sized
power to emit a signal, because of the impact of the increasing
transmission cost on their payoffs.

1V. AMIPC EQUILIBRIUMS

Move on now to derive the NE and the SE in the
AMIJPC Game. For simplicity, and without loss of gen-
erality, we assume the existence of two jammers. Con-
sequently, the utility functions in the Game Gz =
(T, T, To},{P, J1, Jo},{U,V1,V2}) are given by the fol-
lowing formulations:

P
U(P,J1, Jp) = ——5—— —CP (5)
N+ > BiJ;
i=1
aP
Vi(P, Jy, J2) = — - E1J (6)
N+ Bid;
i=1
aP
Vo(P, Jy, J2) = — 3 —E>Js @)
i=1
A. Nash Game

Let’s assume the presence of two regular jammers which
are not eligible to sense the ongoing signal power.

By definition, the NE is a point where no player can
increase its utility function by unilaterally changing its strategy,

thus, this Equilibrium denoted by (PNE JNE JNE) corre-
sponds to a desirable strategy of the players, namely:
PNE = argmax U (P, JNE, JNE)
P>0
JlNE :argmale(PNE,Jl,JNE) (8)
J1>0
JNE = argmax V2(PNE JNE J,)
]2>0

Proposition 1: The unique NE strategy of the AMIPC
Game, denoted by (PNE JNE  JNE) respects the following

formulations:

0
PNE:{a (1 L Q1 ©)

PN 7R TER, ow
( 7(2 N Ql
(252, 0) Q2

(I ) = 3 (0, 25 Qs
(

J', é(a/C —N-=051J")),
where,0 < J' < ﬁi(a/C—N) ow
1
10)
whereas the corresponding utility values are:

UNE = (11)
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(‘/1NE'7 VQNE) —
(0, 0) Q1
(ngf (N =2a2/C), - ngl & Q2
( ng2 8’ jgln ( 20‘/0) Q3 12
(737, (Ca/C — BT, (12
JER (N = 2a/C+ £1J")),
where,) < J' < 1 (a/C’ N) ow

the conditions are given by:

L] Ql%SN
o Q2:E&>N,JERy<JTERy
o Q3:2>N,JERy > TER

It turns out from Proposition 1 that, when the condition ()
is not satisfied (Eq. (9)), the attack is lunched by the jammer
that has the highest [7ER value, while the other one is inactive.
Furthermore, if the two jammers share the same JER, then
the cumulative attack is initiating by the two jammers so as
to carry out a single attack seeming to come from the jammer
that has the highest JER value (i.e., both jammers cooperate
with each other).

B. Stackelberg Game

Let’s consider two smart jammers that have the intelligence
to rapidly learn the transmitter signal power and adjust ac-
cordingly their owns. Based on the fact that the jammers take
action if and only if the channel is sensed to be busy, SE is the
appropriate strategy against these smart jamming behaviors.
Thus, this subsection focuses in deriving the AMJPC SE in
which the transmitter is the leader and the jammers represent
the set of followers. In this Stackleberg Game, the follower’s
Game is played after the leader Game, and its outcome depends
on the action of the leader. The leader fixes its optimal strategy
based on the reaction of the followers and lets them optimize
their own utility according to the leader strategy.

1) Jammers’s Optimal Strategy: Taking into account the
transmitter’s strategy, the jammers’s optimal strategy is com-
puted by solving the following maximization problem:

max Vi(P, J1, Jo): VP > 0% > 0 (13)
rJnaXVg(P Ji, J2);VP > 0,YJ, >0 (14)

Proposition 2: Let P be the ongoing signal power of the
transmitter, then, the corresponding optimal strategy J =
(J1,J2) of the two jammers respects the following formula-
tion:

(J1, J2)(P) =
( vO) Ol
(3 (VaPTER: ~ ), 0) s
(0, 5;(VaP.JER; — N)) Cs  (15)
(J, 512 (VaP.JER; — N — B1J")),

where,) < J' < %(vaP.]SRl —N) ow

whereas the corresponding utility value V(P) = (V1, V3)(P)

of the two jammers is:
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V(P) =
(=5~ %) .
(N =2VaP.JERY)/TER, -/ F57;)  Ca

( \/ j5R2 ( _QW)/jERQ) 03 (16)
(—(VaP.JERy + 1)/ TERy,
(=2V/aP.JERs + N + 1J )/ TERa),

where,0 < J' < z-(vVaP.JER, — N) ow

the conditions are given by:

. aP . 1 1
e (1:5%= < mzn(ijm21 , 7\787%2)

o (y: ?‘\,—1; > ‘7%731,.75721 > JER,

. C3Z£>

N2 JERL < TERo

_1
TERS?’

2) Transmitter’s Optimal Strategy: The transmitter can
predict the jammer’s reaction based on Proposition 2, therefore,
the optimal transmitter’s strategy is computed by solving the
following maximization problem:

r;,lggU(P J1(P), Jo(P)) (17)

Proposition 3: The optimal strategy of the transmitter is:

0 Ry
PSE = %z.max(jEthERz) Ry (18)
1z mar(JTER, TER2) ow
whereas the corresponding utility value U®F =
U(PSE J1(PSE), Jo(P5E)) is
0 Ry
USF =¢ (a—CN)Y maz(TER, TER2) R
ic-max(JTERL, TER) ow
(19)
the conditions are given by:
L R1 : % < N

e Ry:N<2<2N

In conclusion, according to Eq. (18), the transmitter as a
leader selects its signal power in overall consideration of the
impact on both jammers’ reaction. If the transmission cost
of the transmitter is sufficiently high (i.e., the R1 condition
is satisfied), the transmitter’s optimal anti-reaction is to stop
the transmission activity; otherwise, the optimal one is when
the transmitter adjusts its strategy based on all channel gains,
channel noise, transmission cost and the jamming cost of both
jammers.

Corollary 1: The 3-tuple (PS5F J(PSE), Jy(P5F)) is
the SE of the AMJPC Game, where :

0 Ry

N maz(JTER1, TERs)  Ro (20)
1z mar(JTER1, TER2) ow

PSE —
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(0,0) R1, Ro
(3-(z& — N),0) Rs, JERy > TER»
(O,é(%— )) R3,.,75R1 < TJERo
(J/7 % % - N - 51‘]/))7
where,OgJ’gﬁ 56 — N) ow
21
whereas the corresponding utility values
0 Ry
USE = (a — ON)Y mazx(TER.,TER2) R
ic .ma:z:(jERl,jERg) ow
(22)
(V'lSE7 V‘QSE) —
(0,0) R,
(=N.mazx(TER1, TER2),
7N.mal‘(ng1,j5R2)) RQ
(N =&)IERY, —567er) R3, TJER1 > TER,
~SCTER p1d' | TER,

(N+B1J — &)/ TER,)
where, 0<J’< 1(i—N) ow

2C
(23)
the conditions are given by:
o Ry % <N
e Ry:N<Z<2N
o Rj3: % > 2N

The above Corollary proves that, on the transmitter side,
the most threatening jammer is the one which has the highest
JER. This result is due to the fact that this particular jammer
plays the role of an active player in the Game, whereas, the
other one remains in standby mode.

Corollary 2: Let the SINRSF and SINRMY be the
SINR of the transmitter at SE and NE respectively. Let P5F
and PVF be the transmitter signal power at SE and NE
respectively. For all o, C, 3;, E; and N we have the following
mathematical inequality:

USE > UNE
V.SE ; VNE
SINR®F < SINRNFE
PSE S PNE

ie{1,2} o4

Based on the Corollary 2, it’s clear that, the transmitter gains
in terms of power in the presence of smart jammers, whereas,
it gains in terms of SINR in the presence of regular jammers.

V. SIMULATION RESULTS
A. AMJPC Scheme’s Performance

Let’s move on now to evaluate jamming-resistance against
Multiple Jamming attacks (MJs). Note that the case of Single
Jamming attack (SJ) in [17],[18] and [19] can be deduced from
the proposed AMJPC Game model. The system variables used
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Fig. 2.  Utility Functions in both SE and NE with respect to « in the two cases: SJ
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Fig. 3. Transmitter’s SINR in SE with respect to JER for different 7ER 2 values.

to depict the numerical results are given by : €' = Ey = Ep =
0.1, N =2 and (a, 81, £2) € [0.1,1]3.

Fig. 2 describes the impact of parameter « on the players’
utilities for the following scenarios: 1)-The presence of SJ with
£1 = 0.5. 2)-The presence of MJs with 5; = 0.5 and 52 = 0.7.
In this figure, SE leads to higher utilities than NE does. Hence,
as « increases, the transmitter’s SE payoff is more improved
while the jammers’ SE payoff decreases. The intuitive reason is
that the larger a became, the better the transmitter channel gain
is. In addition, the jammers’ utility in the SE strategy is higher
than the one in NE strategy, because, in the SE strategy, the
smart jammers can quickly learn the legitimate signal power
before making a decision.

Many other observations can be made, for example, when
the fading channel gain of the transmitter is o = 1, its utility
in the presence of a SJ is 0.5 in SE strategy and O in NE
strategy, while in the presence of MJs, it is only 0.3571 in SE
strategy and O in NE strategy; (note that 0.3571 corresponds
to a SE utility in presence of SJ with 31 = 0.7). In addition,
on the jammers side, SE and NE utility in the MJs scheme
are, respectively, higher than SE and NE utility in the SJ
scheme. Furthermore, since JER, > JER1, Jo acts as an
active jammer in the Game, whereas, the other one is inactive.
This behavior enhances the jamming performance especially
whenever jammers have a high cost or located far from the
receiver. Thus, the transmitter will consider only the presence
of the jammer that has the highest Jamming Efficiency Ratio.

Vol. 10, No. 2, 2019

In order to have a closer look on the impact of JER on
the SINR of the transmitter, Fig. 3 depicts the transmitter’s
SINR in the SE with respect to JER, in the MJs scheme
for different JER - values. It’s easy to remark that, from the
transmitter viewpoint, the most dangerous jammer is the one
which has the highest 7ER.

2
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Fig. 4.  Utility Functions in both SE and NE with respect to 3 in the two cases: SJ
and MJs.
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Fig. 5. Utility function in both SE and NE with respect to C for 81 = 0.3, B2 =
0.6, a = 0.5.
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Fig. 6. SINR and transmission power of the transmitter in both SE and NE with respect
to C for 1 = 0.3, 82 = 0.6, = 0.5.

Let’s move on now to investigate the impact of 31 on the
players’ utilities in the two following cases: SJ with 5; = 0.5,
and MJs with 5; = 0.5 and B3 = 0.7. As can be noticed from
Fig. 4, the SE leads to higher utilities for all players more
than NE does. In addition, as [(3; increases, the transmitter’s
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SE payoff decreases while the jammers’ SE payoff increases,
this is due to the fact that the larger §; became, the better
the channel gain of [J; is. On the other hand, this figure can
be split into two parts. Let’s denote the first part by Part.1
when ;1 < 0.7 and the second by Part.2 when 37 > 0.7.
In the Part.1, the NE and SE utilities of players for MJs are
fixed to 0.1786 for USF(MJs), 0.3571 for V;°F(MJs), 0
for UN¥ (M Js) and 0.7143 for V{¥¥ (M Js). The NE and SE
utilities of the transmitter in the SJ case are higher than in
the MJs case; also, the NE and SE utilities of 7; in the SJ
case are lower than in the MJs case. This is due to the fact
that, as JERs < JER1, J1 behaves like an inactive one. As
for, contrary to Part.1, Part.2 shows that J; Influences the
utility of all players and acts as an active one. Note that in
Part.2, the utilities of all players in the MJs scheme coincide
with the utilities in SJ scheme.

Fig. 5 describes the impact of the transmitter’ transmission
cost on the players’ utilities in NE and SE, with 81 = 0.3, 82 =
0.6 and o« = 0.5. Hence, as C increases, the transmitter’s
SE/NE utilities decrease while the jammers’ SE/NE utilities
increase. This phenomenon is due to the fact that the larger C
became, the more the transmitter has no interest in transmitting
the signal so as to conserve its battery life. Thereafter, the
larger C' became, the more jammers have no interest in
jamming the communication. In addition, from a certain value
of C (§ = 0.25), all players (transmitter and jammers) go into
standby mode with USE = UNE — O,WSE = ViNE =0,
Vi € {1,2}.

Fig. 6 describes the impact of the transmitter’ transmission
cost on the transmitter’ SINR and transmission power in NE
and SE, with 5 = 0.3, B2 = 0.6 and o = 0.5. Hence,
as C increases, the SINRSE SINRNE pSE gnd pNE
decrease in order to economize the available transmitter power.
Thereafter, from a certain value of C (5 = 0.25), the
transmitter becomes inactive (P°F = PNE = (). In addition,
NE scheme leads to higher SINR and transmission power than
SE scheme does. This is due to the fact that, in the SE strategy,
the transmitter adjusts its transmission power according to the
reaction prediction of the jammers which can quickly learn the
legitimate signal power before making a decision. Moreover,
the communication is seriously more destroyed in SE strategy
than in NE strategy; Thus, the transmitter gains in terms of
power in SE scheme, whereas, it gains in terms of SINR in
the NE scheme.

B. AMJPC Model with an Incomplete Information

In order to have a closer look on the impact of an
incomplete knowledge about the dynamic environment, let’s
consider a scenario where the AMIPC strategy is selected
based on the Q-learning technique developed in [20].

Fig. 8 depicts the transmitter payoff received by the re-
ceiver, and Fig. 7 depicts the jammers payoffs, where the trans-
mitter selects its signal power based on the Q-learning method.
From the two figures, it’s clear that all players payoff converges
towards the solution proved in the closed form expressions of
the above model. This validates the proposed AMJPC scheme.
In addition, Fig. 8 proves that the transmitter is gradually
aware of the dynamic environment with the learning episodes
increasing, which indicates a well jamming-resistance. This is
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due to the fact that the transmitter chooses a more optimal
signal power action after having a well knowledge about the
environment.

-0.4
—s— Qlerning Utility for J2
SE Utility for J2
—e— Qlerning Utility for J1
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Fig. 7. Jammers utility where the transmitter chooses its transmission power
based on Q-learning.
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Fig. 8. Transmitter utility where the transmission power is chosen based on
Q-learning.

VI. CONCLUSION

This paper proposed an Anti Multi-Jamming based Power
Control in the presence of several smart and regular jammers
from a Game theoretical point of view. It proved the existence
and uniqueness of NE and SE and provided analytic expres-
sions for the equilibrium strategies. Moreover. It turned out
that the jammer which has the highest Jamming Efficiency
Ratio plays the role of an active player in the Game, whereas,
the other one becomes standby. Thus, from the transmitter
viewpoint, the AMJPC Game is reduced to an anti-jamming
Game under a single jammer which has the highest JER,
this jammer is considered as the only hazardous jammer for
the transmitter. Finally, by means of simulation results, the
transmitter can efficiently improve the jamming-resistance.
Furthermore, the transmitter gains in terms of power in the
presence of smart jammers, whereas, it gains in terms of
SINR in the presence of regular jammers. As a future scope,
the considered battle “one transmitter- several jammers" can
be extended to the battle “one transmitter-several aggressive
transmitters-several jammers".

APPENDIX
Proof of Proposition 1: Let i € [1,2].
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The first order partial derivative of the jammer ¢ objective
function with respect to J; is:

J; (N + BrJy + Bado)?

— L (25)

The second order partial derivatives of the jammer ¢
objective function is:

2 2
i —af"P
oV ob = (26)
dJ; (N + B1J1 + Ba2)

According to Eq. (26), V; is strictly concave in J;.

Assume that the transmitter has fixed its strategy, so the
transmitter is now an inactive player and it wishes knowing
which utility it can get under the most unfavorable circum-
stances. Therefore, by setting the Eq. (25) to 0 based on the
fact that J; > 0, the jammer’s optimal strategies J; and Js
respect the following two equations :

Ji = max(0, —(\/ aﬂlP — (N + 52J2))),VJe > 0. (27)

b1
P

Jo = maz(0, F(,/aﬁ2 — (N + B1J1))),VJy > 0. (28)

2
Assume that fljz = 0. From Eq. (27) and Eq. (28), so:
N+ 61j1 + ﬂgjg = 1/7‘1%11}) = QB2P, y1e1d1ng El = gj

Thus:

77&7 - JlJQ—O 29)

2

To compute the NE let’s consider the following disjoint
cases:

e Qi:g<N:
The derlvatlve of Eq. (5) with respect to P is ﬁ =
NE _
m C < 0 .Thus P = 0. on
the other hand, gJ (0,J1,J2) = —E; < 0 and
92(0,J1,J2) = —E2 < 0, then, JVE = JIVE = 0.
e Q:g>N:
o B =
Let JNE = Q/S%N as JVF = 0 from Eq.
(29), then, VP > 0,U(P, JNE JNF) = 0. In

E _ o/C=

order to have J{¥ , we must have
P= ngﬂll according to Eq. (27).

Thus, JME =0, JNE = é(a/CfN) and
PNE _ aB;
C26: -

Let now prove the uniqueness of this NE for
all three players. Flrst let s assume that there
exist an other NE (T J17 Jy) and let’s prove
thatT—TNEJ—J and J, = JN

« Let J, > 0, thus from Eq. (28) and (27)

we deduce that Ji = ﬁ( a%lP _
af3 P’ E
\/EIQ) , since 1 < 2 then J; > 0

contradicting to Eq. (29). Thus J2 =
J3E =0
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Let J; > JVP, then 9% < 0 yielding

T =0, then J1 = O from Eq. (25),

contradlctlng to the assumpt10n that

J{>J1NE>0 ThusJ{<J

*  Let J{ < JNE then > 0 yielding

that the transmltter can increase its
utility by unilateral deviation, con-
tradlctlng to the NE concept. Thus
J1 JNE,

= From Eq. 27): T' = TNE.

By B,

B2
]gy symmetrlcal approach We deduce that

PNE = &2 JVE = 0,03F = 3-(a/C —
N).

El _Ez.

Let BlJl NE 1 B, JNE = o/C — N, then,

VP > OUPJNEZJ EY = 0. In order to
have BlJlN —I—BQJQNE = «a/C — N, we must
have P = 8‘2—%11 according to Eq. (27,28).
Thus, PV = gfﬁl and By JNE 4 By JNE =
a/C — N, with 0 < JNP < 2-(a/C - N)
Move on now to prove the unlqueness of the
NE. First, Let’s assume that there exist an
other NE (T",J,,J;) and Let’s prove that
T =TN", poJy + Body = By [P+ Ii”.
= Let 51J1 + 52J2 > BiJi NE 4 52 E,
then g—g <0 y1eld1ng 7/’ =0, then
from Eq. (25) J1 = J, = 0, con-
tradlctlng to the assumption that (5, Ji
62.]2 > BlJl + BoJNE > 0 Thus
51J1 + 52J2 < BlJ NVE + ﬁ
»  Let B1J;+Boy < BiJ] E+/32JéVE, then
g% > ( yielding that the transmitter can
increase its utility by unilateral deviation,
ontradlctlng to the NE concept Thus
By + Pady = BIINE + Bo g
= From Eq. (27), T =TNE,

Proof of Proposition 2: Consider Eq. (27) and Eq. (28).

In order to compute the optimal jamming power of both
jammer ¢ with respect to P, let’s consider the following disjoint

cases:

From Eq. (27,28), J1 =

ol < min(Ex

Ey Eo )

B1? B2 .

Jy = 0.
E1 EQ)

ol > mm(ﬁ ,32

(¢]

By
B1 < 52

. mm(g1 §§)<O‘P<Max(gll gj)

From Eq. (23), Jo = 0. by plugging the
Jo value into Eq. (27) we deduce J; =
1( /aBlP N)

1

ﬂ1
. 2D max(}gl }gj)A

Let first prove that J; #0.
Assume to the contrary that J; = 0. By
plugging the value of J; into Eq. (28),

we have J, = 35 ( a%zp — N). Since
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&< @ , thus aP Q , yielding

b (N+p2J2)2
Ji > O contradicting to the assumptlon
that J1 =0. ThllS J1 7& 0.

From Eq. (29), Js = 0.
Thus, jg =0and jl = é( agllp —N).

Ey E,.
B1 > B2 °
B, B
o min(5h, 32) < ¥z

7 < max(Gh, 52):

From Eq. (27), J1 = 0. by plugging the
J1 value into Eq. (28) we deduce Jy =
/312 ( V @52213 N)
- X5 >max(§11 gj) A

By symmetrical approach: J; = 0 and

Jo = 4 (1/42E — N).

o Ei_ Es.
B1 Bz " . .
In this case, J; and Jy; are The so-
lution of Eq. (27,28), if and only if :

N+ By + Body = 22 = | J2B2E: with
0 < Ji < 4(/BE N)and()ng_

EE N

Proof of Proposition 3: Let G(P) = U(P, J,(P), Jo(P)).
By plugging Proposition (2) result into Eq. (5), we have:

G(P) =

(a/N = C)P, of <maz(g, ),
\/oz (max( gl,E—))P CP, ow,
(30)
From Eq. 30, If P > Pl = N—zmax(%,%),
then §& = §\/gmar(Zh ) - C ad 55 =

3/2 o .
=4/ max(gll, g‘;) (5) 2 Thus G is strictly concave in

P, and 25(P0 = 12, .masc(%, J%22)) =0.

In order to compute the optimal transmitter power given
the reaction of the two jammers, let’s consider the following
three disjoint cases:

e R;y:2 < N:Inthis case, £ = (555

PO < P1. As shown in Fig. 9 (R
its maximum when P = 0.
e Ry: N < & <2N: In this case, %:(QCLN)le
PO < P1. As shown in Fig. 9 (Rz), G(P) achieves
its maximum when P = P1.

e Rz: & >2N: In this case, PO > P1. As shown in
Fig. 9 (R1), G(P) achieves its maximum when P =
Po.

)% < 1/4, thus,
) G(P) achieves

Proof of Corollary 1: This result can be deduced from
Propositions (2,3).

Proof of Corollary 2: From Proposition 1 and Corollary
1, we consider the following disjoint cases :

o Ry:E<N:
In this case:

Vol. 10, No. 2, 2019

G(P
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P
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Fig. 9. Assumption of G(P) with respect to P
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PSF — pPNE SINRSF = SINRNF USE = UNE,
ViSE = ,NE i e {1,2).

o Ry N < & < 2N
USE UJ\PE
(& - N)NC mar(JERL, TER,) > 0, PF —
PNE = L(N? — (2)})maz(TER:, TER2) < 0
and  SINRSE SINRN? = (N -

&)max(JERL, TER2) < 0.
Now, let consider this three disjoint cases:
o JERl > JER,:
Vi%F — N = 2(& — N)/TER,.
(

Voo —WNE = (& — N)/TER.

o j5R1<j5R2
VS —NE = (& — N)/TER,
Vo¥F — N =2(& — N)/TER,

o JER1=JTERs
Vi?" =WVt = (& + B = N)/TER.
Vo — N = (2(% N) = p1J") | TER.
where,0 < B1J < (a/C — N)

Thus V;5% — ViNE >0, Vic{1,2}.
[ Rs: & > 2N:
USE UNE

(%) maz(TER, TER,) > 0, PSE — pNE

728 .max(JERL, TER2) < 0 and SINR®Y —
SINRNY = 52 maz(JTER,, TER2) < 0.
Now, let consider this three disjoint cases:

o JgRl >j(€’R,22
NE

ViF —WVE = &/ TER,.
VéSE_szNE: %/ngl

o TER1 < TER:
ViSE —NE = o/ TER,.
Vo - = &/ TER,.

o JER:=JERs:
VISE V1NE <2C +61(J/ J//))/ngl'
VQSE—VQNE—( —|—ﬁ(J”— /))/ngl
where, 0 < ﬂlJ’ < (o/C—=N) and 0 <
B1J" < (a)2C — N).

Thus V;%% — V;VF >0, Vi € {1,2}.
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Abstract—When developing personalized diets (personalized
nutrition) it is necessary to take into account individual
physiological nutritional needs of the body associated with the
presence of gene polymorphism among consumers. This greatly
complicates the development of rations and increases their cost.
A methodology for the formation of target diets based on the
multidimensional objects clustering method has been proposed.
Clustering in the experimental group was carried out on the basis
of a calculation of the integral assessment of reliable risks of
developing decease conditions according to selected metabolic
processes. And genetic data of participants was taken into
account. The use of the proposed method allowed reducing the
needed number of typical solutions of individual diets for the
experimental group from 10 to 3.

Keywords—Multidimensional objects clustering method;
integral assessment of reliable risks; nutritional needs of the body;
personalized nutrition

I.  INTRODUCTION

Modern studies of the human genome have allowed the
identification of many genes responsible for metabolic
processes, whose polymorphism plays a significant role in the
occurrence of metabolic disorders and the development of
diseases. Identifying the alleles of such genes that are present
in humans helps to determine the risk factors of particular
health disorders and to develop optimal measures that will

prevent the negative influence of environmental factors on the
implementation of genetically determined disorders [1].

One of decisive factors determining the diet is the human
genome [2]. Today, a reliable statistical relationship has been
established between the presence of certain varieties (alleles) of
fixed genes in relation to susceptibility to more than 150
hereditary diseases [3]. The process of occurrence of a disease
may be associated with disruptions in the functioning of
individual organs and systems and be a consequence of a
violation of nutritional status, which does not take into account
the peculiarities of the genetic influence on the nutrient needs
of the body. Thus, food products and food rations, designed to
meet the corrected needs for food nutrients that take into
account genetic characteristics of a particular organism,
automatically prevent the adverse functioning of problem
organs and systems [4-6].

The use of statistical methods for analyzing medical
information is currently relevant. With the development of
technology, the sphere of their use is expanding and includes
the methods of information processing called Data Mining.

One of the main effective and widely used methods of Data
Mining in relation to large amounts of information is a
clustering method. The point of the method is in searching
signs of similarity between objects in a particular subject area
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and the subsequent merging of objects into subsets (clusters)
according to established signs of similarity.

Data mining contains methods of detection, data collection,
as well as its intellectual analysis. Data Mining is a
multidisciplinary field that emerged and develops on the basis
of such sciences as applied statistics, pattern recognition,
artificial intelligence, database theory, etc.

This study examined the effect of a limited list of gene
panels on metabolic processes with the calculation of the
integral assessment of reliable risks for the development of
disease conditions, and also proposed the application of the
multidimensional objects clustering method in order to form
diets for target groups of consumers.

The task of clustering is due to the fact that in the case of
mass (industrial) formation of rations, the problem of finding
typical solutions arises. These solutions should be made for
target groups of consumers assigned to a particular cluster. It
should be noted that clusters themselves are unknown in
advance. Therefore, in order to accumulate information about
clusters during scientific research, the clustering problem is
solved and the method of their formation is worked out [7, 8].

Il. RESEARCH METHODOLOGY

The group included people of European type (men and
women), about the same age (28-35 years old), born and living
in several generations in the region of Central Russian upland.
The polymorphisms of genes involved in the main metabolic

Vol. 10, No. 2, 2019

processes and causing the risk of occurrence of certain diseases
were selected as the most significant ones: biotransformation
of xenobiotics, metabolism of vitamins, assessment of psycho-
emotional status.

Table 1 lists the controlled alleles of genes and
corresponding risks of hereditary multifactorial diseases for the
mentioned above metabolic processes.

Biotransformation of xenobiotics is a biochemical process
during which substances transform under the action of various
enzymes of the body [9-17]. Its biological meaning is the
transformation of a chemical substance into a form suitable for
removal from the body. Four genes of the activation phase of
xenobiotics (CYP1A1*2B, *4, CYP2D6*3, *4, CYP2C9*2, *3
and CYP2C19*2) and four genes of the detoxification phase
(GSTTL1, GSTM1, NAT2 and TPMT) were included in the
biotransformation panel under study. To assess the vitamin
status of the organism, marker genes that indicate risks of
reducing the concentration of vitamins in the organism of the
genome carrier (NBPF3 (ALPL), FUT2, BCMO1, APOADb)
were studied [18, 19]. To assess the psychoemotional status of
participants in the experimental group, gene activities (DRD-
2A, SR (HTR2A)) responsible for the synthesis of serotonin
and dopamine enzymes were also identified [20, 21].

These gene panels are associated with a predisposition to a
number of most common diseases and are included in the list
of genetic tests of most medico-genetic laboratories.

TABLE I. THE LIST OF RELIABLE RISKS OF PATHOLOGIES CORRESPONDING TO SELECTED METABOLIC PROCESSES
Metabolic process The name pf the ) Risk of pathology / disease
encoded by a group of genes |polymorphism gene carrier
CYP1A1*2B,*4 Lung cancer, acute leukemia, general oncology, proton pump inhibiting
CYP2D6*3,*4 Metabolism of psychotropic drugs, including drugs of a narcotic series
9 - é CYP2C9*2, *3 Metabolism of antidepressants, p-adrenoreceptor blockers
= L ©
8 g =
8 T 9 CYP2C19*2 Metabolism of some pharmaceuticals, including proton pump inhibitors
c
% Bowel Cancer. Encode the synthesis of the enzyme glutathione-S-transferase.
s GSTT1 ; ;
2 Activate glutathione
o
é s GSTM1 Bowel Cancer. Encode the synthesis of glutathione-S-transferase. Activate glutathione
£ . é NAT?2 Encodes the enzymes responsible for the catalysis of aromatic xenobiotics by acetylation.
& S Determines the rate of occurrence of a malignant neoplasm of the walls of the bladder and rectum
= n O " " " " T "
2 2B TPMT Responsible for the synthesis of the enzyme thiopurine-S-methyltransferase, which is associated
«Q aQ with the processes of detoxification of the body.
NBPF3(ALPL) The risk of reducing the concentration of vitamin B6
FUT2 The risk of reducing the absorption of vitamin B12
Vitamin metabolism
BCMO1 Risk of disorders in vitamin A synthesis from 3-carotene
APOA5 Risk of low levels of a-tocopherol (vitamin E)
DRD-2A The formation of addiction to alcohol and narcotic substances due to a deficiency in the synthesis of
. serotonin and dopamine.
Psycho-emotional status
SR(HTR2A) Associated with increased risk of paranoid schizophrenia
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Experiment participants were assigned reference numbers
from 1 to 10. Testing was performed by analyzing saliva using
the micronucleus test of the buccal epithelium. As a result of
testing, data on the presence of polymorphisms in the
homozygous safe (C / C), heterozygous (C / A) or homozygous
predisposing to the disease (A / A) forms in the studied genes
was obtained. For the ease of processing the experimental data
the presence of polymorphism in the homozygous form
predisposing to the disease was indicated by a score of 2
points, in the heterozygous form by a score of 1 point, and the
homozygous safe form by a score of 0 points. Table 2 shows
information on the presence of polymorphisms in genes tested
in the experiment or their alleles in one form or another.

Table 2 shows the individual and integral assessment of
reliable risks of expression of genes and their alleles tested in

TABLE II.
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the experiment. This table is compiled in the form of a matrix.
The sum of points accumulated by each participant on the
studied gene alleles expressed an integral risk assessment for
each participant in the experimental group (ranging from 0 to
30).

Summary line of the sum of risks for each group member
given in Table 2 allows to give an integrated risk assessment of
diseases of the whole spectrum of diseases determined by
considered gene panels.

Mathematical data processing was performed using soft
calculations, namely clustering of multidimensional objects
[22-27].

ESTIMATION OF RELIABLE RISKS OF THE PROBABILITY OF DEVELOPING DECEASE CONDITIONS BY SELECTED METABOLIC PROCESSES, EXPRESSED

IN POINTS (HIGH PROBABILITY-2 POINTS, MEDIUM — 1 POINT, LOW — 0 POINTS)

«  |Number in the group
8
£
. 2 1 2 3 4 5 6 7 8 9 10
Metabolic process The name of gene 3
encoded by a group of genes g =
S |Sex
jon
&
(<5}
S [m m m m m m m m m f
]
CYP1A1*2B,*4 1 0 1 1 0 1 1 0 0 0 1
CYP2D6*3,*4 2 0 0 0 1 0 0 1 0 0 0
Phase 1 -
activa-tion
CYP2C9*2, *3 3 0 1 1 0 0 1 0 0 0 0
= CYP2C19*2 4 1 0 0 0 0 0 1 0 0 1
2
g GSTTL 5 2 0 2 0 o 2 o 0 2 0
kS
S GSTM1 6 2 0 0 0 2 0 0 2 0 2
s Phase 2 —
g Detoxi-fication
= NAT2 7 2 1 2 2 1 1 1 1 2 2
g
2 TPMT 8 0 0 0 0 0 0o |o 0 0 0
NBPF3(ALPL) 9 1 1 2 1 1 1 1 2 1 2
FUT2 10 1 2 2 2 2 1 0 1 2 2
Vitamin metabolism
BCMO1 11 2 2 0 0 1 0 1 1 0 0
APOA5 12 2 2 2 2 2 2 2 2 2 2
DRD-2A 13 0 0 0 0 0 0 0 0 0 0
Psycho-emotional status
SR(HTR2A) 14 2 1 1 2 2 2 2 1 2 1
Integral evaluation 16 11 14 11 13 12 11 11 12 13
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I1l. MATHEMATICAL FORMULATION OF THE CLUSTERING
PROBLEM

Given:

Cy - the initial set of objects of study,
C0={Sn},n=1,.N

Mp(M) — metrics of characteristics

Mp(i)-the weight of importance of risk at the i-th gene
condition, 1,.. M

X(n, i)-risk assessment in points in accordance with

condition of the i-th gene in object n, n=1, .N, i =1,.M,
vnViX(n, i) €{0,1,2}
The metric Mp (M) is normalized.
N
> Mp(i) =1
€
The initial set C, must be divided into sets of clusters Cy:
Co={ Cx } k=1,.K (2
Ck:{sz }, z=1,..Ny (3)

Any pair of clusters has no common elements, that is, any
object can only be in one cluster;

VvC, €C,,VC, €C,:C,NC, =@ @

It is required to determine such Cy that maximize the
criterion U:

U(K,) = max{U.(K) U, (K)}
2 ©

Where U(K,) is the optimal value of the clustering quality
criterion;

U,(K) - compactness of classes with K clusters;
U,(K) is a measure of similarity of classes with K clusters.

The measure of similarity between two objects is
determined on the basis of the potential function f (S;, Sj):

1
+p°(S,.5))

f(s.S8) =7

p(Si’Sj):\/Z(Mp(m)*(xim xjm))2

_1)2 > (8.8, i#]

SieCy SjeCy

1 K
Ul(K) —Ekz N

k

where K is the number of classes at the current
classification step;

C« — k -th class of objects;
Ny - the number of objects in the class Cy;
f (Si, Sj) - potential function of two objects S;and S;;
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(Si, Sj) - the distance between objects S; and S; in the space
of characteristics X, taking the metric into account

1
NN 2 2 (8.8

I S;eCy SjeCy

F(C.C)=

U2(|<)—K(K 1)CZ > F(C,.C). k=l

€Cp GeCy

Thus, optimal splitting into clusters implies maximizing the
criterion U(K,) (see formula 5). Substantially such a statement
means that in each cluster related objects are collected, and
between objects of different clusters there are significant
differences. This problem is related to soft computing problems
class solved by the methods of integer mathematical
programming. To solve the problem a set of programs for
assessing the quality of multidimensional objects was used [9].

IV. RESULTS AND DISCUSSION

When solving the clustering problem on the example of the
study group, four metabolic processes were distinguished:

biotransformation of xenobiotics-activation phase (process
number 1);

biotransformation of xenobiotics-detoxification

(process number 2);

phase

metabolism of vitamins (process number 3);
assessment of psychoemotional status (process humber 4).

Each process is encoded by several genes (from two genes
in the psycho-emotional status, up to four in each of other
processes). A possible condition for the clustering of
participants is the presence of approximately the same total
number of points within each process and, accordingly, close
values of integral assessments of reliable risks for the
amplification of disease states on selected metabolic processes.

Table 3 provides information on the integral assessment of
reliable risks for the above mentioned processes:

process number 1: genes numbered 1, 2, 3, 4;
process number 2: genes with numbers 5, 6, 7, 8;
process number 3: genes numbered 9, 10, 11, 12;

process number 4: genes numbered 13, 14.

TABLE I1l.  INTEGRAL ASSESSMENT OF SIGNIFICANT RISKS FOR SELECTED
METABOLIC PROCESSES
Member number in the group
The process number encoded ‘2 ‘3 ‘4 ‘5 ‘6 ‘7 ‘8 ‘9 ‘10
by the gene group Integral assessment of reliable risks for
selected processes for each participant
Process 1 1 12 12 |1 1 |2 {2 |0 [0 |2
Process 2 6 |1 |4 |2 [3 [3 |1 4 |4
Process 3 6 |7 |6 |5 |6 [4 [4 [6 |5 |6
Process 4 2 |11 1 12 |2 |2 |2 |1 |2 |1
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As a result for each participant in the experiment, the sum
of the risks for each of the four processes is calculated. For
example, for the first participant we get an integral assessment
of reliable risks for process #1: 0 + 0 + 0 + 1 = 1, for process #
2:2+2+2+0=6,forprocess#3:1+1+2+2=6,etc.

The problem of combining objects into clusters based on
the data from Table 3 was solved according to the condition
that integral assessments of reliable risks in processes differ by
no more than 25% among the participants of one cluster.

The results of solving the clustering problem are given in
Table 4.

Table 4 shows that the number of individual decisions for
which specialized menus should be made reduced from 10 to 3.
That is participants numbered 9, 4, 2, 7 and 5 are assigned to
cluster 2 (integral risk is in the range of 0.60 to 0.71),
participants 3, 10, 6 and 1 are assigned to cluster 3 (integral
risk is in the range of 0.76 to 0.84). Participant 8 is assigned to
an independent cluster 1 (integral risk—0.46).

Table 4 also provides information on the integral risk in the
form of a conditional value from 0 to 1 for each member of the
group, where zero corresponds to the presence of
polymorphisms in the homozygous safe form in all 14 genes in
the alleles under study, and 1 corresponds to the presence of
polymorphisms in the homozygous form that predisposes a
disease in each of the 14 genes.

Using intelligent data processing with clustering methods,
you can simulate a personalized optimal diet for a participant
based on medical indicators in terms of minimizing the risk
function. As can be seen in Table 4 NAT2 and APOADS genes
make the greatest contribution to the risks of hereditary
diseases for people assigned to cluster 3. Therefore, the cluster
3 consumer group nutrition ration must necessarily take into
account the corrected nutritional requirements associated with
these genes.

TABLE IV.  THE RESULT OF COMBINING OBJECTS (PARTICIPANTS) INTO
CLUSTERS
| Participant Cluster 1 Cluster 2 Cluster 3
tem .
number in Integral Integral Integral
number - - .
group risk risk risk
1 Participant 8 0,46
2 Participant 9 - 0,60
3 Participant 4 - 0,64
4 Participant 2 - 0,67
5 Participant 7 - 0,68
6 Participant 5 - 0,71
7 Participant 3 - - 0,76
8 Participant 10 - - 0,76
9 Participant 6 - - 0,77
10 Participant 1 - - 0,84
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The NAT2 gene is responsible for the detoxification of
xenobiotics. It reduces the enzymatic activity of a number of
enzymes and provokes colon and bladder cancer. In this regard,
the diet of participants in cluster No. 3 should additionally
contain food enriched with natural and engineered
antioxidants. Since this gene also plays an important role in the
detoxification of pesticides and in carcinogenesis processes,
people with a high risk for this gene should prefer organic food
and be attentive to products that can accumulate pesticides and
heavy metals.

The APOA5 gene regulates the level of a-tocopherol
(vitamin E). For people with an unfavorable genotype for this
gene, it is necessary to increase the intake of vitamin E by
eating more foods with a high content of it.

In cluster 2, the most provocative genes are APOA5 and
SR (HTR2A). The SR gene (HTR2A) encodes the synthesis of
serotonin, affecting the psychological stability of the consumer.
It is possible to increase the level of serotonin by enriching the
diet with offal, group B vitamins, Ca and Mg macronutrients.

In cluster 1 genes GSTM1, NBPF3 and APOA5 make the
greatest contribution to the risks of hereditary diseases. Cluster
number 1 participant is recommended to eat foods high in
vitamin E, wholemeal bread, bran and nuts.

V. CONCLUSION

On an example of the genome analysis of the considered
consumer group, a methodology was developed for the
formation of target diets based on multidimensional objects
clustering method. Using Data Mining (clustering method)
allows to construct a balanced daily ration for personalized
nutrition. Based on the study, data collection, compilation and
processing of numerical information based on medical
indicators, it reduces the number of rations being developed
from 10 to 3.

On the base of genetic data of experimental group
participants included in one or another cluster, the development
of the diet of the target group should take into account adjusted
physiological needs for food nutrients associated with the
presence of gene polymorphism of these participants.
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Abstract—Permanent Magnet Synchronous Motors are
popular electrical machines in industry because they have high
efficiency, low ratio of weight/power and smooth torque with no
or less ripple. In addition to this, control of synchronous motor is
a complex process. Vector control techniques are widely used for
control of synchronous motors because they simplify the control
of AC machines. In this study, Field Oriented Control technique
is used as a speed controller of a Permanent Magnet
Synchronous Motor. The controller must be good tuned for
applications which need high performance, and classical methods
are not enough or need more time to achieve the requested
performance criteria. Optimization algorithms are good options
for tuning process of controllers. They guarantee finding one of
the best solutions and need less time for solving the problem.
Therefore, in this study, Tree-Seed Algorithm is used for tuning
process of the controller parameters and the results show that
Tree-Seed Algorithm is good tool for controller tuning process.
The controller is also tuned by Particle Swarm Algorithm to
make a comparison. The results show that optimized system by
Tree-Seed Algorithm has good performance for the applications
which need changing speed and load torque. It has also better
performance than the system which is optimized by Particle
Swarm Optimization algorithm.

Keywords—Permanent magnet synchronous motor; field
oriented control; speed controller; tree-seed algorithm;
optimization

I.  INTRODUCTION

Permanent magnet synchronous motors (PMSM) are
widely used in industry. Some of the application areas are
robotics, aviation and aerospace, renewable energy, motion
control etc. They have high efficiency, low ratio of
weight/power and smooth torque with no or less ripple.
Especially high efficiency makes it a good choice for
applications which has limited energy. PMSMs maximize the
performance in the applications which need variable speed [1].

PMSM has some motor loses like cooper loss, mechanical
loss and iron loss. These loses are must be minimized for high
efficiency and there are many studies which are focused on
optimized motor design [2], [3]. However, efficiency is not
only related to optimal design. The control strategies for speed
or position control of a PMSM also must be optimal. There are
different control strategies like iz=0 control, maximum torque
per ampere (MTPA) control, maximum speed per ampere or
voltage (MSPA, MSPV) control, unity power factor (UPF) and
loss model control (LMC). The advantage of i;=0 control
strategy is linear relationship between the electromagnetic

torque and g axis current [4]. It is generally used for surface
mounted PMSMs and prevents the magnets from damage.
MSVP control has an effect on the iron loss by minimizing the
terminal voltages of the windings [5]. The advantage of MTPA
control is the minimum cooper loss because of the reduced
armature current [6], [7]. LMC control decreases the iron and
cooper losses and it can be said that it is an optimal technique
for PMSMs [8], [9]. UPF control does not have any effect on
the efficiency [10].

The control strategies mentioned above are frequently used
with vector control methods. Field Oriented Control (FOC) is
the most known vector control technique [11], [12]. In FOC,
Stator phases are transformed in to d and q axes by Clark and
Park’s transformations. Then iy and iy currents are controlled
independently. Transformations used in FOC need rotor
position. An encoder can be connected to the motor or
sensorless techniques can be used. Another vector control
technique is Direct Torque Control [13]. The torque and stator
flux are controlled directly using a switching table which is
independent from the current controllers. Voltage Vector
Control, Passivity Based Control and Nonlinear Torque
Control are some other vector control techniques.

All PMSM control strategies use one or more controller
like PID, Fuzzy, Backstepping, etc. All of them have some
parameters, which affect the controller performance, and must
be well tuned. Therefore, the optimization algorithms are an
important tool for achieving a good controller performance by
adjusting the controller parameters. There are many types of
optimization algorithms in literature and algorithms which use
stochastic approach are much popular. Genetic Algorithm is
one of the popular ones which used for controller optimization
[14]. Particle swarm algorithm [15], Grey Wolf Optimizer [16]
and Krill Herd algorithm [17] are some other alternatives for
controller optimization of PMSMs.

In this study, a PMSM is modelled and a speed controller is
designed using FOC technique. There are three Pl controllers
in the used technique and they must be well tuned for an
acceptable performance. Tree-seed algorithm, which is a novel
and nature inspired optimization technique, is used for tuning
of the controller parameters. A robust FOC controller is
obtained using TSA. It has a good performance in the
applications which cover changing of speed and load torque.
Particle Swarm Algorithm, which is widely used in controller
optimization studies, is also used for comparing with the TSA
optimized system.
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Il. PMSM AND FIELD ORIENTED CONTROL

Permanent Magnet Synchronous Motor (PMSM) is
electrical machine which produces rotational movement by the
rotor. Its stator has windings and its rotor has permanent
magnets which provide the field excitation. The permanent
magnets provide a constant magnetic field in the air gap. There
are two types of PMSM as surface mounted and interior
permanent magnet (IPM). IPMs are the most used type of
PMSMs. PMSMs need electronic commutation for controlling
the currents in the windings because of its structure. The
structure of a PMSM is given in Fig. 1. Its windings are placed
on the stator and the commutation is made by an external
circuit. The commutation circuit is a three phase switching
invertor. PMSMs should be commutated with a three phase
sinusoidal current, which has a 120° phase shift between the
phases, for producing a smooth torque. A circuit diagram of
three phase invertor circuit is given in Fig. 2. Transistors are
driven by PWM signals or space vector modulation (SVM) to
produce required three phase currents.

The currents which produce the flux and torque are
orthogonal in DC motors. Thus, controlling the flux and
current independently is possible. However, the rotor and stator
fields are not orthogonal in AC machines. Only, the stator
current can be controlled, but it is possible to control an AC
motor like a DC motor. Field Oriented Control (FOC), one of
the vector control techniques, is a technique that can be used to
control the torque and flux independently in AC motors. It also
transforms the complex AC model into a simple linear model.
FOC has some other advantages like fast dynamic response and
high efficiency.

Phase A

Fig. 1. Basic Structure of PMSM.

Fig. 2. Three Phase Invertor Circuit for PMSM.
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Three reference frames given in Fig. 3 are used in FOC.
First one is the stator reference (a,b,c) frame which has three
vectors with 120° difference between each of them. Second
one is the orthogonal reference frame (o, p) which has 90°
between two axes and one of the axes is aligned with the “a”
axis. The last one is the rotor reference frame (d, q) which has
90° between two axes. One of the axes placed along the N and
S poles or aligned with the flux vector. If stator reference
system is used, the amplitudes of the windings will change
with time. So the calculations in the stator reference frame get
complex with the three time varying vector. d and q reference
system which is obtained from a, b, ¢ reference system is used
to overcome this problem.

Clark and Park’s transformation, which are given in (1) and
(2) [18], [19] are used for transformations between three and
two phase reference systems. 0 is the angle between d and a.
After the transformation from stator reference frame into rotor
reference frame, torque and flux can be controlled
independently by any controller. The output of the controller is
the voltage for each axis. The output voltages must be
transformed back to the stator reference frame and then it can
be applied to the motor. Invers park transformation is also
given in (3).

I, =1,
1 2

Ip = =lo + 21y (1)
0=1I,+1,+]1,

Iq =I5 cos(8) + I sin(6) 9
Iq =I5 cos(8) + I sin(6) 2)
Vo = Vg cos(8) — V, sin(6) 3
Vg = Vg sin(0) + V; cos(6) ©)

A general block diagram of FOC is given in Fig. 4. Firstly,
the phase currents of the motor are measured. They are
transformed to a and B by Clarke transformation. Then, a and 3
are transformed into d and g coordinate system by Park
transformation. Stator current and flux can be controlled by
any controllers. The outputs of the controllers are voltages of d
and q axes. Voltages are transformed back from d and g
coordinate system into o and B coordinate system. Finally,
phase voltages are produced using the voltages in o and
coordinate by space vector modulation technique.

C

Fig. 3. Two and Three Phase Reference Systems.
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Three phase

M ABC to off | aff to dq |—3 Controller
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Space
Vector K+ dqto af
Modulation

Fig. 4. General Block Diagram of FOC.

Modelling a PMSM in the rotor reference frame (d/q) is
also possible. Equivalent circuit in d and q reference frame is
given in Fig. 5 and Fig. 6. [20]. Rq is the stator resistance, L is
the stator inductance, ®, is the mechanical rotor speed, A is the
magnetic flux of the rotor, Vy is the direct input voltage and V,
is the quadrature input voltage. Subscripts d and q refer to the d
and g axes.

The mathematical model of PMSM in the d-q coordinates
is given in (4) - (7) [20]-[22]. 15 and 1 are respectively direct
current and quadrature current, T, is the load torque, T, is the
electromagnetic torque, p is the number of the pole pairs, B is
the friction coefficient, J is the moment of inertia of the rotor,
oy is the mechanical speed in rad/s, oy, is the electrical speed,
Ag and Aq are is the total flux of stator and A, is the flux created
by the rotor.

dig _ Va _ Rsla 4 Lq@rig (4)
dt Lg Lg Lg

g _ Vg _Rslg | Lawria _ Aror (5)
dt Lq Lq Lq Lq

dw 1

d_tm=7(Te_me_TL) (6)
Wy = Py, (7

s ,Aq L,

V. , A, CD

Fig. 6. Dynamic Model of PMSM in Q axis.
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Fig. 7. Speed Control of PMSM by FOC.

Structure of FOC for speed control is given in Fig. 7 [19].
Difference of the reference speed (Ref ®) and motor speed is
input for the speed controller. The output of the speed
controller is reference torque and the torque is K, *14. K, is the
torque constant of the motor. Reference I, is obtained by
dividing the reference torque, which is the output of the speed
controller, by Ky, and it is compared with the actual 1, current.
The error is the input for the PI controller which determines the
V, voltage level for obtaining the required torque. Third
controller is used for determining the V4 voltage level using the
reference |y and actual 4 currents. The reference Iy current
equals to zero. The determined Vy and V, voltages are
transformed into d/q reference frame and it is used to produce
three phase motor voltages by space vector modulation and
inverter circuit. Measurements of I, g, rotor position and rotor
speed are also made continuously for controllers’ feedbacks. 0
is the rotor position.

I1l. TREE-SEED OPTIMIZATION ALGORITHM

Tree-seed optimization algorithm is a novel, population
based, heuristic algorithm which has been improved for
continuous optimization problems [23]. In nature, new trees are
generated by the seed of the young or old trees. When a seed
fall to the ground, it starts to grow up and becomes a tree which
can produce new seeds after a while. Every tree produces
random number of seeds and they fall to random positions on
the ground. Therefore, the new trees are positioned randomly
around the tree which produces the seeds. Of course, some of
the seeds or trees can’t survive, and die in the nature. Trees can
spread over large areas by using this mechanism.

TSA algorithm was inspired from the spreading mechanism
of trees. The algorithm is population based and the population
number must be determined at the beginning of the algorithm.
Positions of trees and seeds are the possible solutions of the
optimization problem. Each tree generates random number of
seeds. The number of the generated seeds is between the
minimum and maximum bounds. Minimum number of the
seeds is 10% of the population size and maximum number of
the seeds is 25% of the population size. Ratios of maximum
and minimum seeds number are determined for high
performance in [23]. The objective function is evaluated on
each iteration. If the position of a seed is better than the
position of which tree generates the seed, then, the seed
substitutes for the tree.
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1. Initialization

| Set the ST. |
| Set the number of variable. |
Generate the random locations for trees. |
Evaluate the Locations using the objective function. |

| Select the best position.
T S R s s e e it i Jd

2. Search

|--I-)ecide the number of seeds.

| Set the positions of seeds depending on the ST. |

| Select the best seed. |
Compare the best seed with the tree. |

I If the position of the seed is better then the position of [

thetree, settheseedas thetree  _ _ _ _ _ _ _ _ _ J

3. Decision

| Change the best position with previous one, if the new one is better. |
| Go to Step 2 if the stopping criteria is not achieved. [
L Terminate the algorithm if the stopping criteria is achieved. i

Fig. 8. Basic Structure of Tree-Seed Algorithm.

Seed generation process is the most important part of TSA.
The positions of new generated seeds are dependent on a
parameter named as search tendency and it is in the range of 0
and 1. A higher value of search tendency means a powerful
local search and fast convergence. A lower value of search
tendency means a powerful global search and slow
convergence [23].

Basic structure of the TSA is given in Fig. 8. Firstly the
initialization parameters like population size and ST are set.
Search process starts after the first step. New seeds are
generated and all positions are evaluated. If the stopping
criteria are achieved, the algorithm is terminated and results are
reported. If the stopping criteria are not achieved, the search
step is repeated. Detailed information about TSA can be found
in [23].

IV. EXPERIMENTAL STUDY

In this study, a PMSM is modelled; a speed controller is
designed using FOC technique and Pl controllers. All
controllers are optimized for high performance by TSA. The
controllers are also compared with a reference system which is
optimized by PSO which is a popular and widely used
optimization algorithm in controller optimization studies.
Simulation of the motor model, controllers and optimization
processes are made by MATLAB program.

The motor model is obtained using the PMSM equations
which are given in (4) — (7). The motor parameters, which are
used in simulations, are R=3.658 Q, L4=L,=0.1496 H, p=2,
B=0.00405; J=0.004 kg.m* 1=0.7 Wb. The used control
schema is also given in Fig. 7. Three PI controllers are used for
control of speed, ig and iq currents. An objective function which
is given in (8) is used for the optimization process. This is a
multi-objective optimization process because six parameters of
three controllers are optimized simultaneously. The first three
terms is the integral of absolute errors, ST is the settling time
and OS is the overshoot value of the speed. The coefficients of
the objective function are determined by trial-and-error
method. The coefficients are a=5, b=50 and c=60.

f = lewrldt + [ ligldt + a [ lig| dt + bST +c0S ~ (8)
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The number of function evaluation for TSA and PSO is set
as 3000. The ranges of the controllers’ coefficients are set as 0-
100. The best results are given below and compared for speed,
ig and iy currents. ST measurements are made with 2%
tolerance. Speed graphs of the motor are given in Fig. 9. As it
is seen, TSA-optimized FOC has a good performance. Its
settling time is 0.344s and the settling time of PSO-optimized
FOC is 0.527s. The overshoot of TSA-optimized FOC is
3.873%, and the overshoot of PSO-optimized FOC is 4.710%.
PSO-optimized system has 53.198% more settling time and
21.611% more overshoot than TSA-optimized system. The iy
and iq current graphs are given in Fig. 10 and Fig. 11. Integral
of the iq currents are equal, they round about 2.4.10°. Integral
of iy currents are 43.97 for TSA-optimized system and 57.12
for PSO optimized system. Reference of iy current is 0 in FOC
technique which is used in this study and PSO-optimized
system has 29.91% more total current value than TSA
optimized one.
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Fig. 9. Speed Graphs for TSA and PSO Optimized System.
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The system is also analysed under the state of speed change
and load torque change. Reference speed is set as 3500 in the
third second and load torque is set as 6Nm in the sixth second.
When the seeped reference and load torque are increased,
TSA-optimized system has more overshoot but less settling
time than PSO-optimized one, as seen in Fig. 12.

The graphs of iq and ig currents are also given in Fig. 13 and
Fig. 14. Integral of i%current of each optimized system is about
the same as 2.82.10". Integral of iy currents are 1.028.10° for
the TSA-optimized system and 1.333.10° for the PSO-
optimized system. As it is seen, TSA-optimize system has less
integral of iy current value than PSO optimized system.

Three phase currents of the motor are given for the state of
the speed and load torque change in Fig. 15 and Fig. 16. The
sudden current change resulting from the speed reference
change can be seen at the third second in Fig. 15. In a similar
manner, the current change resulting from the load torque
change can be seen starting from the sixth second in Fig. 16.
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V. CONCLUSION

In this study, a PMSM is modelled and a speed controller is
designed using FOC technique. The controller tuning process
for high performance is modelled as a multi objective
optimization problem and solved by TSA. It is also optimized
by PSO for comparison. All study is made by simulations using
MATLAB program.

The controller which is optimized by TSA has good speed
control performance. Its settling time is 0.344s, and PSO
optimized system has 53.198% more settling time then TSA-
optimized system. The overshoot of TSA-optimized FOC is
3.873% and the overshoot of PSO-optimized FOC is 4.710%.
PSO-optimized system has 21.611% more overshoot than
TSA-optimized system.

When considered iq current, it should be ideally 0, because
the reference of iy is 0 in the used FOC technique. Integral of
the iy currents are calculated for a comparison. They are 43.97
for TSA-optimized system and 57.12 for PSO optimized
system. PSO-optimized system has 29.91% more total iy
current value than TSA optimized one.

The results show that TSA-optimized speed controller is
better than PSO-optimized one. Although, the results may not
be enough to decide which controller is better, they show that
TSA is a good alternative for controller optimization processes
of PMSM. A comparison study of TSA with other popular
optimization algorithms is among the future plans of the
author.
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Abstract—The increasing complexity of applications is
constraining developers to use reusable components in
component markets and mainly free software components.
However, the selected components may partially satisfy the
requirements of users. In this article, we propose an approach of
optimization the selection of software components based on their
quality. It consists of: (1) Selecting components that satisfy the
customer's non-functional needs; (2) Calculate the quality score
of each of these candidate components to select; (3) Select the
best component meeting the customer's non-functional needs
with linear programming by constraints. Our aim is to maximize
this selection for considering financial cost of component and
adaptation effort. Yet in the literature review, researchers are
unanimous that software components reuse reduces the cost of
development, maintenance time and also increases the quality of
the software. However, the models already developed to evaluate
the quality of the component do not simultaneously take into
account financial cost and adaptation effort factors. So, in our
research, we established a connection between the financial cost
and the adaptation time of the selected component by a linear
programming model with constraints. For our work’s validation,
we propose an algorithm to support the developed theory. User
will then be able to choose the relevant software component for
his system from the available components.

Keywords—Method development; reuse; software component;
quality of component; functional size; functional processes;
financial cost; adaptation effort

I.  INTRODUCTION

The increasing size of applications and the accretion of
their complexity pose enormous challenges for developers. To
solve these problems, they must have to recourse to reusable
components in their applications. However, selected
components may not totally meet the requirements of users.
Moreover, there may be functionality defects of these software
components or quality services partially rendered by the ones.
then, their selection and reuse require the development of
appropriate models and methods. In addition, several works
relating to the selection of reusable software components have
been conducted. And researchers are unanimous on the fact
that the reuse of these software components reduces the
financial cost, the development time and the effort of
adaptation [5], [6], [7]- In [7], the researchers proposed a
software component selection model based on integer linear
programming. This method makes it possible to measure and
evaluate the quality of the software system according to
various quality attributes defined in I1ISO 9126 / IEC and the
cost of the components. In [13], the authors worked on the
selection of software components based on the attributes or

quality criteria most important to practitioners. This survey
allowed practitioners to select the most important attributes
from a list of factors. The method showed that cost was the
most important factor when selecting these components. In
[24], based on an exploratory study, researchers have shown
that in addition to the cost considered as the most important
factor in the selection, other factors such as longevity,
compatibility and in charge of the component exist. Their goal
is to study the most important factors in a list when selecting
components for practitioners. Then to hierarchize them. This
study helps companies improve their component selection
process. They concluded that small businesses focus on
properties associated with ease of use, component
development and maintenance, while larger firms and more
mature products are more interested in cost-related properties.
However, we find that the dependence between financial cost
and maintenance time that are the main factors for the
selection process, is not considering in the different models of
evaluation for denoting the quality of software components. In
this research, we will propose automatic methods for:

o Facilitating and accelerating the selection process;

e Evaluate the quality of selected software components
according to the criteria and quality indicators desired
by the user;

e Selecting the best component satisfying the client's
non-functional needs;

e Improving the quality of these softwares to adapt
them to the targeted problem.

This work is organized as follows. The first part deals with
Section 1. It concerns the state of the art relating to the
selection of reusable components, the limits of previous work
and research hypotheses. The second part concerns Section 2.
It is about different models that we have developed. The third
part concerns the validation of the results in Section 3. The
last part concerns the conclusion and the perspectives.

Il. STATE OF THE ART

Several research works relating to the selection of reusable
software components have been made. In [1] and [2], the
authors have shown that traditional approaches for developing
software from scratch are not optimal for building complex
software systems. They argue that the use of reusable software
components is more efficient and better suited for building
complex applications. In [3], the authors proposed the so-
called "Storyboard" approach. This method improves and
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facilitates the choice of customer for appropriate commercial
products as their requirements are better understood. His
interest is to help the user better understand his requirements.
Other selection studies based on surveys and experiments have
been conducted. Thus, in [4] an empirical study led on the
selection of commercial components. Thus, researchers in [4]
led an empirical study on the selection of commercial
components. They conducted structured interviews on 16
software projects. This method allowed to customize the
development process based of COTS software components.
The goal is to know if it is more interesting to build the
software components or buy the Cost components for the
Norwegian industries. In [8], the research has proposed a
method for selecting standard and commercial components. It
raises the problem of inadequacy between the software system
to be built and the components selected during and after
selection. They proposed a decision-support approach aimed
at remedying the imbalances noted on the components by
estimating the anticipated aptitudes and by suggesting
alternative plans for the resolution of the observed disparities.
The authors in [9] offer a comparative study of available
software before any selection. The goal is to evaluate and
select open source software for the management of electronic
and digital medical records. This study is carried out with
different decision-making techniques multi-criteria. These
software systems are selected on the basis of a set of metric
results using the AHP technique integrated with different
multicriteria decision-making techniques.

In [21], the authors use a software selection approach based
on the characteristics of the 1SO-9126 standard. The AHP
method is used to weight these characteristics of components.
Then, the researchers choose the appropriate software
component according to the weight evaluation.

In [10], a mechanism allowing the automation of the
selection of a software component among a set of candidates
according to their functional and non-functional properties
was studied. This mechanism permits to facilitate the
extraction and the comparison of components. This is after the
selection of components, to measure their satisfaction index to
find the most relevant. To optimize the quality of selected
components, several models and selection methods have been
developed and are available. Among these models, some are
focused on optimization algorithms. Thus in [11], the
researchers proposed a software component selection
approach based on the genetic algorithm for optimizing the
performance of the software system. Their goal is to maximize
the functional performance of the system. This permits to
maximize cohesion and to minimize the coupling of software
modules for the optimal selection of software components. In
[23], the research focused on optimizing the system to build.
Researchers have conducted work on selecting optimized
software components when user requirements are unclear. it is
a question of optimizing the selection in the generic
applications unknown to the developers.

The authors in [5] have proposed a model for the selection
of components with constraint optimization. The goal is to
model the component selection problem as a constraint
satisfaction optimization problem. In addition to the quality
criteria determining the choice of attributes of quality of the
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component, other important factors are identified in the
literature. These factors can also affluence the quality of the
components when selecting. Therefore, authors sustain that
the use of reusable software components reduces the time, cost
of development and cost of maintenance [5], [6], [7], [20],
[22], [25].

In [25], the authors propose in this work, how to select the
best component in a repository meeting all functional
requirements and user requirements. The best components are
recovered in two levels. The first step gives all the
components that correspond to the functional requirements,
and the second step recommends the components the
weighting is the highest to software developer.

In [12], the work focused on the problem of optimizing
non-functional attributes when selecting software components.
The method consists in choosing software components that
provide all the necessary functionalities while optimizing
certain non-functional attributes such as the financial cost. In
[7], the researchers proposed a software component selection
model based on integer linear programming. This so-called
flexibility method makes it possible to measure and then
evaluate the quality of the software system according to
different attributes of quality and the cost of the components.
In [13], the authors conducted work on the selection of
software components based on the attributes or quality criteria
most important to practitioners. This survey allowed
practitioners to select the most important attributes from a list
of factors. The method showed that cost was the most
important factor when selecting these components.

In [14], authors argue that "the quality and cost of a
software strongly depend on the quality and cost of the
components assembled to produce the product”. They
proposed a W-shaped model for component selection. This
model is a decision support tool for software developers. It
permits to obtain data on the stages of component selection
and the development process. The article [15] gives different
mathematical models of optimization in linear programming.
One of these models is a compromise between the minimum
monetary cost and the response time in cloud computing. It is
formulated below:

minimize(a*T + (1 —a) xC
with the contraints defined
C: cost model
T:sight reponse time

@

I1l. RESEARCH PROBLEM

A. Hypotheses

The work that we present treats with the problematic of the
evaluation of the quality of the pre-made components. It
concerns the maximization of their calculated quality values
while optimizing the financial cost and the adaptation time.
Our goal is therefore to determine a score based on linear
programming with constraints that will maximize the quality
of the selected software component. Then we will balance the
financial cost and the adaptation time of this component.
Finally, we establish a model based on a score to evaluate the
quality of the selected software component on the one hand,
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and moreover, to predict the adaptation effort of this
component.

This leads us to formulate the following hypothesis:

H1: The simultaneous consideration of the financial cost
and the adaptation effort makes it possible to better evaluate
the quality of the software component,

H2: The selection of reusable and user-friendly software
components makes it possible to build quality software.

B. Limit of Methods

Several works relating to the selection of reusable software
components have been conducted. Researchers are unanimous
that the reuse of these software components can reduce the
financial cost, the development time and the effort of
adaptation [5], [6], [7], [23]. However, we find that the
dependence between the financial cost and maintenance time
that are key factors for the selection process, is not taking into
account in the different models of quality evaluation of
software components. Indeed, the selected components can
meet the expectations of the users partially. Faced with
failures and user requirements, improvements can be made to
correct weaknesses and increase the quality of these
components. Indeed, the selected components can partially
meet the expectations of users. Faced with failures of certain
functionalities and user requirements, improvements can be
made to correct weaknesses and increase the quality of these
components. This can generate a maintenance effort and a
financial cost that can be estimated and predicted. Finally, we
can give a model for optimizing parameters.

C. Tool to Predict the Adaptation Time of the Component

To estimate maintenance time and adaptation effort, we will
use methods and tools to measure the size of the software
component. We used the Cosmic v4.0.1 method and its
methods in our work. Below you will find some tools for
estimating the development time and their normalization
histories in Table 1.

From 1970s, the COCOMO method (Constructive Cost
Model) has made it possible to determine the code lines of the
programs and to measure the development effort. At present,
methods and tools exist to estimate the size of a software and
predict the development effort. In [16], the authors gave a
summary of these tools with the different standards (see
Table 1). The COSMIC method is used to calculate the
measurement of the functional size of a software. According
to [17], [18] and [19], functional size measurement is a means
of determining the size of software, regardless of the
technology used to implement it. This size is in units of
Cosmic Function Points, noted as PFC. This method also
gives the estimate of the adaptation effort. In [16], researchers
present measurement aggregation rules. These rules make it
possible to calculate.
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TABLE I. TIME ESTIMATION TOOL
Sigles Denominations 1SO standards
FISMA Finish Software Measurement Association | 29881
NESMA Netherlands Software Metrics Association | 24570
Mk Il FPA | Function Point Analysis Mk |1 20968
COmmon Software Measurement
COSMIC 19761
International Consortium

e The functional size of each process i

size(functional process)

= Z size(Input)

i
+ Z size(Output)i

+ Z size(Reading)i
+ Y size(Writting)i 2

e The size of a software by aggregating the sizes of its
functional processes under certain conditions,

o Development effort or adaptation effort

IVV. PROPOSED APPROACH

A. Defining the Software Component Quality Model

We are interested in evaluating the selection and integration
of software components in a software system. Our main
objective is to select the "best software component™ according
to the defined characteristics. But given the multiplicity of
quality indicators and quality sub-indicators according to 1SO
/ IEC 9126, we studied the following characteristics in our
work. These characteristics include: functional capability,
reliability, ease of use, security and maintainability. This

allows us to define the following model™:

This model is based on the ISO 9126 quality model and
quality representations of literature reviews. It allows to
specify the most important characteristics according to the
needs of the user. Using the Analytic Hierarchy Process
(AHP) method, we define the objective of our project and then
construct the hierarchical quality model according to the
characteristics and sub-characteristics of the software
components (see Fig. 1).

Finally, using the multi-criteria analysis method, we
constructed a binary comparison table of characteristics and
sub-characteristics. This makes it possible to determine the
weights of the various defined quality criteria of the software
component. Also, this method makes it possible to evaluate
the coherence of our work.

Quality model, inspired by the ISO 9126 model and the software quality
defined by Jéremie Grodziski
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Fig. 1. Hierarchical Structure Indicating the Quality of the Software
Component.

B. The Proposed or Software Component Selection Process

We gave a description of the selection process of the
selected components and then we evaluated them. This
process is modeled in UML by activity diagram as follows
according to Fig. 2:

Step 1: The user expresses its functional requirements and
quality requirements of the component.

Step 2: A first search consists in considering the functional
properties expressing the needs of the user. These needs must
be related to the type of software to build. We obtain a set of
software components selected functional properties meeting
the requirements expressed by the customer. In other words, it
is the different services rendered by the software components.

Step 3: This step consists to make selection based on non-
functional properties. This is to consider the quality of the
software component that is, how the features render the
services. This step consists in evaluating the quality of
characteristics of the component from defined metrics. This
metric will be associated with an ordinal variable of
modalities belonging to the set of values:

B = {Bad, Insuf ficient, Average, Good, Excellent}  (3)

Modalities defined in (3) will be associated to following
numerical values respectively: 1; 2; 3; 4 and 5.

Step 4: At this step, we observe that the selected
components do not fully meet the quality and service
requirements. For each component selected i, some features
make the services perfectly, others do it partially. if we
consider that each component contains p functionalities.
Assuming that the user is satisfied with k functionalities (k
<p), then we must maintain (p-k) functionalities of the
component. To predict the adaptation effort of (p-k)
functionalities, we used the Cosmic method. It first determines
the size of the functional processes of the component. Then
we calculate the functional size of the component with
defective functionalities. In [16], the authors defined the size
of the functional process i as follows according to (2). So, for
any component i of the set of selected components SC having
P functional processes, we deduce:
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functional size of a component (i)
P

= Z size of functional procss( i,j)
j
VieScand1<j<P 4

Then we apply the estimate of the adaptation effort
developed according to [19]

Estimated Development ef fort
= Component Size * Unit Cost
tPredictive interval (5)

This phase makes it possible to determine the adaptation
time interval of the component to be predicted. This method
then evaluates a financial cost and an adaptation time. Finally,
with the predicted time, we apply the score that assesses the
quality of the component using our objective function.

Step5: In case the cost and time parameters are optimized,
then the selected component is retained.

Step 6: If the parameters are not, then the search continues
and the process resumes.

C. Our Proposal Model to Maximize the Quality of Software
Component

Our model is based on constrained linear programming. It
considers the time and the financial cost parameters. Our goal
is to define a metric with two parameters: the financial cost
and the time. This score serves to optimize the parameters on
the one hand and on the other hand to balance the financial
cost coupling and the adaptation time.
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We define our function as follows:

flc,t) =aC; + (1 —a)t; Vi € Sc (6)
and 0 <a <1land
ti € [tmin; tmax] (7)

with constraints

0<ac<l1

t:
tizﬂandOSti <1
Tmax

Ci
C;=—Tland0<( <1 8)

Cmax

Where

Sc: set of available components

C;: Standardized cost of maintenance of the component i

Ci rei: relative cost generated by component i;

Crmax. maximum cost achieved by one of the selected components;

ti: Standardized adaptation and maintenance time of the component i
t;_ri: Relative time, generated by component i;

TmadS the maximum time achieved by one of the selected
components;

a: Coefficient of adaptation

By taking inspiration from the model (1) and the metric
developed in [7], we are able to define a new score to evaluate
the quality of the software component. So, our model for any
software component i selected will be:

S; = XneaWh q,%; — [ac, + (1 — o)t ]x, ©)
and Vi € Sc (10)
with constraints

0<a<l1

ti=-"and 0<t;<1 and (11)

max

Tax = 15 jours = 1.296 = 103s

Ci
C,=—Tland 0<(C <1
Cmax

andCpa, = 2300 $ (12)
Where

A: set of software quality characteristics;

SC: set of available components (candidate
components);

(i : the standard level of the quality attribute
he A for component i;

Wh: weight attributed to the quality attribute heA;
xi=1 if component i is selected, O otherwise;
Ci: standardized cost of component i;

Ci_roi: relative cost generated by component i;

t;: Standardized component maintenance time;
ti_rei- Relative time, generated by component i;

a: Adaptation coefficient to be specified
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Model (9) represents the objective function. This function is
used to calculate and evaluate the quality of the characteristics
of the selected software components. For optimizing the
parameters Time and maintenance cost, we maximize the
objective function.

For any software component i of the library, we obtain the
following system:

maximize(Qpea Wnqnix; — [aC; + (1 — a)t;]x; Vi€ Sc

0<ac<1
_ tiyer
ti = K:Ex and 0 < ti,rel < Tmax
C 13
Ci=—"2and0<t; < Cpax (13)
Cmax —rel

qhi

rel

Ani = . and 0 < Qhiye < Qmax

x = 1selected elsex =0
We will then be able to compare and order the different

values designating the quality values of each selected software
component.

V. VALIDATION PHASE

In the field of research, any theory must go through an
experimentation or simulation phase before its validation. To
do so, we propose an algorithm to support and validate the
developed theory. It evaluates the quality of software
component. It is also optimizing the two parameters including
the adaptation time and the financial cost. Indeed, we propose
the algorithm “SelectCompo” to solve the problem.

A. Presentation of our Algorithm
The algorithm SelectCompo aims to select in a set of

available components (Cd), the optimized and selected
component (Cos). See algorithm Fig. 3.

SelectCompo Algorithm

Input: Set of available components (Cd)
Output: Optimized component and selected (Cos)
Begin
While (needs and requirements expressed in Cd) do
For i= 1 to Component (Cd) do
Select (the component Ci)
Put in the list of selected components (Cs)
Endfor
EndWhile
10.1f ((conditionsCaracterisks Filled) and (cost and relative
time in intervals required) then

11. Fori=1to ComponentCs do

12.  evaluate (thequality value of the selected
components)

13. If (SatisfactionQuality)then

14. Optimize (the factors of cost and time of adaptation)

15.  Select ( the component(Cos))

16. else choose another component in the set Cs

17. endif

18.End

© ®©® N oGNP

Fig. 3. Pseudo Code of SelectCompo.
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B. Algorithm Operation

The operation of the algorithm Fig. 3 traces the following
steps:

The algorithm takes as input the set of p available
components (Cd) of a library. The user defines his functional
requirements and non-functional quality requirements. These
requirements are the quality attributes related to the type of
software system to be built. The list (Cs) of i components
verifying the conditions is fulfilled (with k <p). The next step
is to evaluate the quality of the components of the list (Cs) by
binary comparison of their characteristics. Then we maximize
their quality value by the linear programming by constraints
model that we developed. This step produces two (2) results.
An ordered list of components is obtained. We retain the best
(Cos). The best component is the better optimized. it will be
selected. In the opposite case we take back the selection in the
list (Cs).

VI. CONCLUSION AND PERSPECTIVES

This article presents an automatic method for selecting
relevant software components from a library. The methods
used are based on an optimization algorithm and a linear
programming by constraints. They made it possible to
calculate and evaluate the quality of the software components.
By maximizing our model, the selected components are
ranked. This makes it possible to choose the most relevant
component according to the quality criteria of the attributes
defined by the customer. This approach is sustained by the
SelectCompo algorithm that we defined. In future works, we
will do experimentations with the Cplex Studio IDE 12.8.0
optimization tool for selecting the best component in a set of
candidate components. Several aspects remain to be
developed. This is taking into account the selection of
software components in various libraries for any platform.
This will solve the problem of interoperability of these
components on different platforms.

REFERENCES

[1] Dellarocas, C., (1997), The SYNTHESIS Environment for Component-
Based Software Developmentl, Proc. 8th Int. Workshop on Software
Technology and Engineering Practice (STEP“97), London, UK, (July
14-18, 1997), IEEE Computer Society, ISBN 0-8186-7840-2,
Washington, DC, USA, Page 434.

[2] Gaurav Kumar, “Optimized Component Development Life Cycle for
Optimal Component-Based Software Development », Research Scholar,
Punjab Technical University, Kapurthala, India, 2015

[3] Gregor, S., Hutson, J. and Oresky, C “Storyboard process to assist in
requirements verification and adaptation to capabilities inherent in cots”.
In Proceedings of 1% International Conference on COTS-Based Software
Systems, Springer-Verlag Lecture Notes in Computer Science, 132

[4] Li, J. et al. An Empirical Study of Variations in COTS-based Software
Development Processes in Norwegian IT Industry. Proc. of the 10th
IEEE Intl. Metrics Symposium 72-83, 2004

[5] A. Vescan, H. F. Pop, The Component Selection Problem as a
Constraint Optimization Problem, Proceedings of the Work In Progress
Session of the 3rd IFIP TC2 Central and East European Conference on
Software Engineering Techniques (Software Engineering Techniques in
Progress), Wroclaw University of Technology, Wroclaw, Poland, 2008,
pp. 203-211.

[6] Tom Wanyama, Agnes F. N. Lumala, « Decision Support for the

Selection of COTS »,In Proceedings of the Canadian Conference on
Electrical and Computer Engineering, 2005

(7]

(8]

(9]

[10]

(11]

[12]

(13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

Vol. 10, No. 2, 2019

Pande, CJ Garcia, D Pant, “Optimal Component Selection for
Component Based Software Development using Pliability Metric”,
ACM SIGSOFT Software Engineering Notes, January 2013

Mohamed, A., Ruhe, G. and Eberlein, A. 2007. Decision support for
handling mismatches between cots products and system requirements. In
Proceedings of the Sixth International IEEE Conference on Commercial-
off-the-Shelf (COTS)-Based Software Systems (Washington DC,
USA,2007

A.A. Zaidan, B.B. Zaidan, Ahmed Al-Haigi, M.L.M. Kiah, Muzammil
Hussain, Mohamed Abdulnabi “Evaluation and selection of open-source
EMR software packages based on integrated AHP and TOPSIS,
University of Malaya, 50603 Lembah Pantai, Kuala Lumpur, Malaysia
,2015

Bart George, R. Fleurquin, S. Sadou, H. Sahraoui « Un mécanisme de
sélection de composants logiciels », juillet 2010

Kwong, C.K., Mu, L.F., Tang, J.F. and Luo, X.G.2010. Optimization of
software components selection for component-based software system
development. Comput. Ind. Eng., 58,4. (May 2010). 618 — 624

Khan, Ali M. and Mahmood, S., (2010),—Optimal Component
Selection for Component-Based System, Innovation in Computer
Science and Software Engineeringl, Innovations in Computing Sciences
and Software Engineering, DOI 10.1007/978-90-481-9112- 3_79,
Sobh, Tarek, Elleithy, Khaled(eds.), Springer

Panagiota Chatzipetrou, Emil Alégroth, Efi Papatheocharous, Markus
Borg, Tony Gorschek,Krzysztof Wnuk, « Component selection in
Software Engineering - Which attributes are the most important in the
decision process?”, 2018

Vinay, Manoj Kumar and Prashant Johri,” W-Shaped Framework for
Component Selection and Product”, Development Process SCSE,
Galgotias University, Noida, India, 2014

Romain Perriot*, Jérémy Pfeifer*, Laurent d’Orazio*, Bruno Bachelet*,
Sandro Bimonte**, Jérome Darmont***, « Modéles de Colit pour la
Sélection de Vues Matérialisées dans le Nuage, Application aux
Services Amazon EC2 et S3»,  *Clermont Université, CNRS,
Université Blaise Pascal, LIMOS UMR 6158, , p.15, archives ouvertes,
2014

Alain Abran, “The COSMIC Functional Size Measurement Method
Version 4.0, Measurement Manual”, (The COSMIC Implementation
Guide for ISO/IEC 19761: 2011), 2014

C. Gencel, “How to Use COSMIC Functional Size in Effort Estimation
Models?”, in Software Process and Product Measurement, Springer
Berlin Heidelberg, 2008.

Sylvie Trudel, mesure de la taille fonctionnelle avec la méthode cosmic
(iso 19761): recherches récentes et applications industrielles »
conférence du latece 2012

Cosmic: mesure de la taille fonctionnelle avec
https://info.ugam.ca/midi-confs/2017-02-22-cosmic.pdf

NSadana, S Dhaiya, MS Ahuja, “A Metric for Assessing Reusability of
Software Components”, International Journal of Computer Application,
Issue 4, Volume 1, February 2014;

Sofiane Batata « Moteur de recherche pour la sélection de composants
logiciels » Ecole Nationale Supérieure d’Informatique (Ex. INI), 2011

siham younoussi, ounsa roudies, «all about software reusability: a
systematic literature review », Mohammed-V Agdal University, Journal
of Theoretical and Applied Information Technology, . Vol.76. No.11,
2015

G. Kumar, «Optimized Component Development Life Cycle for
Optimal Component-Based Software Development”, International
Journal of Engineering Research in Computer Science and Engineering
(NERCSE) ,Vol 2, Issue 12, December 2015

P. Chatzipetrou, E. Alégroth, E Papatheocharous, M. Borg, Tony
Gorschek, Krzysztof Wnuk,” Component selection in Software
Engineering - Which attributes are the most important in the decision
process?”, 2018

Sumit Sharma Upinder Kaur’, Pawanpreet Kaur® , a.b,c Chandigarh
University,Mohali, India, “Component Recommender System Based on
Collaborative  Approach in Incremental Development”, 2017.

la  méthode,

62|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 10, No. 2, 2019

Extracting the Features of Modern Web Applications
based on Web Engineering Methods

Karzan Wakil*

Research Center, Sulaimani Polytechnic University
Sulaimani 46001, Kurdistan Region, Iraq
Software Engineering Department, Faculty of Computing
Universiti Teknologi Malaysia, Johor, Malaysia

Abstract—W,ith the revolution of the information, an
advanced version of the web proposed from web 1.0 to web 4.0.
In each version, many web applications appeared. In the new
versions, modern web applications (MWAs) proposed. These
applications have specific features and different features, and
these features made a new challenge for web engineering
methods. The problem is that web engineering methods have
limitations for MWASs, and the gap is that the developers cannot
highlight the new features based on web engineering methods. In
this paper, we extract features of the MWA based on web
engineering methods. We extract web application modules for
showing interaction and structure of their feature based on
models and elements of web engineering methods. The result of
this work helps the developers for designing MWAs through web
engineering methods. Furthermore, lead to researchers to
improve web engineering methods for developing MWASs
features.

Keywords—Modern web applications; MWA, web engineering;
extracting features; web versions

I.  INTRODUCTION

Web applications currently make up one of the largest
growth areas in software. Web applications do not just give us
new types of applications but provide an entirely new way to
deploy software applications to end users. Recent web
applications are primarily constructed to produce applications
that possess enriched interactivity from high-quality
requirements, achieved by employing modern programming
models, languages, and new technologies. MWAs are
distinguishable from legacy web applications, regarding
sophistication and rich program interactivity requirements.
Moreover, based on [1] MWAs are often presented with
modern Graphic User Interfaces (GUI) as well as innovative
incorporations of backend technologies.

Evolution of web 1.0 into the web 4.0 [2] and sometimes
new web is web 5.0 [3] of the World Wide Web (WWW), has
resulted in the introduction of several web applications [4].
Categorization and evolution of web applications’ complexity
have been reported in [5], whereas, scholars in [6] have
grouped web application types based on the chronological
order of their appearance. Fig. 1 presents the history of
complexity and generations of web and popular web

Dayang N.A. Jawawi’

Software Engineering Department
Faculty of Computing
Universiti Teknologi Malaysia 81310
Johor Bahru, Johor, Malaysia

applications [7], in this paper imported web 5.0 to web 4.0
because of both generations regarded to Artificial Intelligent
(Al). Clusters of webs 3.0 and 4.0 represent the MWASs that
possess great extent of complexities, encompassing Ubiquitous
Web Applications (UWAS), Rich Internet Applications (RIAS),
Semantic Web Applications (SWAs), and Intelligent Web
Applications (IWAsS).

Model-Driven Web Engineering (MDWE) is deployed
based on the concept of separation of representation models in
designing web applications, which is advantageous,
predominantly, as the platforms and technologies employed in
developing web applications continue to evolve [8-12]. Best
practices and trends of many MDWE strategies were
investigated in the work of Jests and John (2012) [13]. The
work reported the merits and drawbacks of each MDWE
strategy and made recommendations prior to initiating web
application development, which include: identifying web
application type, considering the possibility of architectural
changes, and identifying the latest technology that could
deliver a sophisticated User Interface (Ul). The work presented
deep insights into the future development of web applications
through MDWE consideration.

The schemes used in improving modern web applications;
through utilizing web engineering methods include the
amalgamation of notations and development process, often
bundled into a metamodel. Various metamodels have been
developed to cater for different web domains such as [14-17].
In the construction of a semantic web, it is pertinent to observe
the association of metamodels and their elements that conform
to established grammatical rules. Web engineering methods
that are constructed based on several metamodels, typically,
only utilizes a portion of the build offered from each
metamodel. This allows several modeling rules to be unified
forming base metamodels, which support improved
comparison and integration [18]. Development and
construction of complex web applications are aided by rich
modeling features offered in various web engineering methods,
including IFML, WebML, W2000, UWE, OOHDM, and OOH.

Across all web engineering methods, three generic
representations are typically covered [19], including
presentation, navigation, and conceptual representations.
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Fig. 1. Chronological Order of Web Evolution and Complexity [7].

MWAs have new structures and new features; these
features make a new challenge for web engineering methods.
The problem is web engineering methods including recent one
(IFML) have a gap in the process development of new web
applications [20], moreover, missed models and elements to
develop new web applications. In this paper, we extract web
application modules for showing interaction and structure of
their feature based on models and elements of web engineering
methods. The contribution of this paper is how to extract
MWA features based on web engineering methods? The result
of this work helps the developers for designing MWAs through
web engineering methods. Furthermore, the goal of this paper
is leading the researchers to improve web engineering methods
for developing MWA features without missing the new
features.

This paper is organized as follows: Section 2 explains the
background work on modern web applications. Section 3
prepared research methodology for solving the problem. In
section 4 extracts, the MWA features MWAs based on web
engineering methods. Section 5 extracts the features of MWAS
on a case study. Section 6 consists of limitation and discussion
of the results. Final Section consists of a conclusion and some
future works.

Il. BACKGROUND

MDWE become to de facto to develop web application
systematically as well as MWAs. In the previous literature
review in [21] explained how MDWE developed web
applications in different fields. In this section, the recent works
about features and architecture of MWAS reviewed, and some
previous works reviewed that shows MDWE in the process
development MWAs, in the following presented one by one.

RIAs are a new type of web applications, which utilize
information that can be handled by both the client and the
server. Besides, the data interchange occurs in an asynchronous
manner so as to allow the client to be responsive at the same
time updating or recalculating sections of the Ul. On the part of

Vol. 10, No. 2, 2019

the client, RIAs give the same look-and-feel in place of
desktop applications and the term "rich" has a different
meaning to the previous web applications generation. RIAs are
fundamentally described by a range of and the transparent
usage of the client and server computing power and the
network connection, the chances of on/off line use of the
application, and interactive operating controls [22]. The
structure of the RIA presented in Fig. 2. RIAs provide
comparable capabilities and characteristics to the available
ones in desktop applications such as multimedia, dynamic
adaptation based on users’ profiles and robustness [23]. It
controls the performance of applications, allowing unique
operations such as disconnected work, partial page
computation, and data distribution [24].

UWA is web application struggling with the
anymedia/anywhere/anytime syndrome is UWA. As a matter
of fact, UWA ought to be redesigned from the beginning
considering its hypermedia behavior, as well as its possible to
run on various platforms, comprising full-fledged desktop
computers, PDAs (Personal Digital Assistants), mobile phones,
and so on. This means that a UWA must allow for a range of
capabilities of devices including network capacity, a method of
input, local storage size, display size, etc. Different
opportunities are given based on location, time, and custom-
made services considering the necessities and inclinations of
specific users. As a result, a UWA must be context-aware, that
is, responsive to the environment it is installed in, and it should
support customization [26].

SWA the semantic web architecture can be viewed using
the languages and standards used. Another view is made
through software applications and devices that adopt
practicality using the languages and standards. Fig. 3 illustrates
the constituents used as semantic web setup when executing
practicality in applications. Author in [27] illustrates a review
of SWA defined in the literature and the constituents they
execute.
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Fig. 2. RIA Structure [25].
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The simple infrastructure a component relates to
reproducing Resource Description Framework (RDF) and
dereferencing data. Although Uniform Resource ldentifiers
(URIs) can be used to recover content involving the resources
they identify, URIs is an exceptional identifier according to the
convention. Web servers give out the channel for serving data
through Hypertext Transfer Protocol (HTTP), and HTTP
clients provide the lookup functionality. The semantic web gets
the simple referencing infrastructure and lookup from the web.
The data coming back because of HTTP lookups can be
processed using RDF parsers and Application Programming
Interfaces (APIs) or APIs and Extensible Markup Language
(XML) parsers (on occasion of non-RDF content). Although
the W3C build up a description for handling the Document
Object Model (DOM), there is no consistent description for
processing RDF data. Nevertheless, numerous open source
executions of RDF and APIs exist. Ontology languages
including Web Ontology Language (OWL) and RDF Introduce
additional clarity to RDF content, that called reasoners can be
able to interpret ontology and make particular inferences.
Lastly, semantic web data can interact with the users through
the Ul. Looking from a practicality point of view, a number of
Uls appear to be general and function on the data’s graph
structure, while others are designed for a particular domain and
ontology [27]. Moreover, a new systematic mapping study
about semantic web service explained the role of semantic
applications [29].

IWA is the next generation of SWA, SWA of the next
generation started off from the anticipation and observation
that intelligent application development will progressively
more vary due to the accessibility of the large scale of the
semantic web; distributed body of knowledge that vigorously
make use of this knowledge comes up with new challenges and
possibilities that require novel infrastructures to prop up the
accomplishment of the coming generation SWAs. Next
generation SWAs must address significant problems associated
with the semantic web’s scale and heterogeneity including the
broadly unstable information quality it has [30]. The main
directions of IWA are presented in Fig. 4. Nonetheless, IWA
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worked on human brain deeply in the future, although it is
focused on mining and thinking, IWA contains intelligent
agents, web mining, web personalization and semantic web
[31, 32]. IWAs cautiously extended from researchers, in the
recent articles the behavior of web applications and agent in
web applications explained.

Data management is continuously evolving for serving the
needs of an increasingly connected society. New challenges
apply not only to systems and technology but also to the
models and abstractions for capturing new application
requirements. Brambilla and Ceri in [34] described several
models and abstractions which have been progressively
designed to capture new forms of data-centered interactions in
the last twenty-five years, a period of huge changes due to the
spreading of web-based applications and the increasingly
relevant role of social interactions in web engineering methods.
There are many works [35-45] exist on web engineering
methods for designing MWAs, but the features not presented
adequately.

Following the object-oriented principles, structure and
behavior are modeled at each of the three levels, i.e. at content,
hypertext, and presentation. The relevance of the structure and
behavior models depends on the type of web application to be
implemented. Web applications which make mainly static
information available require less behavior modeling compared
with highly interactive web applications, such as for example
e-commerce applications which provide search engines,
purchase order functions, and so on. With respect to mapping
the different levels, it is recommended to use a uniform
modeling formalism for structure and behavior, which might
allow relying on one single CASE tool. Naturally, this
modeling formalism has to cope with the specific
characteristics of each of the three levels as shown in Fig. 5
[46, 47].

Algorithms
(Thinking)

Content
(Raw Data)

Reference
(Knowledge)

Fig. 4. The Triangle of Intelligence: the Three Essential Ingredients of
Intelligent Application[33].
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Fig. 5. Requirements of Web Application Modeling [47].
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Above structure showed that the web applications feature
should be extract based on levels, aspects, or phases. This
structure helps us how we can extract web application features
based on web engineering methods.

I1l. METHODOLOGY

The methodology of this work is planned with the intention
to get precise results out of work. For extracting MWA
features, we follow the steps of Fig. 6. In the first step we
select MWAs, MWA regards to new technology in the
applications as presented in Fig. 1, it is regard to the
applications when appeared after web 2.0, the famous web
applications after web 2.0 are UWA, SWA, RIA, and IWA.
Step 2 to step 4 analyzes the MWASs and extracting based web
engineering methods, in the next section will present it. Step 5
approve the features of MWAS on the case study and present it
in the new section. Finally, Step 6 consists of limitations and
discussion the result in another section.

=d Step 1: Selecting Modern Web Applications —

> Step 2: Analyzing Modern Web Applications

»Step 3: Highlighting Features Modern Web

Applications

Step 4: Extracting Features Modern Web
Applicationss based on Web Engineering Methods

] ' Step 5: Presenting the features through Case Study g

1Step 6: Limitation and Discussion

Fig. 6. Methodology for Extracting Features of Modern Web Applications.

IV. EXTRACTING MODERN WEB APPLICATION FEATURES
ON WEB ENGINEERING METHODS

As presented in previous sections, MWAs are RIA, SWA,
UWA, and IWA. This section analyzes MWAs and lists the
features based on web engineering methods. These applications
have a number of features that are used for developing web
applications, which should be presented by web engineering
methads. In the following, we analyze and extract the MWAs.

RIA is a new type of web application. As presented in
Section 2, RIA distributes data between client and server,
where users utilize desktop applications when working with
their clients. RIA has rich Uls that help to improve user
performance on the web. Moreover, RIA provides a rich client
that increases the usability of this type of application. Briefly,
the main features of RIAs include client and server, rich Uls,
and rich client, as shown in Table 1. The main feature of RIA,
which is client/server, is illustrated in Fig. 7, where a client is
depicted working on a web application and directly working on
the server.
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=]
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Client Web Applications Server

Fig. 7. User Access Web Applications as RIA.

UWA is a new type of web application, which is accessed
in various contexts, including through different devices, by
users with various interests, and accessible at anytime from
anywhere around the globe. For full-fledged, complex software
systems, a methodologically sound engineering approach, in
terms of MDE is crucial. Several web engineering methods
have been proposed, which capture the ubiquitous nature of
web applications. Each of them entails different origins,
pursuing different goals, and providing a plethora of concepts.
The detail of an UWA is explained in Section 2. Briefly, UWA
is a web application that suffers from the anywhere, anytime,
anywhere, any media, any device, adaptation, and context-
aware challenges. UWA features are shown in Table 1. The
main features of UWA are illustrated in Fig. 8. The figure
depicts different users, different devices, different locations,
and different times of use of the applications with the same
properties.

Another modern type of web application is SWA. The main
conclusion of Section 2, is that the growth of the semantic web
has been promptly followed by changes in the way SWAs are
developed. By analyzing and contrasting some legacy and
modern systems, a set of features of SWA have been
subsequently identified, in which the literature has
characterized for the next generation of SWAs. In a nutshell,
next-generation semantic web systems will necessarily have to
deal with the increased heterogeneity of semantic sources.
Finally, the main features of an SWA comprise of Ontology,
Rich Ul, RDF, Semantic Hyperlink, and behavior. As shown in
Table 1, the main features of an SWA are ontology and the
works handled by the machine, which handle the behavior of
applications. Fig. 9 presents an SWA in operations.

-

*\w Web Application

Dev
User
AQ

Fig. 8. User Access Web Applications as UWA.
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e s *
= Yl ~Eod
User Web Applications Machine

Fig. 9. User Access Web Applications as SWA.

The analysis and expectation that intelligent application
development will progressively undergo revolution are owing
to the accessibility of the large-scale semantic web, which
originates from next-generation SWA. In Section 2, IWA has
been explained and presented. IWA’s future is predicted to
operate on human brain intensely, but at present, the effort is
concentrated on thinking and mining. IWA consists of Web
Mining, Semantic Web, Web Personalization, and Intelligent
Agents. As presented in Table 1. IWA’s Intelligent Agent is an
important feature, through which data is mined, as illustrated in
Fig. 10.

@ S o ‘
o 3 |
h’ e WWW e ij;'.: yor |
Guwll =Bl
User Web Applications Agent

Fig. 10. User Access Web Applications as IWA

In the following table (Table 1), features of MWAS listed
and collected, after analyzing we got the features same result of
the reference [7].

TABLE I. LIST OF FEATURES OF THE MODERN WEB APPLICATIONS
Web applications | Features
RIA Client/Server, Rich Ul, Rich Client
UWA Anywhere, Any_time, Anywhere, Any media, Any
device, Adaptation, Context-aware
SWA Ontology, Rich Ul, RDF, semantic hyperlink, behavior
WA Web Personalization, Web Mining, Semantic Web,

Intelligent Agents

V. EXTRACTING MODERN WEB APPLICATION FEATURES
ON CASE STUDIES

The case study selected is considered to lie within
important domains and are recognized as a popular website
consisting of Amazon website (Fig. 11), which is an online
shopping website. This website is developed with updates
constantly released date by date and is typically added with
more features of new web applications. In the following, the
Amazon case study is analyzed based on scenarios.

This section analyzes Amazon bookstore, based on user
stories as an example of MWAs from UWA, RIA, SWA, IWA

Vol. 10, No. 2, 2019

categories. This section describes the activities of a customer as
the customer works on Amazon bookstore website. The
following activities present the flow in each type.

Four realistic scenarios are defined in this section. Each
scenario is performed by a customer that is related to only one
type of web application as shown in Fig. 12.

Amazon as UWA: In this case study, Customerl uses the
website to perform UWA’s features, in this action Customerl
utilizes different devices, at different times, and indifference
locations to reach the same result, see Fig. 13 and Fig. 14.
Upon login, Customerl does the following activities:

e Search for a Book: Customerl searches for a book in
Amazon bookstore.

e Order Book: Customerl orders the book.

e Make Payment; Customerl makes an online payment
for the target book.

T‘ T NEW & INTERESTING FINDS

amazon

Fayorite Things

Explore Holiday ‘\\_'/ E
a4 | =
W\ - [ I

Fig. 11. The Interface of the Amazon Website.

Amazon Book Store
[
Customerl Customer3
(UWA) Search Book (SWA)
. ' 2
Order Book
Customer2 H Customer4
(RIA) Make Payment (IWA)

Fig. 12. Use Case Diagram for Amazon Bookstore Scenarios.
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NEW & INTERESTING
FINDS ON AMAZON

Fig. 13. Amazon Website Scenario on Different Devices.

Amazon as RIA: In this case study, Customer2 uses the
website for performing RIA’s features (see Fig. 14). Upon
login Customer2 performs the following activities from a client
end, acting as a server:

e Search for a Book: Customer2 searches for a book in
Amazon bookstore.

e Order Book: Customer2 orders the book.

e Make Payment: Customer2 makes an online payment
for the target book.

Amazon as SWA: In this case study, Customer3 uses the
website for performing SWA’s features (see Fig. 14). Upon
login, Customer3 does the following activities:

e Search for a Book, Customer3 searches for a book in
Amazon bookstore.

e Order Book, Customer3 orders the book.

e Make Payment, Customer3 makes an online payment
for the target book.

Amazon as IWA: In this case study, Customer4 uses the
website for performing IWA’s features (see Fig. 14). Upon
login, Customer4 does the following activities:

e Search for a Book: Customer4 searches for a book in
Amazon bookstore.

e Order Book: Customer4 orders the book.

e Make Payment: Customer4 makes an online payment
for the target book.

After explain the scenarios for Amazon website, we will
extract features of MWAs based on the scenario, in the
following we extracts one by one.

A. Extracting UWA Features

UWA is a new type of web application which can be
accessed in various contexts, i.e., through different devices, by
users with various interests, at any time, and from anyplace

Vol. 10, No. 2, 2019

around the globe. In Fig. 15, Amazon website is accessed on
different devices. The figure consists of three sub-figures. The
first one is accessed on a laptop. The second one is accessed on
a smartphone. While the third one is accessed on an iPad.
These devices can open Amazon website at any time around
the world.

Fig. 15A is Amazon website after accessing by laptop
device, as shown in the figure the website opened and
presented all elements, the customer can access all tabs and
links on the website. Fig. 15B is the same website but accessed
by iPad, however, the iPad screen smaller than a desktop
screen, but the website opened like a laptop and presented most
of the links and other moved to down. Fig. 15C open the same
website through a smartphone with a different style, the screen
of smartphones too small, the links and tabs will be small, but
opened with a good size and moved to down or listed a number
of icons in a new list. This feature is adaptation with different
devices and called ubiquity of web applications or websites.

Fig. 14. Amazon Website’s Search, Order, and Payment for MWAs.

A: Opened by laptop

Gl

C: Opened by Smartphone

= ) B: Opened by iPad

Fig. 15. Extracting UWA Features for Amazon Website.
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B. Extracting RIA Features

RIA captures two types of pages comprising Client pages
and Server pages. Server pages represent traditional web pages,
whereby, the content and presentation are calculated by the
server, whereas rendering and event detection are handled by
the client. Client pages represent pages incorporating the
content or logic structures that are managed (at least in part) by
the client. The content can be computed at the server or client
side, whereas presentation, rendering, and event handling occur
at the client side. In the Amazon website, the customer, this
acts as a client searches for a book. Then, the client selects the
book. Subsequently, the client will choose the ‘buy’ option. In
this case, the client with rich Ul feel works on the website by
using a mouse hovers and drag/drop procedures. At the same
time, the server works to control all requests without returning
to the client, as shown in Fig. 16.

In Fig. 16A customer can search as a client and use drag &
drop for moving the texts or images for researching, which the
actions saved by the server. After finding a list of books based
on the search, the customer selects a target book as highlighted
in Fig. 16B. In the final step, the customer buys a target book
as presented in Fig. 16C. During the actions from a customer,
the website allows the customer to use drag & drop, provide a
rich Ul, and the customer feels working on the main server.
This feature provided by RIAs.

C. Extracting SWA Features

SWA has new features for developing web applications. In
the first case study, this is Amazon book store, the user
searches for a book. SWA acting through RDF and metadata
can find and retrieve relevant books with an accurate result
among big data with ontology. Moreover, during the process of
buying books, SWA provides rich Uls for the user, as shown in
Fig. 17.

In the first step as shown in Fig. 17A, a customer search for
a target book, which the system finds the target and relevant
books among big data when saved by the website server. After
finding a target book, the customer will be select a target book,
in this time SWA provides a rich Ul for the customer to work
on the website see Fig. 17B. In the Fig. 17C the customers with
rich Ul will go to buy the target book, in his time SWA provide
accurate performance in the proceed purchasing a book.

D. Extracting IWA Features

A next-generation type of web application is IWA. This
application uses Al concepts for developing web applications.
In the first case study, which is Amazon bookstore, when a
customer searches for books, IWA finds the relevant books.
The search utilizes intelligent agents by mining, which
emulates intelligent search in the systems. Also, IWA has
SWA features that can provide rich Ul for users, as shown in
Fig. 18.

However, IWA is a new web application but features of
this type of application appeared on some websites like
Amazon website. Fig. 18A presented customer’s search, when
the customer searches for target book, IWA provides a smart
search through an intelligent agent, and web mining. In the
next step, the customer selects a target for purchasing, IWA
provides rich Ul like SWA, because IWA is a new generation

Vol. 10, No. 2, 2019

of SWA as showman Fig. 18B. During the purchasing a target
book in Fig. 18C, IWA allow the customer to act as intelligent
and accurate action like SWA.

A: Customer search as
client, or use drag and
drop for searching

B: Customer
select a book
and working
as a client
side

L W v &

et En) mess my. A Practitionsr's App-oxit

C: Customer Click on "Add to
Card" to checkout any buy the
target book

Fig. 16. Extracting RIA Features on Amazon Bookstore.

i § A:Customer search, SWA find
accurate and relevant result
among big data

Web Engireering: & Practitianer's Appeaach |~ ¢

B: customer through rich Ul .
choose a target book

target book with accurate result
by ontology feature

C: customer checkout and buy a | o

Fig. 17. Extracting SWA Features on Amazon Bookstore.

P ! A: Customer search, WA find

- relevant result by using data
e "—‘—ri‘l mining and intelligent agent

B: Customer through rich Ul
choose a target book. Like SWA

C: Customer checkout and buy a e
target book with intelligent resuilt

with SWA features. |

Fig. 18. Extracting IWA Features on Amazon Bookstore.
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V1. DISCUSSION AND LIMITATION OF THE RESULTS

Extracting features of web applications is a complex task
because each website has a number of features with more than
one type of web applications. In the above sections we extract
the features of MWA successfully, then we presented on the
Amazon website, based on extraction and case study we
explain one by one. UWA’s features regard to using
technology for publishing web applications in all devices, any
time, and any place if the developers use the new technologies
like AJAX could implement the features of UWA successfully.
RIA’s features also regard to technology and UI, the features of
RIA allow users to easily use web applications and distribute
data between clients and servers. After RIA a new complex
application appeared when called SWA, SWA’s feature is a
new revolution in web applications and very fast improved web
features through improving Rich Ul, ontology and behavior.
These features very complexly for implementing, most of these
features were hide during analysis and design the web
applications. Sometimes developers cannot implement all
features of SWAs because of the need for high technology,
huge database, and smart software. With the SWA challenges,
IWAs features more complex for presenting because of regard
to indulgences like agents, mining, and the human brain, so not
easy to present it. However, the structure of SWA prepared but
SWA and IWA structure very complex and became to the
problem during design these types of applications through web
engineering methods.

VII. CONCLUSION AND FUTURE WORK

In this paper we extract the MWA features based on web
engineering methods. We extracted web application based on
models and elements of web engineering methods. The result
of extraction presents the MWAs especially SWA and IWA
very complex and need to high technology and new web
engineering methods. The result of this work helps the
developers for designing MWAs through web engineering
methods.

Furthermore, lead to researchers to improve web
engineering methods for developing MWA features. We
recommend to the researchers extract these applications based
on more and different websites such as social media. Also, we
recommend to the researchers to improve or enhance the web
engineering methods to develop web application features.
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Abstract—The home network has become a norm in today's
life. Previous studies have shown that home network
management is a problem for users who are not in the field of
network technology. The existing network management tools are
far too difficult to understand by ordinary home network users.
Its interface is complex, and does not address the home user's
needs in their daily use. This paper presents an interactive
network management tool, which emphasizes support features
for home network users. The tool combine interactive visual
appearance with persuasive approach that support sustainability.
It is not only understandable to all categories of home network
users, but also acts as a feature for the user to achieve usability.

Keywords—Home network; visualization; sustainable interface

I.  INTRODUCTION

Computer network refers to unlimited connection that
enables resource sharing [1]. It becomes increasingly
important, as the world is moving towards globalization [2]. It
means that everything is free to be accessed from anywhere at
any time.

In line with the rapid development of network technology,
home network becomes more important [3]. It is firmly known
that network technology is now a must in every home [4]. The
usage of network at home has become widespread, causing a
nature of using network technology in every activity including
entertainment, working from home, and collaborative learning.

The fast-growth of home network however contributed to
the problem of home network user. Not all of them are
knowledgeable in network and technology, and this caused
some sort of home network management problems [4]. The
problems involve hardware and software failure, connectivity
or security problems [5]. These ultimately affect the usability
of home network, causing the need of assistant roles that could
help all types of users of network at home.

Network management has become important and a must in
household tasks as the home network become essential part of
people’s life [4][6][7]. There are too many tasks that home
network user need to know in using their network including
setting up the infrastructure of the network, connecting to the
internet, and managing the quality and security of the network
[41[8][9]. All of these needs to be done with ample technical
knowledge in network technology and not all of the home
network users possess the knowledge.

Usability

Support Tool

Visualization Technical
Design Help

Fig. 1. A Support Tool for Home Network user.

It is now a norm, when home network users feel lost while
using their home network [4][8][9]. It may be that their
connection is disconnected, they do not know what is
happening and do not even know how to correct the problem
[10][11][12][23]. It could be that the network speed is too
slow, and they keep using the network without knowing that
something could be done to increase the network speed
[11][12]. It also might be their network is interfered by
unwanted invaders but they do not even know that their
network is compromised [13].

From the previous researches, it appears that the users of
home network shall have something that look like as an
assistant in facilitating their use. The assistant may act as a
facilitator that always available when needed, guiding the user
in handling their network management problem, and be helpful
in delivering helps in the way the user can understand. It shall
feature in supportive interface and helps users in managing
their network (as shown in Fig. 1) to finally achieve usability.

Il. METHODOLOGY

As stated earlier, the key challenge in this research is
providing an interface that could act as an assistant to home
network users. The previous study drives to introducing a
better way of visualizing the interface of home network support
tool. It should accompanied with a right way in persuading user
understanding, to make users feel assisted when dealing with
their network. This can affect the user’s level of sustainability
in the use of home networks, thus helping them in achieving
usability. Research then begin with defining the needs of home
network users, and proceed with the development of the
sustainable interface simulation prototype.
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A. Understandings Home Network Needs

The first step is to understand the needs of home network
users in order to achieve usability. These are so important to
ensure that the tools developed can perfectly meet the user’s
need in assisting them while using their network. It is
important to understand the users, to finally design the
interface specifically to the scope needed.

Field observation technique which is popular and widely
used on previous research has been chosen. The work started
with ethnographic observation in order to get credible samples
[14][13]. From that, we proceed to the field observation study
that allows us to find out the clear opinion relating to what
actually happened in Home Network [5]. They are given
scenarios with existing home network management tools,
observed, evaluated, and interviewed briefly to confirm the
data gathered from the observation session [12][15]. Fig. 2
shows the steps taken in order to understand the home network
needs.

It is clear that the previously conducted literacy studies
provide the same answers as the field studies of this research.
The problems of home network users focus around the lack of
technical aspects of network user and the absence of home-
networking support tools that are suitable for them [16]. The
home network users really need a tool as a helper in order to
guide them in using their home network [15]. For this purpose,
a home networking support tool with appropriate interface can
be developed. It needs to provide clear message, reliable, well
functioned and has attractive visualization as shown in Fig. 3.

B. Sustainable Interface Concept and Simulation Prototype

A good interface can be more effective with a touch of
sustainability [17]. It would exactly provide an improved tool
with meaningful touches that makes them more helpful [18].
The interface that focuses on the nature of visualizing
including picturing, understanding, explaining and memorizing
[19][20][21]; can be more effective with the injection of
persuasive elements [22]. It seems like an injection of driving
elements, persuasion, guidance and influence in to the visual
interface can be done in order to assist user understandings
[22][23][24][25]. Both of these visualization and persuasive
elements can be coordinated into an interface of home network
support tool that is capable to meet the usability of home
networking. The concepts of sustainable visualization interface
in the home network support tools are shown in Fig. 4.

Ethnographic Field
Observation Observation

Fig. 2. Data Gathering Technique.

Interview
Session

Interesthing

Well function
Realiable

Clear Message

Fig. 3. Relation between Interface, Design and Visualization.
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ff Support Tool ng,. .
1 ﬂte pp b, lig
Visualization Persuasive

Memorizing Persuading
Understanding Influencing
Explaining Guiding

Picturing Driving

Home Network

Community

Fig. 4. Sustainable Interface Concept.

.l:l?t'l:l:lh.

Fig. 5. The Entrance Interface of ASRaR.

Next, the interface of home network support tool is
designed based on visualization and persuasive features. It
should act as the helper for the home network user to achieve
usability. It is developed in the form of a prototype simulation,
with an interface that includes the scenario of computer
networking behavior. It is just like the user is using the tool in
real condition, focusing on the extent to which the user can
interact with the prototype simulator interface. The prototype
simulation is named as ASRaR (refer Fig. 5) which
summarized from Malay-language terms called Home Network
Support Tools (Alatan Sokongan Rangkaian Rumah).

C. Sustainable Interface Concept and Simulation Prototype

To gather feedback on ASRaR, a basic evaluation phase
was performed with the same 15 participants that used in the
preliminary research (requirements gathering phase). The
participants came from three categories of users; expert
(technically expert), intermediate (technology knowledgeable),
and novice (less technical knowledge) as shown in Table 1.
They were given scenarios with ASRaR, observed and
evaluated, and followed by a brief interview to get their views
on the ASRaR interface. The interviews were done to confirm
the data gathered from the observation session.
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TABLE I. PARTICIPANT DETAILS o
Identity Background
Intermediate: Students of banking study. Able to use Front Window P
P1 computers, and know basic in dealing with computer network <«
problems.
P2 Intermediate: Student of secretarial study. Waiting for college
offers at the data gathering stages, and spent a lot of time on the ISP
Internet. Web
P3 Novice: A full-time housewife. Occasionally use the Internet to
connect with children’s and friends.
Novice: Students of accounting study. Worked for 10 years, ASRaR
P4 : . ;
then quit to become a full-time housewife. Almost every day Window <
using the internet through smartphones. -
p5 Novice: Work as Hostel Assistant. Have a very basic knowledge
on computers and the Internet.
P6 Novice. A Policeman. Love trying out new things on the Menu
Internet. Use internet more on smartphones than computers.
Intermediate: An insurance and direct-selling agent. Use the
pP7 o
Internet most in his career. > Account
P8 Intermediate: English teacher that very good in technologies.
P9 Intermediate: Creative media lecturer that who are literate in .
computer networking. > Connection
P10 Expert: Senior Lecturer of computer networking. Very expert in
network technology.
P11 Novice: A religious Teacher. Know basic things regarding > Monitoring
internet.
P12 Novice: A full-time housewife. Poor in technology, but uses
Android application rigidly. > Control
P13 Novice: Twenty years’ experience in architecture field. Expert
in application regarding architecture, but that’s all.
> Help
Intermediate: Student of engineering study. Able to use
P14 :
computer and network basically.
A
P15 Intermediate: A Technical Assistant of engineering field.
Know basic about computer and networking. End

I11. RESULT AND DISCUSSION

Based on the literature review and the preliminary study
results, a fully functional simulation prototype of ASRaR is
created. It included with overall interface design with
sustainable visualization elements suggested by the result of
preliminary study. The discussion then goes on the
development of the interface. It then focuses on the
implementation of the system, and the approach in allowing the
interface to help user of home network in achieving usability.

A. The ASRaR’s Flow

The interface starts with front window with two options; a
link to the main window and a link to the internet service
provider's portal (http://192.168.1.1). There are choice to bring
users to the main interface screen. The interface further
supplies four functional options with one help option. The
functions consist of an account management, connectivity,
monitoring, and control. Each function has a return link to the
main interface as shown in Fig. 6.

Fig. 6. The Flow Chart of ASRaR.

B. Support = Visual+Persuasive

Literature review and preliminary study stated that
managing the account of home network could cause problems
for users with less technical knowledge. Existing network
management tools are too technical to be understood by normal
home users. As a solution, ASRaR comes up with a clear and
helpful interface representation. It is based on problem-solving
method, with the coordination of visual and persuasive
approaches. The visual display are designed with a viewing
and explaining approach, which aims to gain more user
understandings. It is enriched by the persuasive interactions;
with the concept of asking and suggesting, which encourages
to provide assistance for user. It complemented each other
when visual display accompanied by persuasive interaction
targeted to establish a capable support tool to achieve usability.
The coordination of visual and persuasive elements in the
interface is shown in Fig. 7.
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VS = Visual Approach
PA = Persuasive f
Approach

Understand

Reaction
e~

ASRaR Interface I Help
Explain * Suggest
—_ Vew - Visual Persuasive]]_T

Fig. 7. The Interaction of Visual, Persuasive, Support and Usability.

C. Account Management

Account Management is an important mechanism in every
information system including home network. For this, the
interface includes features in account management to enable
users to control their own home network. This feature allows
users to register their membership in the home network and
view their own account in their screen.

D. Troubleshooting Network Connection

Troubleshooting is another important feature that aims to
help users troubleshoot specific issues in their network. The
interface provides ability to check for non-functioning router
issues. Potential problems of router is displayed, and the
interface recommends the answer. The interaction then
describes the solution of the problem, helping users solve their
problem.

E. Monitoring Network Traffic

The next feature is to display a network topology showing
the terminals that are currently connected to the network. As
shown in Fig. 8, the network is displayed in a tree diagram that
shows the actively connected host to the network. By this
feature, users can know if there are any unwanted users
connected in their network. This features allows users to see
the identity of connected user and their activity.

O g

Details
PC Name : Lenovo A
PCIP:192.168.1.4

PC MAC : 00-14-22-01-23-45

\ Connection Type : Wireless J

Activity

Fig. 8. The Monitoring Interface of ASRaR.
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F. Managing Network

Account management is the task associated with detecting
the new devices that go into the network. The interface gives
the ability to do the parental management, in order to ensure
safe access by under-age users. The interface also includes the
feature to kick any connected user out of the network.

As explained in the introduction to this paper, the goals of
ASRaR were not merely to design the interface for home
network management tool, but also to get the feedback from
users. There are, however, a number of challenges inherent in
getting the users’ feedback. Because it is a simulation
prototype, users need to be explained that ASRaR is a
simulation of home networking tools and it represents the
scenario that has been developed. Users should be told that
they are required to use ASRaR, and then interviewed.

G. Analysis

A brief interview session was conducted after the testing
session, specifically with two basic questions; (i) the level of
acceptance of the interface, (ii) the influence of ASRaR on the
Home Network:

Question (i): Is the ASRaR interface user friendly to you?
Why?

93% of respondents agreed that the ASRaR interface is
easy to understand. They feel that the visual display is not
complex and very helpful to users. It is very direct, with button
that give adequate interaction to help them when using ASRaR.

Question (ii): Home Network becomes easier after using
ASRaR, your opinion?

86% of respondents agreed that ASRaR is able to make the
home network easier. On average they are happy with the way
ASRaR projects the choice of network troubleshooting, and
like the features of monitoring and network management.

IV. CONCLUSION

This research have explored the challenges of proposing a
new interface for home networking. It features visualization
and persuasive coordination, which forms a home networking
support tool aimed to achieve usability. ASRaR provides a
range of mechanisms for supporting home network
management, with intention of being an assistant for home
users for all time needed. While the evaluation demonstrates
the acceptance of the system, ASRaR can be further developed
from a simulation prototype to a fully completed system. It
could definitely replace the existing ISP's tool that came along
with the internet service that is rented from the ISPs.
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Abstract—Wavelet Entropy (WE) is one of the entropy
measurement methods by means of the discrete wavelet
transform (DWT) subband. Some of the developments of WE are
wavelet packet entropy (WPE), wavelet time entropy. WPE has
several variations such as the Shannon entropy calculation on
each subband of WPD that produces 2N entropy or WPE, which
yields an entropy value. One of the WPE improvements is
multilevel wavelet packet entropy (MWPE), which yields entropy
value as much as N decomposition level. In a previous research,
MWPE was calculated using Shannon method; hence, in this
research MWPE calculation was done using Renyi and Tsallis
method. The results showed that MWPE using Shannon
calculation could yield the highest accuracy of 97.98% for N = 4
decomposition level. On the other hand, MWPE using Renyi
entropy yielded the highest accuracy of 93.94% and the one using
Tsallis entropy yielded 57.58% accuracy. Here, the test was
performed on five lung sound data classes using multilayer
perceptron as the classifier.

Keywords—Wavelet packet entropy; lung sound; Shannon
entropy; Renyi entropy; Tsallis entropy

I.  INTRODUCTION

Abnormalities that occur in the respiratory system can be
observed from the sound generated during the respiratory
process. This breathing sound commonly is heard by a doctor
using a stethoscope, also known as auscultation. The
respiratory or pulmonary sound analysis is one of the most
interesting research topics in the field of medical signal
processing. Various methods have been developed for the
extraction of pulmonary sound features for automatic
classification. One of the most commonly used methods is the
entropy analysis. Entropy is a measure of signal or system
irregularity. It is frequently used to measure signal complexity
as in biological signals.

Various entropy calculation methods have been used in
lung sound analysis in which Sample entropy was used as a
feature for detecting pulmonary sound status using
morphological complexities [1]. Meanwhile, Tsallis entropy
was used for lung sound analysis in [2] and [3]. Multiscale
entropy was reported to be better in distinguishing lung sounds
in alveolitis patients rather than spectral or statistical methods
[4]. Another entropy measurement method is the wavelet
entropy (WE). It uses Shannon entropy calculations on the
subband of discrete wavelet transform (DWT) [5]. The
improvement of the wavelet entropy is the wavelet packet

entropy (WPE) that uses the wavelet packet decomposition
(WPD) subband [6]. WE produced low accuracy when used as
a feature for pulmonary sound classification as reported in [7].
In five classes of pulmonary data, WE only resulted in an
accuracy of 43%. For that reason, the development of WE
method is needed to improve the accuracy of pulmonary sound
classification.

Previous research has proposed a multilevel wavelet packet
entropy (MWPE) method for pulmonary sound feature
extraction [8]. Entropy was calculated on the subband of WPD
at several levels using the Shannon entropy method. In addition
to the Shannon method, there are other several methods of
calculating entropy such as Renyi entropy and Tsallis entropy.
Renyi entropy is a common form of Shannon entropy [9];
while Tsallis entropy is a generalization form of entropy with
the generalization parameter of g [10]. In this study, MWPE
was calculated using Renyi entropy and Tsallis entropy to
observe the resulted accuracy. The results obtained was then
compared with the MWPE resulted in previous studies using
five classes of lung sound data.

This paper is presented as follows. Section 2 describes
some previous studies using wavelet entropy and wavelet
packet entropy. Section 3 describes the detailed methods used
in this study including data, wavelet decomposition, and
classifier. Results and discussion are presented in Section 4 and
the conclusions and prospects for future research are presented
in Section 5.

Il. RELATED WORKS

Wavelet entropy (WE) is widely used for complex signal
analysis such as for biological signals. It is entropy calculation
using subband of DWT. In [5], WE was used for brain signals
analysis in short durations. Compared to spectral entropy (SE),
WE was found better to detect non-stationary signals. It was
also used for a ventricular beat suppression analysis in the
cases of atrial fibrillation [11]. A number of differences in WE
values showed some different levels of suppression in the
ventricular beat. If WE was calculated on the subband of the
DWT, then some researchers used subband results from WPD.
Entropy in the subband of WPD results were used for analysis
of murmurs in heart sound in [12]. Not all subbands were used
for entropy calculation but they could be calculated based on
the frequency range, noise frequency, and energy threshold
[12].
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Another variation of WE was the different entropy
calculations on wavelet subband. Sample entropy on DWT
subband used for EEG signal analysis was presented in [13].
Cen and Li used the Tsallis wavelet entropy for power signal
analysis [14]. Normalized Shannon wavelet entropy,
meanwhile, was calculated on wavelet coefficient for epileptic
EEG analysis [15].

Another method based on wavelet entropy is the wavelet
packet entropy (WPE). Some variations of WPE have been
proposed by several researchers. In [6], entropy was calculated
using crest energy in each subband of WPD results.
Meanwhile, Shannon method was used in WPD subband for
bearing inspection in [16]. The number of generated features
was 2", where N refers to the signal decomposition level. In
another study, multilevel wavelet packet entropy (MWPE) was
proposed for lung sound analysis [8]. If in [16], WPE was
produced by calculating the Shannon entropy on each WPD
subband, then in [8], WPE was generated from Shannon
entropy calculations from the subband relative energy such as
WE calculation in [5]. So, each decomposition level would
produce an entropy value. Since WPE was calculated on
multilevel, for N level decomposition it will produce N entropy
values as the signal feature. The experiments reported 97.98%
accuracy using Db8 at the level of decomposition N = 4 [8].
The results were obtained for five classes of lung sound data.

In previous research, MWPE used Shannon entropy
calculation to compute entropy on WPD subband. In this study,
MWPE was tested using Renyi entropy (RE) and Tsallis
entropy (TE). Renyi entropy is a common form of the entropy
equation [9]. Meanwhile, Tsallis entropy, commonly called as
non-extensive entropy, is often used for non-additive signal
analysis [17]. A comparison among ShEN, RE, and TE for
MWPE calculation is expected to be a recommendation of the
selection of entropy calculation methods on MWPE for
biological signal analysis, especially for lung sound analysis.

I1l. MATERIAL AND METHODS

Fig. 1 shows a block diagram of the process conducted in
this paper. First, the preprocessing of the pulmonary sound
signal was done for amplitude normalization and to uniform
the mean of the signal. WPD was then performed from level 1
to level N. At each level of decomposition it performed WPE
calculations using the Shannon, Renyi, and Tsallis method. In
the next stage, the classification was done using MLP and N-
fold cross-validation. A further explanation is provided in the
following subsections.

N level
wavelet packet
decomposition

Entropy Classification

preprocessing calculation ] Lnd validation

Fig. 1. The Block Diagram of Lung Sound Classification using MWPE.

Vol. 10, No. 2, 2019

A. Lung Sound Data

In this study, we used lung sound recording data obtained
from several sources [18][19]. The same data was used in
previous studies [8][20]. Each pulmonary sound data consisted
of single breathing cycle, inspiration, and expiration. Using a
sampling frequency of 8000Hz, the length of one data was then
ranged from 20000-30000 samples. The data consisted of five
classes of normal bronchial data representing normal lung
sounds, wheeze, stridor, crackle, and plural rub representing
pathological lung sound [21]. In the data normalization process
was carried out as follows. Zero-mean was done as in Equation

(D).
y(@) = x(n) =~V x (i) (1)

with x(n) is the input signal and y(n) is the output signal,
which has mean = 0. Furthermore, the normalization of
amplitude was presented as in Equation (2) in order to obtain a
signal in the range of -1 to +1.

y(n) = 2 @)

max|x|

In the next step, we did wavelet decomposition to calculate
the WPD as in the following section.
B. Wavelet Packet Entropy

Wavelet packet decomposition (WPD) on signal S(t) was
defined as in equation (3).

. +o00

Gal) =22 [ SOt -kt

0<n<2V-1 3)

with S(t) is an original signal, j is the scale, n and k are the
band and surge parameter respectively. From Equation (3) we
could calculate the energy of each subband as in Equation (4).

Ejn = Sild;n (0]’ @)

where j, n, k represent the scale, band, and surge parameter,
respectively. The total energy of WPD is:

Etor = X Ejn 5)

Relative energy for each subband in scale j can be
expressed as:

Ejn
Pin = — (6)

" Etot
Wavelet packet entropy (WPE) is expressed as:
WPEy = _ij,n lnpj,n )

The N notation is used to denote the level of decomposition
used in WPD.
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In the previous study, we used one WPE value as a feature
for signal analysis. In this paper, it is proposed to use N WPE
value for the feature extraction of the pulmonary sound signal
to improve accuracy in pulmonary sound classification. The
characteristics used in this study are as in (8).

MWPE = [WPE,,WPE,, ..., WPEy] 8)

Equation (7) uses the Shannon method to calculate WPE.
This equation can be modified using Renyi entropy or Tsallis
entropy. The calculation of Renyi entropy for WPE can be
expressed by Equation (9).

WPEry = ﬁlog2 6> pzn), q#1 9)

where r is the notation in which WPE was calculated using
Renyi entropy (RE), N is the decomposition level, and q is the
order. Practically, we used the order of RE q = 2.

Meanwhile, WPE with Tsallis Entropy method can be
calculated using equation (10)

q
1_2 p]"n
q-1

WPEty = (10)

Where, t is the notation in which WPE was calculated using
the Tsallis entropy (TE) method, N is the decomposition level,
and g is the order. Here, we used TE order q = 2.

MWPE would be calculated at the decomposition level N =
1-7. Based on the results of previous research, a higher level of
decomposition of N> 7 will not improve accuracy [8]. The
mother wavelets tested were Haar, Db2, Db8, Biorl.5, and
Bior2.8 as used in [8].

C. Classifier and Validation

In this study, we used multilayer perceptron (MLP) as the
classifier and N-fold cross-validation (Nfold CV) for
validation. MLP and Nfold CV were selected as the classifiers
in which the results obtained would be compared with previous
studies that used the same classifier and validation. MLP was
chosen because of its simple architecture and its ability to solve
non-linear problems. MLP does not require a large amount of
training data to learn [22]. MLP consists of the input layer,
hidden layer, and the output layer. The number of features
determine the number of node in input layer; while the number
of nodes in the output layer corresponds to the number of data
classes. Meanwhile, the number of hidden layers and the
number of nodes in the hidden layer were determined by trial
and error. Basic configuration of MLP is displayed in Fig. 2.
For MLP parameters we used learning rate 0.3, momentum 0.2,
epochs 500, and sigmoid as activation function. We did not
choose the best parameter for MLP because we wanted to
focus on the effect of MWPE as features. In this study, we used
3fold CV; the overall data was divided into three datasets with
one dataset used as test data and two datasets used as training
data. Testing was done three times so that all dataset ever used
once as test data. We chose 3FCV because the least amount of
data in one class is 18 so that at least each data set will consist
of six data.
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Fig. 2. MLP Configuration.

IV. RESULTS AND DISCUSSION

The result of wavelet packet decomposition up to level 2
for wheeze sound can be seen in Fig. 3. It appears the
information of the signal concentrated at low frequency.
Subband AA2 occupied the band 0-1000Hz indicating that the
most of the lung sound energies lied in the frequency <1000
Hz. Thus, a decomposition level N > 2 was required to view
information from the lung sound. In this research, we used the
level of decomposition N = 7 so that the subband can be as
wide as 31.75 Hz.

©

(d) (e

® @

Fig. 3. Wheeze Sound and its Wavelet Packet Decomposition Result (a)
Wheeze Sound (b) Subband Al (c) Subband D1 (d) Subband AA2 (e)
Subband AD2 (f) Subband DA2 (g) Subband DD2.
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Fig. 4 shows the MWPE results for each entropy
calculation. Fig. 4(a) shows MWPE using Shannon method.
Shannon method generated WPE values that increased along
with increasing levels of decomposition. This was because the
energy in each subband spread more evenly, especially for the
frequencies below 1000 Hz. The WPE value of each
decomposition level for each class was also relatively far apart,
so there was a difference between each type of lung noise.
Stridor produced the highest WPE value, while the pleural rub
produced the lowest one. Stridor had a more evenly distributed
signal spectrum <1000 Hz while the pleural rub had a spectrum
that tended to be concentrated at one frequency. Comparison
between Stridor and pleural rub can be seen in Fig. 5 and 6.

Fig. 4(b) shows MWPEr in five classes of lung sound data.
Crackle and stridor had the highest value, and relative coincide
while wheeze, normal, and pleural rub resulted in lower values.
The MWPEr value tended to increase as the N value rose but
not so high. The minus sign was generated from the factor (1-
q) with q = 2. As shown in Fig. 3, some MWPEr values
coincided at some N levels, causing the possibility of relatively
high classification errors.

a

N

Wavelet Packet Entropy

Wavelet Packet Renyi Entropy

Wavelet Packet Tsallis Entropy

el N

Lev
(©
Fig. 4. Wavelet Packet Entropy using (a) Shannon Entropy for N Level
Decomposition (b) Renyi Entropy for N Level Decomposition (c) Tsallis
Entropy for N Level Decomposition.
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Fig. 5. Stridor and Frequency Spectrum.
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Fig. 6. Pleural rub and Frequency Spectrum.

Fig. 4(c) shows MWPEt in five classes of lung sound data.
The results showed the same pattern as MWPEr where crackle
and stridor had relatively close values while normal, wheeze,
and pleural rub had lower values with the same pattern.
MWPELt had the same pattern as MWPEr because it had the
same form of the equation and was calculated in a same order.
MWPEL had a higher magnitude compared to MWPEr.

The accuracy of lung sound classification using MWPE,
MWPETr, and MPWEt is presented in Table 1-Table 3. In Table
1, the highest accuracy using MWPE was 97.98% using Db8
with decomposition level N = 4 [8]. The 97.98% accuracy was
also achieved when N = 5-7 but N = 4 was taken as the best
parameter for producing the fewest features. It is generally seen
that the accuracy increases when the N value rises and then
stable over N = 4. At N = 4, 16 subbands (24) would be formed
with a width of 250Hz on each. Because of the most significant
information lying in the frequency <1000 Hz, then four
subbands of 250 Hz were sufficient as a differentiator between
data classes. It can be seen in Fig. 2 that for N = 4 there is a
considerable difference between the data classes.

MWPEr produced the highest accuracy of 93.94% using
Bior2.8 and the decomposition level N = 4. For higher N, the
accuracy value was unchanged. This result was similar with a
result on MWPE where a higher level of decomposition did not
produce a higher accuracy. MWPELt only produced the highest
accuracy of 57.58% for Biorl.5 with N = 3. The higher
decomposition rate did not improve the accuracy. This low
accuracy was due to very high WPEt values and tended to
spread.
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TABLE I. THE ACCURACY OF MWPE (%) FOR VARIOUS MOTHER WAVELETS AND DECOMPOSITION LEVEL N [8]

Multilevel
Mother wavelet

N=1 N=2 N=3 N=4 N=5 N=6 N=7
Haar 63.64 80.81 88.89 91.92 90.91 92.93 92.93
Db2 69.7 86.87 95.96 95.96 97.98 93.94 96.97
Db8 53.54 77.78 91.92 97.98 97.98 97.98 97.98
Biorl.5 66.67 81.82 88.89 91.92 93.94 90.91 93.94
Bior2.8 70.71 82.83 92.93 96.97 96.97 96.97 96.97

TABLE II. THE ACCURACY OF MWPER (%) FOR VARIOUS MOTHER WAVELETS AND DECOMPOSITION LEVEL N

Multilevel
Mother wavelet

N=1 N=2 N=3 N=4 N=5 N=6 N=7
Haar 64.65 59.6 66.67 64.65 64.65 66.67 67.68
Db2 65.66 63.64 71.72 75.76 70.71 72.73 76.77
Db8 65.66 63.64 80.81 82.83 80.81 80.81 86.87
Biorl.5 65.66 63.64 81.82 87.88 86.87 93.94 90.91
Bior2.8 66.67 65.66 89.9 93.94 93.94 93.94 93.94

TABLE Ill.  THE ACCURACY OF MWPET (%) FOR VARIOUS MOTHER WAVELETS AND DECOMPOSITION LEVEL N

Multilevel
Mother wavelet

N=1 N=2 N=3 N=4 N=5 N=6 N=7
Haar 55.56 56.57 53.53 53.53 53.53 52.52 53.53
Db2 55.56 56.57 53.53 55.56 53.53 48.48 50.5
Db8 55.56 57.58 53.53 55.56 54.54 48.48 52.52
Biorl.5 55.56 56.57 57.58 56.57 54.54 49.49 54.55
Bior2.8 54.55 53.54 51.51 53.53 53.53 51.51 47.47

From the simulation results obtained that MWPE using
Shannon entropy yielded the highest accuracy of 97.98% using
Db8 and N = 4. This result was better than MWPEr and
MWPEt which produced the highest accuracy up to 93.94. The
use of MWPE was better than the use of WPE at one
decomposition level as in [8] which produced an accuracy of
up to 70.71% at N = 1 using Bior2.8. In the previous study, the
use of WE as a feature only resulted in 43.43% accuracy using
DWT Db2 level 7; while, the combination of six entropies
yielded an accuracy of 94.95% [7].

In this study, all WPD subband results were used to
calculate WPE. In another study, the subband selection of
WPD results was performed to estimate the signal features. In
[12], the information on each node became the basis for
selecting the subband to be used as a feature. Meanwhile, in
another paper, the distribution of data on the frequency
spectrum was used as the basis for the gradual take up of
subband [23]. The study of the best subband selection for

MWPE calculations will be a promising topic in subsequent
research.

V. CONCLUSION

This paper describes the variation of MWPE calculations
using Shannon entropy, Renyi entropy, and Tsallis entropy.
Tests using five lung sound data classes showed that MPWE
using Shannon entropy yielded higher accuracy compared to
other two methods. This indicates that the distribution of
energy in each subband is adequate to be the basis for the
feature extraction of lung sound. MWPE is open for use in
other biological sciences such as ECG, EEG, and heart sound.
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Abstract—Speech recognition or speech to text conversion has
rapidly gained a lot of interest by large organizations in order to
ease the process of human to machine communication.
Optimization of the speech recognition process is of utmost
importance, due to the fact that real-time users want to perform
actions based on the input speech given by them, and these
actions sometime define the lifestyle of the users and thus the
process of speech to text conversion should be carried out
accurately. Here's the plan to improve the accuracy of this
process with the help of natural language processing and speech
analysis. Some existing speech recognition software's of Google,
Amazon, and Microsoft tend to have an accuracy of more than
90% in real time speech detection. This system combines the
speech recognition approach used by these softwares and joined
with language processing to improve the overall accuracy of the
process with the help of phonetic analysis. Proposed Phonetic
Model supports multi-lingual speech recognition and observed
that the accuracy of this system is 90% for Hindi and English
speech to text recognition. The Hindi WordNet database
provided by II'T Mumbai used in this research work for Hindi
speech to text conversion.

Keywords—Automatic Speech Recognition (ASR); Mel
Frequency Cepstral Coefficient (MFCC); Vector Quantization
(VQ); Gaussian Mixture Model (GMM); Hidden Markov Model
(HMM); Receiver Operating Characteristics (ROC)

I.  INTRODUCTION

Automatic speech recognition (ASR) has taken a big leap
in recent years. Companies like Google, Amazon, Microsoft,
Apple and many others have developed complicated speech
recognition algorithms to improve the accuracy of speech
recognition and to reduce error rates and delays to a
sufficiently low level, such that these systems can be used in
real time scenarios like while driving a car, or places where
typing not possible and the user needs to communicate
verbally with the device. Google's Assistant, Samsung's
Bixby, Apple's Siri, Amazon's Alexa and Microsoft's Cortana
are examples of such high accuracy systems.

System designers have picked up a concept of ASR
further, by adding context-sensitive support into ASR, by
which the system can not only recognize the voice, but also

2
Dipti D. Patil
Associate Professor
Information Technology Department
MKSSS’s Cummins College of Engineering for Women
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act on the commands provided by the user based on existing
and previous user interactions which the device. For example,
if a speaker asks the device "Who is the PM of India", then the
device will respond with "Mr. Narendra Modi", and if speaker
continues asking, "What is his age?", then the device will
respond "67 years", thus the ASR system understands that the
"he" in the context is "Mr. Narendra Modi". This is just one
example of modern-day ASR systems, and these systems can
do a lot more than just answering simple queries. They can be
used to set up reminders, do automatic restaurant bookings,
check flight status and much more.

The accuracy of recognition of such systems is high and
can classify the input voice data into text data with more than
95% accuracy in real-time environments. That means, there’s
limited scope for further improvement in terms of raw speech
to text conversion from a research point of view. But the
accuracy of these systems can be further improved with the
help of phonetic analysis. Phonetics is a field of audio
processing to text, transliteration, where similar sounding
output text is produced for a given input voice data. Suppose
that sentence is, "What is the plane status?”, this sentence for a
traveler will mean, "What's the flight status?”, while for a
person who wants to know the status of the plain surface (like
archeologists), will mean "What's the plain status?". Such
examples are where phonetic comes into play. Researchers
have studied phonetics and their applications into ASR, and
have tried to improve the accuracy of such systems, in this
paper, trying to perform the same task, but with a more
advanced Hidden Markov model (HMM) based method [1].
Automatic Speech Recognition carried out in two phases,
training and testing phase. In the training phase of automatic
speech recognition, parameters of the categorization model are
projected using a large number of training classes. The
features of a test speech are mapped with the skilled speech
model of each class in testing phase.

The next section describes the recent techniques for ASR,
and how they have improved over the years, followed by our
proposed phonetic model for improving the speech to text
contextual quality, and concluded from the results and some
interesting observations of the system.
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Il. RELATED WORK

Speech recognition is an emerging area of research with
different methodologies to get a high level of precision.
MFCC based arrangement of 39 measurements is a standout
amongst the most utilized methodologies for extricating the
component from the organized information signals [2].
Henceforth, need to investigate the impact of the MFCC based
arrangement of 52 measurements since it isn't utilized for the
procedure of extraction yet.

Gaussian Model and MFCC based arrangement of 39
measurements are utilized for creating Bangladeshi Dialect
Recognition.  Iterative  Expectation-Maximization (EM)
calculation is used to prepare this framework [3]. This
framework was tried in different areas of Bangladesh like
Barisal, Noakhali, Sylhet, Chapai Nawabganj and Chittagong.
There was comparatively performed between Support Vector
Machine (SVM) and Gaussian Mixture Model (GMM). The
outcomes demonstrated an exactness of 100% with GMM
adjustment with MFCC of 39 measurements.

An ASR framework for Bangla letters in order was
exhibited in 2014. In this framework, a little-measured
database was shaped in which the extricated highlights were
spared as reference layouts with the assistance of MFCC39
based framework [4]. After the separated highlights are
spared, Dynamic Time Warping (DTW) calculation was
utilized for the examination of constant information
coefficients and the spared ones. To build the exactness of the
yield of DTW, K-Nearest Neighbors (K-NN) was utilized.
This gave it a precision of 90%.

In Curvelet based technique Automatic Speech recognition
in the noisy environment along with input speech signals
disintegrated at various other frequencies, channels, applying
available descriptions of Curvelet conversion to reduce
estimated obstacles and size of feature vectors. Also, it has
more accuracy, fluctuating size of a window because they
observed much suitable for immobile signals [5]. The distinct
Hidden Markov model can be used for better speech
recognition and classification also it considers as time
distribution of word signal. HMM Method achieved maximum
accurate output in terms control 63.8% recognition rate,
scientific phrases 86% and the identification rate is 80.1%.
The arithmetic output describes that signal recognition
precision improves by using isolated Curvelet transforms than
other regular methods.

Nikita Dhanvijay [6] presents an automatic speech
recognition system for the Hindi language. This system takes
the Hindi audio along with its textual labels as input and
converts spoken word or sentence to the text. Data is collected
from 20 speakers with two iterations. These recorded data are
trained by acoustic model. This model was trained for a
vocabulary size of 45 words by 20 speakers. This system uses
the HTK toolkit to train the input data and estimate results.
This system shows recognition rate 98.09 % for word and
about 94.28 % for sentence.

Rajat Haldar [7] implemented Multilingual Speech
recognition system. This research work is divided into two
steps. In the first stage, Artificial Neural Network is used for
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speech  recognition and Language Recognition of
Chhattisgarhi, Bengali, Hindi, and English speech signal. In
the second stage, the combination of Particle Swarm
Optimization (PSO) technique and Artificial Neural Network
is used for Speech recognition and Language Recognition of
Chhattisgarhi, Hindi, Bengali, and English speech signal.
Then comparison has done based on error and recognition
rate. Speech recognition and Language recognition have done
by using Radial Basis Function Neural Network (RBFNN).
Multilingual Language Recognition with PSO gives excellent
end result as compared to without PSO. Likewise, in Speech
Recognition with PSO gives very good results as compared to
without PSO.

Gaurav Kumar Leekha [8], has developed speech
recognition systems to attain high performance in the
perspective of Indian languages mostly Hindi. In this work,
HTK open source tool kit is used to present the practical
problems in constructing HMM. Three basic steps are used to
implement HMM with HTK.

The First step is recording signals with recording software
like Audacity or HSLab. After signal recording feature
extraction is done using MFCC. In this step recorded.

WAV file converted into MFCC by applying Hcopy
command. In the third step, HMM training is performed.
Dictionary preparation and transcript preparation are the most
important step. The accuracy of a system is evaluated by
varying vocabulary size. Outcomes indicate that accuracy is
more for smaller vocabulary size.

Ms. Jasleen Kaur [9] developed an ASR system that can
recognize the English words in English pronunciation used by
Punjabi people. In this research work, an Acoustic model and
language model has developed for commonly used English
words in north-west Indian English pronunciation.

Implementation of this work involves the preparation of
data and phonetic dictionary along with the development of
acoustic and language model. In data preparation step, speech
recordings of 500 frequently spoken English words are
collected from 76 Punjabi speakers. The text corpus consists
of grammar for 500 English words. After this, Phonetic
transcriptions are used for developing a phonetic dictionary.
Then, an acoustic model and language model are developed.
The CMU Sphinx system supports in training and recognition
stage. If this system is trained by 128 GMMs then best
performance of it is 85.20 %.

Malay Kumar [10], implemented a new advance in the
Hindi speech recognition system by assembling different
feature extraction techniques of ASR systems such as PLP,
MFCC, LPCC then combines an output of it used voting
technique ROVER. Each feature extraction techniques have
some merits and faults in different conditions and
environments. By assembling these feature extraction
techniques in one system, the implemented system will
execute better in noisy and clean environments. Experimental
results have been shown that the combination system is better
than the individual ASR system also observed improved
performance against traditional ASR systems. Table 1
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describes a comparative study on the accuracy of different
speech recognition techniques.

TABLE I. COMPARATIVE STUDY ON THE ACCURACY OF DIFFERENT ASR
TECHNIQUES
Sr. Featu re Classification Accura_cy of
No References. extraction Techniques Recognition
' Techniques (%)
HMM-Based
1 (3] MFCC39 Classifier %
HMM Based
2 (4] MFCC Classifier 89.7
3 [5] MFCC HMM 80.1
[6] MFCC HMM with GMM | 94.28
Radial Basis
Function e
5 7] Neural Artificial Neural 95
Network
Network
(RBFNN)
6 [8] MFCC HMM 77
7 [9] MFCC GMM 85.20
MFCC, PLP,
8 [10] and LPCC HMM 96
I1l. PROPOSED WORK

The block diagram of the proposed work can be shown as
in Fig. 1. First, the input speech is given to a standard speech
to text (STT) conversion engine like Google STT, Amazon
STT, Microsoft STT or Apple STT. In this experiment,
Google's and Amazon's STT are found easy to use and give
very good accuracy after text conversion.

Once the converted text is obtained, it is passed to the
contextual HMM engine. The contextual HMM engine
contains a probabilistic connected, trained Markov map of the
user's specific words.

N N
Input speech Speech to text Converted text is
from the user using standard passed to the
in real time ) STT engine contextual HMM )

Context-based
conversion using
phonetics and HMM )

Output text and
comparison with
L actual text

Fig. 1. Architecture of Proposed Phonetic Model.

TABLE Il A SAMPLE HMM TRAINED MARKOV MAP
Base word Continuing word Trained probability
Student Marks 0.9
Student Mass 0.2
Python Code 0.8
Python Snake 04
Java Location, code 0.8
Java Location, course 0.2
Microsoft Code 0.5
Microsoft Course 0.8

Vol. 10, No. 2, 2019

An example of such a connected HMM model is shown in
Table 2. From this table, it can be seen that for faculty, words
like "student marks" have a higher probability of occurrence
than "student mass", which indicates that even though the
words "marks" and "mass" sound similar phonetically and
might be mixed while speech to text conversion, but the
developed system would know that the user needs to know the
"student marks", and has little interest in "student mass".
Similar comparisons are trained in the database, and the
system is made to self-learn from correctly converted words
so that the training needed is not very large in terms of data
collection, and the system remains lightweight to be
applicable in real time situations.

Suppose there is a speech to text conversion with 'n' output
words, wl, w2, w3 ... wn. Then for each bi-gram, tri-gram,
and quad-grams, it could find the matching phonemes and
their respective probabilities of the match from the generated
table. Assume each word has 'k' random phonemes; hence
there are ' n x k ' different combinations of words for the given
sentence. Also for bi-gram, tri-gram and quad-grams,

nNxkx2',"'nxkx3"and'n x k x 4" combinations
obtain respectively. For each combination of the sentence, the
HMM probability is evaluated. The max probability of each
combination is determined and then used for the particular bi-
gram, tri-gram, and quad-gram. These changed grams are then
again put in the sentence and probabilities are re-evaluated.
This process continues until to obtain highest and saturated
probabilities for each of the grams. These grams then
connected in order to get the final processed sentence which is
given in the output to the user. This increases the delay of
processing, but due to the recent power and speed upgrades in
Smartphones, the delay is minimal and is infinitesimal in real
time experience.

The other interesting part, the algorithm self-updates the
HMM probability map, by checking user's response to a
converted text. Example, if the converted text is correct, the
user does not manually change it, but if the text is incorrect,
then the user would manually correct it, and these corrections
or non-corrections are used in order to update the HMM
probability map.

The results shown in the next section indicate that the
proposed system improves the accuracy of real-time speech to
text conversion by 7%. The paper is then concluded by
making some interesting observations about the proposed
method, and ways to improve the system's performance in the
future using advanced techniques like Deepnets.

IVV. RESULT AND ANALYSIS

The proposed phonetic system has tested on a high-end
One Plus 5T android Smartphone, on a moderate specification,
Samsung Galaxy A9 Pro, and on a lower specification,
Samsung Galaxy Grand Smartphone, and evaluated different
real-time sentences on all 3 devices, then evaluated the mean
delay and mean accuracy of the system. This accuracy is then
compared with the standard results of GMM technique, and
tabulated in Table 3 as follows:
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TABLE Ill.  COMPARISON OF THE ACCURACY AND DELAY IN SPEECH
RECOGNITION WITH PROPOSED PHONETIC MODEL AND GMM

ASR ASR delay by Accurac Accuracy with
No. of delay by | Proposed with Y Proposed
Words | GMM phonetic model GMM phonetic model
(ms) (ms) (%)
5 0.023 0.15 100.00 100.00
0.024 0.17 100.00 100.00
9 0.024 0.22 100.00 100.00
12 0.026 0.35 91.67 100.00
15 0.026 0.38 86.67 93.33
20 0.027 0.48 90.00 95.00

For each combination of sentences, it took 5 to 12
combinations, to normalize the results across both the
comparisons. All the Smartphone’s had the same network
connection speed during evaluation, and the values of
correctly classified by GMM and Proposed techniques are
evaluated at a mean of the correctly classified values between
all the combinations of words in the sentences. These
combinations vary from having moderate length words to
large length words in each of the sentences. The efficiency of
ASR techniques improved by using the results of GMM and
applying the proposed phonetic model on it.

As the developed system was trained for a particular user,
thus the accuracy is better from the trained user's perspective,
but might not be good for a non-trained user's perspective. In
this system sstandard procedure for identification of speech
using language processing is required. This algorithm for
speech recognition does not have multi-lingual support.

Receiver operating characteristics (ROC) curve is plotted
to explain the accuracy of GMM and proposed phonetic model
[11]. ROC curve generally used in signal detection speculation
to represent swapping between true positive rate and false
positive rate of classification techniques.

ROC curve for GMM and Proposed phonetic model is
plotted among tp rate and fp rate of respective techniques.
There are four possible outcomes true positive means correctly
recognized words (TP), Incorrectly recognized words are
classified as true negative (TN), a word which is not spoken,
but recognized it classified as false positive (FP) and spoken
words but not recognized counted as false negative (FN).
These four instances are used to calculate tp rate, fp rate,
accuracy, sensitivity, and specificity. fp rate is plotted on the
x-axis and tp rate is plotted on the y-axis in ROC curve.
Different points on ROC space shows positive and negative
recognition. The upper left point (0, 1) represents perfect
speech recognition. ROC curve in Fig. 2 indicates the rate of
correctly recognized the words of the proposed phonetic
system is improved than GMM.

Sensitivity and specificity of the proposed system are
described in the given Fig. 3 which is calculated by given

formulae.
Sensitivity =TP/P, P=TP+FP

Specificity= 1-fp rate, fp rate=FP/P

Vol. 10, No. 2, 2019

The right most point (1,1) depicts that sensitivity and
specificity are high, hence the performance of the proposed
phonetic system is higher than GMM.

The results of the system are revealed in given Fig. 4 and
Fig. 5 as below.

[

tp rate

tp rate Proposed phonetic model

tp rate GMM

0 0.1 0.2 03 04 0. 6 0.7 08 0.9 1

5 N
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Fig. 2. ROC Curve for Proposed Phonetic Model and GMM.
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Fig. 3. Comparison of Accuracy of Proposed Phonetic Model and GMM.
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Fig. 4. Speech Recognition using GMM Technique.
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Abstract—L ocation-Based Services (LBS) have recently
gained much attention from the research community due to the
openness of wireless networks and the daily development of
mobile devices. However, using LBS is not risk free. Location
privacy protection is a major issue that concerns users. Since
users utilize their real location to get the benefits of the LBS, this
gives an attacker the chance to track their real location and
collect sensitive and personal information about the user. If the
attacker is the LBS server itself, privacy issues may reach
dangerous levels because all information related to the user's
activities are stored and accessible on the LBS server. In this
paper, we propose a novel location privacy protection method
called the Safe Cycle-Based Approach (SCBA). Specifically, the
SCBA ensures location privacy by generating strong dummy
locations that are far away from each other and belong to
different sub-areas at the same time. This ensures robustness
against advanced inference attacks such as location homogeneity
attacks and semantic location attacks. To achieve location
privacy protection, as well as high performance, we integrate the
SCBA approach with a cache. The key performance
enhancement is storing the responses of historical queries to
answer future ones using a bloom filter-based search technique.
Compared to well-known approaches, namely the ReDS, RaDS,
and HMC approaches, experimental results showed that the
proposed SCBA approach produces better outputs in terms of
privacy protection level, robustness against inference attacks,
communication cost, cache hit ratio, and response time.

Keywords—Privacy protection; dummy; cache; safe cycle;
location homogeneity attack; semantic location attack

I.  INTRODUCTION

Recently, the world has witnessed the birth of what is
called the Internet of Things (1oT) [1, 2, 3], in which scientists
have moved towards smart cities and smart systems that are
supported by smart Location-Based Services (LBS) [4, 5].
Smart LBS are considered one of the most important
backbones of the loT. However, similar to other research
fields, the 10T research field has issues and challenges that
should be answered. Privacy protection in smart LBS is one of
the most important issues and challenges [6, 7].

To identify the problem, the following figure illustrates the
general (or classical) scenario of smart LBS usage.

As shown in Fig. 1, the LBS user constructs a query based
on his or her real location, and the query is processed at the
LBS server site. The result will then be sent back to the LBS
user.

Since the LBS server can store information related to the
user's activities, it is easy to track the user's real location and
extract personal and sensitive information about the user (such
as interests, customs, health, religious and political
relationships). This, in turn, means that the LBS server can act
as a hacker (i.e., malicious party) to attack the privacy of the
user.

In this research, we address the privacy protection of the
LBS user by protecting the real location against the LBS
server. The research questions are:

e How to ensure the privacy protection of the LBS user
by protecting the real location [7, 8, 9]?

¢ Since the LBS server can apply inference attacks such
as semantic location attacks [10,11,12] and
homogeneity location attacks [13], how to ensure the
robustness against these kinds of inference attacks?

e How to ensure the performance of the system by
enhancing the response time of the query?

To guarantee the location privacy of the LBS users, we can
surround the real location of the LBS user by some dummy
locations, so that the server cannot recognize the real location
among the dummies.

In general, the contribution of this paper is as follows:

¢ In responding to the first research question, we propose
a novel dummy-based approach to protect the location
privacy of LBS users. Depending on the query
probability, our proposed approach selects (or
generates) dummy locations that ensure the highest
privacy protection level according to an entropy privacy
metric.

¢ In responding to the second research question, in terms
of generating strong dummy locations, the proposed
approach creates defenses against both the location
homogeneity attack and the semantic location attack
based on a safe cycle.

e In responding to the third research question, the
proposed approach integrates with the cache, which is
represented by an access point, to enhance the overall
system performance by serving future queries.
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Fig. 1. Classical Scenario of Smart LBS Usage.

The rest of the paper is organized as follows: the related
work is provided in Section Il. In Section Ill, the proposed
privacy protection system is presented in detail. The security
analysis is discussed in Section 1V. In Section V, the used
metrics are defined, followed by the experimental results and
evaluations in Section VI. Finally, the paper is concluded in
Section VII.

Il. RELATED WORK

In general, there are two main categories of LBS privacy
protection approaches: user-based approaches and server-based
approaches, and each category has its own techniques, as
shown in Fig. 2 [14].

A. Server-Based Approaches Category

Private Information Retrieval (PIR) protocol was proposed
in [14] to retrieve POIs queried by the user. The strategy
followed by the authors is that instead of determining their real
position, users define an index through the provider.
Depending on the processing of this index, the provider
executes the PIR protocol to extract the corresponding POI
with an encryption stage. Another PIR-based approach was
developed in [15], in which a combination of the concept of e-
differential privacy and PIR is performed to ensure obtaining
the same amount of information representing the query
response. The key idea the authors used is to rely on the
statistics of the queries to retrieve a similar heap of information
for each query; thus, it could be employed to weaken the
ability of the attacker who tries to obtain private information.

LBS Privacy Protection

Approaches
server-based User-based
approaches approaches
PIR Dummies
obfuscation Transformation
Mix zones Cryptographic

Fig. 2. Classification of LBS Privacy Protection Approaches.
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Spatial obfuscation techniques protect privacy by
minimizing the accuracy of the location information sent by the
user to the server. A classical spatial obfuscation approach is
provided in [16], in which a user sends a circular area instead
of the accurate user position. Using the same idea, the work
[17] presented a new approach. The difference was that instead
of using geometric obfuscation shapes (i.e., circles), the authors
used obfuscation graphs to apply the concept of position
obfuscation to road networks. The obfuscation technique was
developed in [18] to present a robustness against semantic
location attacks, in which the location of the user cannot be
mapped with a high probability to certain critical locations,
such as a hospital. Therefore, a map-aware obfuscation
approach was proposed, in which the key idea is expanding the
obfuscation area adaptively in such a way that the probability
of the user being in a certain semantic location is below a given
threshold. The cloaking region is a protection method inspired
by the obfuscation technique. The key idea is to cloak the real
location of the user in spatial and temporal domains. To protect
the privacy, the authors of the work [19] played on the
resolution of the cloaking region through modifying the
spatial-temporal dimensions, satisfying certain conditions to
achieve a high k-anonymity level. Using the cloaking region
method, the authors of [20] manipulated the problem of
applying a constant level of privacy protection (i.e, k =
constant to achieve the k-anonymity concept); however, this
constant level may not be the user’s preference and may not be
needed. Thus, they allowed the user to express the privacy
level he or she wishes so that the user can minimize the
resolution of the cloaking region in the regions that the user
feels relax and maximize it in other regions. A hierarchical
grouping algorithm integrated with the cloaking region was
proposed in [21]. To ensure the privacy protection of the users,
the hierarchical grouping algorithm groups the users in
different sets, and the cloaking region method is then applied to
the orders of the users (i.e., their queries when asking for
POIs). Finally, the hierarchical grouping algorithm collects the
orders in each group, sending them together to the server. This
confuses the attacker trying to determine the real locations of
the users. In [22], the server acts as a location mask to
camouflage the actual position of the user. The basic idea is to
exploit the landmarks located in the area the user resides,
hiding the real position of the user in a landmark such as a
university or sports city. For the cases in which no landmark is
available, the server creates an imaginative landmark based on
the information stored previously about the successful tries.
Similar to [22], [23] exploited the geographic context of the
area where the user is located to build landmarks. The
difference was that [23] dealt with moving objects, avoiding
creating imaginative landmarks and considering that the
motion of the objects can be exploited to find effective
landmarks. In their work [24], Gedlik et al. presented a
personalized K-anonymity approach, in which the server acts
as an anonymizer. This approach adopts to conditions provided
by the user (i.e., to protect the privacy), and a spatial-temporal
mask is applied on the position of the user, providing the k-
anonymity level of tolerance that the user wishes. Based on the
same idea, [25] suggested personalization according to the user
profile which contains the conditions of privacy protection.
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One of the most popular techniques used in this group was
proposed by Beresford et al. in [26] called mix zones. The
users located in an area are grouped into many spatial regions.
This region protects the real positions for the users by hiding
them within such regions. These regions will then be mixed
together, and no location updates inside a mixing zone occur
during the motion of the objects. The work [27] improved the
mix zones approach through the addition of a pseudonym
concept. Therefore, another condition is satisfied, which is that
the user must utilize another pseudonym when leaving one mix
zone to another. Another development was performed on mix
zones, in which the authors of [28] proposed the MobiMix
approach. The essence of the development idea was to the
make mix zones approach more robust against the attackers. To
this end, the authors took into consideration various context
information that can be exploited to derive detailed trajectories
such as geometrical and temporal constraints.

B. User-based Approaches Category

In the work [29], Yanagisawa et al. provided the dummies
idea to protect the privacy of the LBS user. The key idea was
that the user creates many false positions (dummies), building
instances of the current query using both the dummies and the
true position of the user, and then sends all of the copies to the
LBS server asking for the same POI. Randomizing the real
position among the dummies ensures privacy protection
because the LBS server cannot recognize the real position
among the dummies. Similarly, [30] used dummies to protect
the privacy of the LBS users. It depends on selecting the
dummy using a normalized distance to confuse the attacker and
limit his/her ability to track or infer some sensitive information
about the query issuer (i.e., the LBS user). Another approach
using the dummies idea was presented in [31] called
DUMMY-Q, but the idea is applied to the query itself rather
than the location. Therefore, dummy queries of different
attributes from the same location are generated to hide the real
query. To make the generated dummies stronger, two aspects
are taken into consideration: 1) The query context; and 2) the
motion model. Hara et al. [32] developed a dummy-based
approach, manipulating dummies’ generation from our real
life. Therefore, they considered the physical constraints of the
real world. The feature that distinguishes this work was that the
trajectories of the generated dummies cross the trajectories of
the actual movement of the LBS user. The authors of work [37]
proposed a dummy data array (DDA) algorithm for generating
dummy locations to protect the location privacy of LBS users.
For a given region, which is divided into a grid of cells, the key
idea of the DDA algorithm is to calculate both the vertices and
the edges of each cell in the grid. The DDA algorithm then
randomly selects some of the cells as dummy locations. To
select strong dummy locations and achieve k-anonymity, the
DDA algorithm selects k cells of equal area.

Gutscher et al. proposed the idea of coordinate
transformation [33], in which the users apply some geometric
operations, such as shifting or rotating, over their locations
before sending them to the server. To retrieve the original
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locations, inverse transformation functions are used. Similar to
[33], the work [34] proposed a solution that allows the user to
protect his/her real position using mathematical operations.
These mathematical operations include enlarging the radius,
shifting the center, increasing the radius, or applying double
obfuscation (i.e., mixing the shifting center with any of the
other operations).

Cryptographic privacy approaches utilize encryption to
protect the locations of the users. Mascetti et al. [35] proposed
an approach to notify users when friends (also called buddies)
are within their proximity without revealing the current
location of the user to the server. To achieve this, the authors
assume that each user shares a secret with each of his or her
buddies and use symmetric encryption techniques. Another
approach was provided in [36], manipulating the problem of
dealing with untrusted server. The authors based their approach
on the distributed management of position information using
the concept of secret sharing. The key idea of this approach is
to partition the location information of the user into shares,
which are then distributed among a set of untrusted servers. To
recover the positions, the user needs the shares from multiple
servers.

Caching-based privacy protection is considered a technique
used under user-based approaches. Shokri et al. [38] proposed
the idea of collaboration among LBS users to avoid dealing
with the LBS server. Privacy protection is achieved by
answering queries within the mobile crowd. Their idea is based
on storing the query responses in the cache of each mobile
device of each user. If a user wants to query about a POlI, it
tries to obtain the answer by connecting with other users. The
user will be forced to connect to the LBS server if no answer is
kept by the other peers.

I1l. PROPOSED SYSTEM

This section is organized so that the threat model is defined
first. Next, the proposed system architecture is provided, and
the details of our proposed approach are discussed. Finally, the
proposed architectural details are illustrated using a sequence
diagram.

A. Threat Model

Here, four main parts are defined: (1) the identity of the
attacker; (2) the objective of the attacker; (3) the type of the
attack; and (4) the capabilities of the attacker.

The attacker is the LBS server. Its goal is collecting
sensitive or personal information about the LBS user (by
detecting the real location of the LBS user). Since the attacker
does not modify the collected personal information, this type of
attack is passive. The attacker stacks the collected information
to be converted later into actual attacks in our realistic life,
such as muggings or thefts, as shown in Fig. 3.

Table 1 summarizes the capabilities of the attacker.

According to this defined threat model, the proposed
system is provided as explained below.
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Fig. 3. Collecting and Converting Personal Information into Actual Attacks.

TABLE I. CAPABILITIES OF THE ATTACKER
Capability NO Description
1 Tracking the real location of the LBS user.
2 Applying the location homogeneity attack.
3 Applying the semantic location attack.

B. The Proposed System Architecture

The framework of the system is composed of a number of
LBS users (Umbery who are located in an area divided into
(n x n) cells. The LBS users utilize LBS enabled applications,
which are installed on their mobile devices. The devices of the
LBS users are connected via a network. An LBS user sends a

query of the following form: Q((;Lz'ftf;fnc;l)'m, where ID is the

identity of the LBS user, RL is the real location of the LBS
user, POI is the point of interest, R is the range, and T —
stamp is the time at which the query is sent. Thus, we can say,
for example, the (111-LBS) user that is located in (King Fahed
Hospital) sends a query (at 9 AM), asking for (the nearest four
restaurants) within a circle that has (a radius of 2 KM). After
handling the sent query, the LBS server feeds back the LBS
user with the corresponding response. Fig. 4 illustrates this
scenario.

The proposed system is managed by three components:
Genratory,, Buldierp,, and Findergg,. Table 2 shows the
three components, their tasks, and where they are installed.

) =
.=t 1o] qto.RL POILR)
= b (T - stamp)
X |
-3 LES server
- :"\ B 17 R e o o ———
¥ Response
Region(n x n) cells Attacker

Fig. 4. Form of the Sent LBS Query.

TABLE II. COMPONENTS
Component Task Installation
Name
. . Each mobile
Genratorp, | Generating strong dummy locations. device.
. - . Each mobile
Buldier,, | Building dummy queries. device.
. Searching for the answer of a future Ac_cess
Finderp,, query point.
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Fig. 5. The Proposed System Architecture.

Fig. 5 illustrates the proposed system architecture.

C. The Roles of Components

To protect the user’s privacy through protecting the privacy
of the location, the LBS user deliberately sends multiple
queries based on dummy locations to an LBS server. Thus, the
LBS server will not be able to recognize the real location of the
user among the dummy locations. In this context, two
important issues arise:

1) The trade-off between the performance and the
achieved privacy protection level.

2) The generation of dummy locations must be robust
against deductive attacks, such as homogeneity location
attacks and semantic location attacks.

To explain the first issue, suppose that the number of LBS
users is (U/%4mber = 1000). In the case of privacy protection
(Fig. 6(a)), if each user sends 3 queries to the LBS server (one
of them is constructed based on the real location and the others
are based on dummy locations), the total number of queries
sent to the LBS server is (1000 x 3 = 3000) queries. If the
privacy protection is ignored (Fig. 6(b)), each user only sends a
single query (constructed based on the real location).
Consequently, the total number of queries sent to the LBS
server is (1000 x 1 = 1000) queries.

As a result, it is very clear that there is a trade-off between
performance and privacy protection. In other words, the
increased number of queries sent to the LBS server (for privacy
protection purposes) will result in both low performance (i.e.,
long response time) and pressure on the network (i.e., network
overhead).

Q ID.DL1,POILR

T'SYE"\D
r—— 7 %
l ID, RL, POI, R i B
. .RL, PO,
%# LBS server % OT-sramp LBS server
TR, . Y
| Q!/D.DL2.POLR
U1 (T-stamp U1 Attacker
o) 00 o)
U2 U3 U1000 Attacker U2 U3 s U1000

(a) A Case of Privacy Protection. (b) Ignoring the Privacy Protection.
Fig. 6. Trade-off between Performance and Privacy Protection.
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Role of the Finderzy, component: This component is
responsible for searching for the answer of the future query, as
shown in Fig. 5. To complete this task, the Findergg,
component uses a bloom filter technique [39]. This technique
depends on a hash [k= key, V= value] that can give a direct
answer about the existence or non-existence of an element
within a given range. Therefore, no time is wasted in searching
if the element does not exist. In this paper, the key is the Future
Query (FQ), the value is the Answer of the Future Query
(AFQ), and the range is represented by an array that stores the
Answers of the Historical Queries (AHQ) that are answered by
the LBS server. Fig. 7 illustrates the key idea of the bloom
filter technique that is adopted in Fig. 5.

Depending on the bloom filter technique, the Finderpg,
component contributes to enhance the performance because the
time to answer the future query from the cache is shorter than
the time to answer the future query by the LBS server. On
other hand, we prevent the LBS user from dealing with the
LBS server (attacker), which in turn contributes to protect his
or her privacy.

Algorithm 1 shows a pseudo code for the task of the
Findergqg, component.

Algorithm 1: Bloom-Based Search (BBS) algorithm.

Input: Future query (key).
Output: answer of future query (value).

1: while (cache <>@) do

2: begin
3: val=hash(key);
4: end while

5: answer of future query=val;
6: return answer of future query;

Role of the Genratory,, component: This component is
responsible for generating strong dummy locations, which is
related to the second issue. To illustrate the problem of
generating strong dummy locations, let the previous area be
divided into (n x n) cells consisting of different sub-areas, so
that each landmark is formed by combining a number of cells
as shown in Fig. 8.

Cache

Array

hash [K,V]

K=FQ
V= AFQ

1
I True AHQ
or

| False

‘ LBS server

FQ

Fig. 7. Using the Bloom Filter Technique.
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In Fig. 8, there are four sub-areas, which are the Restaurant
Area (RA), the Medical Area (MA), the University Area (UA),
and the Sport Area (SA). In addition, the LBS user is located in
the MA (i.e., the real location) as are three dummy locations
(D,,D,,D3). The process of selecting the three dummy
locations puts the privacy of the LBS user in danger of a
homogeneity location attack because the attacker can infer that
the LBS user suffers from a health problem (for example),
since his real location and the selected dummy locations are all
located in a homogeneous sub-area. Moreover, a semantic
location attack can be easily successful because (for example)
if the attacker noticed that all the sent queries (that are
constructed based on both the real location of the user and the
selected dummy locations) are issued between 8 am and 3 pm,
the attacker can know the hours of the LBS user’s work day.
Consequently, the attacker knows the period spent by a user
outside of his home, which in turn enables the attacker to rob it
for example.

To solve the second issue and to ensure a high resistance
against both the homogeneity location attack and the semantic
location attack, we need to select (generate) strong dummy
locations, as described below.

The key idea is to select dummy locations that belong to
different sub-areas, as shown in Fig. 9.

To accomplish this, let each cell from the area divided into
(nxn) cells be linked with a query probability (Ci,li =
1,2,..,nxn). The C}, means the probability of querying
POIs from a cell in the past. Fig. 10 shows the query
probabilities of all cells, and many cells may have the same
query probability.

4

I

x D3 x D1
xRL Real location

x D2 MA

UA

Fig. 8. Sub-Areas Formed by the Cells.

x D1 x RL

MA

x D2 x D3

UA

Fig. 9. The Three Dummy Locations belong to Different Sub-Areas.
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Fig. 10. Cells with Corresponding Query Probabilities.

Suppose that the LBS user is located in a specific cell,
which has a specific query probability. The process of selecting
the cells (as dummy locations) that have the same query
probabilities as the cell where the LBS user is located ensures
that the dummy locations cannot be recognized from the real
location of the user. Fig. 11 illustrates this idea.

Mathematically, the key idea of preventing the attacker
from recognizing the real location among the dummies is
formally represented by the Entropy value. Entropy is given

by:

ENT = — X, Cl, x log, x Ck, ()

Compared to different query probabilities, when the query
probabilities of the all k locations (real location and k-1
dummy locations) are equal, the ENT value increases. This, in
turn, means a higher privacy protection level. The set of
locations that meet this criterion is called the Initial Candidate
Dummy Set (ICDS). Formally, ICDS is defined as:

1CDS = 1%, C;lwhere Ck, = RC,

g @ <nXn 2

where RC,, refers to the query probability of the cell where
the real location of the LBS user is located.

Problem arising from a location homogeneity attack

There is a problem related to selecting the three dummy
locations in Fig. 11. This problem is highlighted when the
attacker applies the location homogeneity attack, as defined in
the threat model above (Table 1). Specifically, the selected
three dummy locations are near enough to the real location of
the LBS user and to each other’s. This means that a location
homogeneity attack can be easily applied at the attacker side to
break the defense that is created (by the selected three dummy
locations) to protect the privacy of the LBS user. In other
words, the selected dummy locations in Fig. 11 are weak.

To solve this problem, we need to select the dummy
locations so that they are widely spread over the n x n cells.
To satisfy this condition, the dummy locations must be selected
so that each dummy belongs to a different sub-area and the
query probability of the LBS user’s real location equals the
query probabilities of the selected dummies. In this paper, a
Safe Cycle-Based Approach (SCBA) is proposed to generate
strong dummy locations, as shown in Fig. 12.

Vol. 10, No. 2, 2019

000
000

0,01
000
000
000 X ARRAR X p:
00 ' 0,02
pL1 ¢—Jﬁ::) i ol e i =
& = A X 00 0,07

RI
AAA 000 000 felele)
DL e ooo | ooo vx | o000 x
N 0,03
S mﬁ;ﬁ wunn | na
= AA AA
eawx| XXX |AAAA AAAA ~+f 0,08

AR AA

n x n cells Query probability

Fig. 11. Selecting Dummy Locations based on the Same Query Probability
Values.

AAA
x D1
AN 0,01

0,02

0,07

0,03

xb3 X D4
UA L

0,05

nxn cell query probability

Fig. 12. Generating Strong Dummies based on the SCBA.

As shown in Fig. 12, there are five sub-areas, which are
RA, SA, UA and the Business Area (BA). The real location of
the LBS user is in a cell that has a query probability equal to
0.05 and belongs to the MA sub-area. The safe cycle has the
following two properties: (1) its center is the real location of
the LBS user; and (2) its radius is long enough that the
circumference intersects with different sub areas (i.e., RA, SA,
UA and BA). The four dummy locations (D,, D,, D5, D,) are
selected out of the circumference of the safe cycle, belong to
different sub-areas and have the same query probability as the
real location.

Formally, the set of locations that meet these criteria is
called the Second Candidate Dummy Set (SCDS), which form
a subset of the ICDS. The SCDS is defined as:

ScDS =112, C;lwhere C}, = RC,, ,b < a,C; € Sub4; (3)
where SubA,; refers to different sub areas.

The Actual Dummy Locations Set (ADLS) is then formed
by randomly selecting the (k-1) dummies from the SCDS. The
ADLS is defined as:

ADLS = rand (1152 C;lwhere C; € SCDS) 4)
Problem arising from a semantic location attack
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The same problem arising from a location homogeneity
attack also arises from a semantic location attack, in that the
attacker exploits the time stamps attached to the sent queries to
infer additional personal information about the LBS user.

The safe cycle ensures a resistance against the semantic
location attack because each query that is created based on
each selected dummy location has the same time stamp as the
query that is created based on the real location. In other words,
the all created queries are issued at the same moment.
Therefore, the attacker (LBS server) will receive a package of a
mixture of queries, all of them issued at the same moment.
Consequently, the attacker cannot collect private information
when trying to depend on temporal information.

Algorithm 2 shows a pseudo code of the task of the
Genratory; component.

Algorithm 2: Safe Cycle-Based Approach (SCBA) algorithm.

Input: Cép query probability for each cell, RC,, real location,
k level of privacy protection.

Output: ADLS.

1. 1CDS = SCDS = ADLS = @;
2: sort cells based on their query probabilities;
3:for(i=1;i<nxn;i++)
4 if (Ct, = query probability RC,,) then
5: add C; to ICDS;
6 end if

7:end for

8: create safe cycle (RC,y, radius);

9: while (ICDS < > @) do

10:| if (dis (RC,p, C;) > radius && (C; € SubA;)) then
11 add C; to SCDS;

12: end if

13: end while

14: for (i=1;i<k —1;k++)do

15: hile (SCDS <> @) do

16: randomly select C;;

17 add C; to ADLS;

18: end while

19: end for

20: return ADLS;

Role of the Buldier,, component: This component is
responsible for building queries based on the dummy locations
produced by the Genrator,, component. These queries are
called dummy queries.

D. Architecture Details

Fig. 13 shows the interaction between the Genratory,,;, and
Buldierp, components in the case of answering the query by
the LBS server.
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Fig. 14. Answering the Future Query by the Cache.

Fig. 14 shows the answering of the future query by the
cache.

IV. SECURITY ANALYSIS

In this section, we discuss the resistance of the proposed
SCBA algorithm against both the homogeneity location attack
and the semantic location attack. In addition, we discuss the
case in which the attacker tries to reverse the SCBA algorithm
to break it. We define some conditions, which, when satisfied,
ensure the successes of location homogeneity attacks and
semantic location attacks.

Location homogeneity attack: For a given two different
locations (locy,loc,), this attack succeeds if the following
conditions are satisfied: (1) the probabilities of the two
locations (to be a real location) are different, whatever they are;
and (2) the two locations belong to the same heterogeneous
sub-area. When the SCBA algorithm selects k-1 dummy
locations, the probability of each dummy to be the real location

is % In addition, the probability of locating each dummy in a

cell (that may contain the real location) is Cép. Consequently,
the first condition is not satisfied. For the second condition, the
SCBA algorithm ensures that the two locations are outside the
safe cycle and belong to different heterogeneous sub-areas.
Consequently, the second condition is not satisfied. Since the
previous two conditions are not satisfied, the location
homogeneity attack fails.

Semantic location attack: For two different given locations
(locy, locy), this attack succeeds if the two conditions that
adjust the success of a location homogeneity attack are
satisfied as well as the following third condition: the moments
at which the two queries (that are built based on the
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loc,and loc, and issued) are different. Since the semantic
location attack includes the location homogeneity attack, the
first two conditions of a semantic location attack success are
not satisfied. For the third condition, the queries that are built
based on the k-1 dummy locations (that are selected by the
SCBA algorithm) are issued at the same moment to be
packaged and sent together to the LBS server. Consequently,
the third condition is not satisfied. As a result, the semantic
location attack fails.

Reversing the SCBA algorithm: When attackers try to
break the SCBA algorithm by reversing it, they fail because the
final (k-1) selected dummy locations are obtained in a random
way from the actual set of the dummy locations (ADLS). This
randomization ensures the uncertainty in the process of
selecting the final dummy locations, which in turn enforces the
random guessing of the real location at the attacker side.

V. USED METRICS

We use two kinds of metrics, which are privacy metrics and
performance metrics, as explained below.

A. Privacy Metrics

We use two privacy metrics. The first one is the Entropy
(ENT), which was previously defined in Section 1. A higher
ENT value reflects a higher privacy protection level. A lower
ENT value reflects a lower privacy protection level. In
addition, the ENT value increases as the k value increases,
where k refers to the k-anonymity level (or number of selected
dummy locations including the real location).

The second privacy metric is inspired by the Entropy
metric and is called Safe Side (SS). For a given LBS user, if
the ENT value is equal to or higher than a predefined
threshold, then the LBS user is considered in a safe side in
regards to the privacy protection level. Otherwise, the LBS
user is considered in a dangerous side. Formally, the SS
privacy metric is defined by:

LBS Users

the=const
_ { safe side, if value (ENT) = thr

dangerous side,ifalue (ENT) < thr ©)

Depending on the SS privacy metric, we can evaluate two
privacy protection approaches based on the number of LBS
users that are in the safe side. Therefore, if the SS value is high,
this means that the privacy protection approach is better for the
LBS user, and vice versa.

B. Performance Metrics
We use two performance metrics, which are response time
(Tresponse) and Cache Hit Ratio (CHR).

The response time performance metric is defined as:

Tresponse = TCreate_DQ + Tsent_Q + Tprocess_Q + Trecieve_QA (6)

where Tereate pg refers to the time of creation of the
dummy query; Teene  refers to the time the query is sent;
Throcess.q refers to the processing time of the query; and
Trecieve qa Trefers to the time the answer of the query is
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received. It is worth mentioning that a low value of the
T esponse Means a high performance and vice versa.

The CHR performance metric is defined as:

NoQAbC
CHR = __ NogapbC
NoQAbC+NoQADbS

@

where NoQAbC refers to the number of queries answered
by the cache, and NoQAbS refers to the number of queries
answered by the server. The sum of NoQAbC and NoQAbS
refers to the total number of queries involved in the system. It
is worth mentioning that a high value of CHR means that most
of queries are answered by the cache, which in turn leads to a
high performance.

VI. EXPERIMENTAL RESULTS AND EVALUATIONS

In this section, we present a brief description of the
simulation setup, and then we provide the results depending on
the metrics that are defined above. The results are presented
and discussed in comparison with similar approaches.

A. Simulation Setup and Configuration

We use the R programming language to implement the
proposed privacy protection system. The performance
evaluation is simulated on a machine with properties as
summarized in Table 3.

We used the Brightkite dataset [40]. The original dataset
consists of 7.3 million rows and five columns: user ID,
chkintime, latitude, longitude, and locid. We downloaded
10000 user instances. The query probability is generated
randomly. Furthermore, Table 4 shows the parameter values.

TABLE IIl.  PROPERTIES
Component Name Description
Processor Intel.
Number of cores 15.
Speed 1.4 GHz.
Ram 4 GB 1600 MHz DDR3.
Operating system OS X Yosemite.

TABLE IV.  CONFIGURATION

Component Name Description
Number of cells (n X n) 150 x 150.
Number of users 10,000.
Threshold of SS 4,

B. Evaluations and Discussion

To adjust the evaluations, we select three approaches
presented in the related work section for comparison purposes.
Table 5 summarizes the selected approaches.

TABLE V. SELECTED APPROACHES DESCRIPTION

Publishing Used
Approach Name / Ref Year Technique
Realistic Dummy Selection (ReDS) [32]. 2016 Dummies
Random Dummy Selection (RaDS) [37]. 2017 Dummies
Hiding in Mobile Crowd (HMC) [38]. 2014 Caching
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1) Privacy metrics-based evaluations: Based on the ENT
privacy metric, we evaluate the SCBA, ReDS, and RaDS
approaches. In addition, we evaluate the three previous
approaches under the SS privacy metric.

Fig. 15 shows the corresponding entropy values under
increasing K values with a step equal to 3.

ENT-based discussion: The relationship between ENT and
K is that the value of ENT increases when the K value
increases. Fig. 15 reflects this fact in the all approaches
involved in the comparison. However, the proposed SCBA
performs the best because of the constraints that are applied on
the selected dummy locations, in which the selected dummies
are restricted to be out of the circumference of the safe cycle.
Specifically, the constraint that enforces the dummies to have
the same query probabilities as the real location, in the process
of selection, is the major reason behind the higher values of
entropy. Since this condition is not considered in either the
ReDS or RaDS approach, the corresponding entropy values are
less than those in the SCBA. The RaDS approach performs the
worst among the approaches because it selects the dummy
locations in a random way. Since the process of dummies'
selection is not adjusted by any constraint, the ENT values
depend on the current query probability. This in turn leads to
the lowest ENT values. Sometimes it happens that the selected
dummy locations have the same query probability (or close to
each other's). This can occur only by chance, which explains
why some of the ENT values are higher than those generated in
the ReDS approach. The ReDS approach outperforms the
RaDS approach because the generated dummies rely on the
actual trajectory of the LBS user's motion. Since the trajectory
covers wide area, it passes through many cells that have the
same query probabilities. This results in higher ENT values.

Safe Side (SS)-based discussion: Under the threat of a
location homogeneity attack, the increased number of LBS
users in a step equals 50 and fixing the threshold of ENT to be
4 with k=6, we evaluate the resistance of the three approaches.

Fig. 16 shows that the proposed SCBA has the highest
number of LBS users that are at the safe side. To make this
clearer, we arrange and calculate the percentages of safety for
each approach. Table 6 summarizes the obtained results.

From Table 6, we can infer that the safety percentage of the
SCBA approach varies in the range of [84 % - 98 %], and in
ranges of [40 % - 73 %] and [15 % - 42 %] for the ReDS and
RaDS approaches, respectively. From these safety percentages,
it is obvious that the SCBA has the highest resistance against
location homogeneity attacks because of the good design of the
SCBA approach according to the factors that the attacker may
exploit to infer personal information. In other words, the
selected dummy locations weaken the ability of the attacker to
collect personal information about the LBS user since each
dummy belongs to a different sub-area and is outside the
circumference of the safe cycle. Compared to the RaDS
approach, the ReDS approach has a higher resistance against
location homogeneity attacks. This can be justified by the
nature of the generation of the dummy locations, in that they
are generated along with the trajectory motion of the LBS user.
During the motion, different sub-areas are passed by the
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trajectory. This leads to a higher resistance against the location
homogeneity attack. Meanwhile, in the RaDS approach, the
dummies are selected statically without any consideration of
the sub-areas where they are located. As a result, we can rank
the previous approaches according to their resistance against
the location homogeneity attack as follows: the SCBA
approach comes in on top, followed by the ReDS approach,
and the RaDS approach comes at the end.
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Fig. 15. ENT Value vs. K Value.
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TABLE VI. SAFETY PERCENTAGES UNDER A LOCATION HOMOGENEITY
ATTACK THREAT
Approach | SCBA ReDS RaDS

NO. of Users \?e?lue SS% \i’?lue SS% \?&?Iue SS%
100 90 9% | 40 40 % 15 15 %
150 137 91% | 100 67 % 50 33%
200 180 90% | 120 60 % 77 39 %
250 210 84% | 143 57 % 88 35%
300 290 97% | 220 73 % 115 38 %
350 324 93% | 240 69 % 130 37 %
400 377 94% | 270 66 % 166 42 %
450 411 91% | 280 62 % 170 38 %
500 489 98% | 300 60 % 194 39 %
550 540 98% | 320 58 % 203 37 %
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Using the same parameters used to test the resistance of the
three approaches against the location homogeneity attack, we
test them under the threat of a semantic location attack. Fig. 17
illustrates the evaluations.

Again, Fig. 17 shows that the all three approaches are
negatively affected by the semantic location attack. However,
the proposed SCBA approach has the highest number of LBS
users that are at the safe side. Specifically, the SCBA approach
is negatively affected a small amount. In contrast, the ReDS
and RaDS approaches are highly and negatively affected by the
semantic location attack. Following the same strategy, we
arrange and calculate the percentages of safety for each
approach. Table 7 summarizes the obtained results.

From Table 7, we can infer that the safety percentage of the
SCBA approach varies in the range of [80 % - 96 %] and in
ranges of [20 % - 50 %] and [9 % - 32 %] for the ReDS and
RaDS approaches, respectively. Again, it is obvious that the
SCBA has the highest resistance against semantic location
attacks (or the lowest decrease in the safety percentage). The
reason behind the small decrease in the safety percentage of the
SCBA approach is that it was originally designed to be robust
against semantic location attacks. Accordingly, the time stamps
attached to both the real query (constructed based on the real
location) and the dummy queries (constructed based on the
dummy locations by the builder component) are the same (i.e.,
all of them are issued at the same moment). Regarding the
large decrease in the safety percentage for both the ReDS and
RaDS approaches, it is justified by the poor design against
semantic location attacks. However, the ReDS approach has a
higher resistance against semantic location attacks when
compared to the RaDS approach because the ability of the
attacker to employ temporal information (under tracking
moving objects terms) to collect personal information is weak.
Meanwhile, the ability to track stationary objects (in the RaDS
approach) is strong, which is the reason for the lowest
resistance against semantic location attacks with a maximum
decrease in the safety percentage. The rankings of the three
approaches according to the resistance against semantic
location attacks are the same as that inferred for location
homogeneity attacks.
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Fig. 17. Resistance against a Semantic Location Attack, K=6, Thr=4, Step of
Increasing UNumber=50,
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TABLE VII. SAFETY PERCENTAGES UNDER A SEMANTIC LOCATION
ATTACK THREAT
Approach | SCBA ReDS RaDS

NO. of Users \?Slue SS% \?.Slue SS% sglue SS%
100 88 88% | 20 20 % 9 9%

150 130 87% | 50 33% 30 20 %
200 165 83% | 95 48 % 36 18 %
250 200 80% | 100 40 % 47 24 %
300 273 91% | 130 43 % 86 29 %
350 320 93% | 133 38 % 111 32 %
400 350 88% | 201 50 % 120 30 %
450 394 88% | 200 44 % 126 28 %
500 460 92% | 150 30 % 136 271 %
550 530 96 % | 175 32 % 140 25%

2) Performance metrics-based evaluations: We evaluate
the SCBA, ReDS, and HMC approaches using the
performance metrics mentioned in the previous section.

Fig. 18 shows the communication cost under an increasing
number of sent queries with a step equal to 10, in which the
queries are randomly selected and sent to the LBS server for
manipulation.

Cache Hit Ratio (CHR)-based discussion: In this paper,
communication cost is a term that refers to the number of
queries that are sent to the LBS server. Fig. 18 shows that all of
the first ten queries (at the horizontal axes) are sent to the LBS
server in the three approaches because at the beginning, the
caches of both the SCBA and HMC approaches are empty. The
ReDS approach performs the worst compared to the others
because it does not use response caching at all. Therefore, all
the queries are sent to the LBS server. Consequently, its
corresponding curve increases in a linear manner. Compared to
the ReDS approach, the HMC approach performs better
because some of the sent queries find their answers in the
caches of the mobile devices of LBS users. Therefore, the
number of sent queries to the LBS server decreases as time
progresses. The middle part of the curve related to the HMC
approach reflects an increased number of queries that are sent
to the LBS server. This can be justified by (1) the limitation of
the caches of mobile devices, in which their size is less than the
size access point; (2) sometimes LBS users delete the
responses of the historical queries for mobile device
performance purposes, and (3) LBS users may leave the
collaboration session established with other peers. The SCBA
provides the best performance. This is because of the uniform
space of search for the answers of future queries, which is
represented by the access point (i.e., the cache).
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Fig. 18. Communication Cost vs. Number of Sent Queries.

Fig. 19 shows the cache hit ratio under an increasing period
of running the simulation with a step equal to 5 (i.e.,, at
different snapshots in an increased manner).

In general, the relationship between the CHR and the time
progress is that the CHR increases as the time progress
increases because as time progresses, the cache is filled by the
answers of the historical queries, and many future queries can
find their answers in the cache. Actually, Fig. 19 supports
Fig. 18. The ReDS approach provided zero CHR values since
no responses are cached to serve future queries. Compared to
the SCBA approach, the HMC approach performs less well due
to the higher number of queries that are sent, and consequently,
answered by the LBS server. The SCBA approach provides the
best CHR values in time progress because it has the maximum
number of queries sent and, consequently, answered by the
cache.

Time response-based discussion: Fig. 20 shows the time
response values under an increasing number of sent queries
with a step equal to 5, in which the queries are randomly
selected and sent to the LBS server for manipulation and
protected by a (k=3) privacy level. The first five queries are
selected at the beginning of the simulation run, and the rest are
selected at different snapshots.
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Fig. 19. CHR vs. Time Progress.
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For the first five queries, the RaDS approach performs the
best. This due to two major reasons: (1) the process of selecting
dummy locations in a random way takes a short time compared
to the time of generating dummy locations based on the motion
of the LBS user (in the ReDS approach), or compared to
selecting dummy locations based on two factors (in the SCBA
approach); and (2) due to the first reason, the process of
creating the dummy queries (T¢yeqte po) requires less time
when compared to the ReDS and SCBA approaches. The
ReDS overcomes the proposed SCBA approach due to the sum
of the four times: (1) the time of generating the query
probabilities; (2) the time of forming the initial candidate set of
dummy locations (i.e., satisfying the first condition of the
dummies' selection); (3) the time of forming the second
candidate set of dummy locations (i.e., creating the safe cycle);
and (4) the time of forming the actual set of dummy locations
is longer than the time generating dummies in the ReDS
approach.

For the rest of the queries involved in Fig. 20, the proposed
SCBA approach performs the best. The reasons are: (1) as time
progresses, many future queries find their answers in the cache;
(2) due to the previous reason, the time of processing the query
(Tprocess o) (i-€., the time of searching for the answer of the
query, which is promoted by a bloom filter technique) is less
when compared to the processing times in the ReDS or RaDS
approaches; and (3) the time of creating dummy queries
(Tereate o) 1S Zero, since there is no need to generate dummies
due to the answering of the future queries by the cache (i.e., no
need to protect the privacy of the LBS user against the LBS
server, which is the attacker). The RaDS approach performs
better than the ReDS approach for the same reasons, to justify
the results of the first five queries.

VI11. CONCLUSION

On one hand, location-based services have been paid much
attention by users due to their valuable benefits in our realistic
life. On other hand, researchers caution about a privacy
protection concern related to the usage of location-based
services. In regard to location privacy protection, we propose a
new location privacy protection system. The proposed system
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is managed by three main components: the Genratory,,.
Buldierp,, and Findergg,. The Genratorp, component
executes a novel location privacy protection method called the
Safe Cycle-Based Approach (SCBA). The SCBA generates
strong dummy locations based on two factors: (1) selecting
dummy locations that have the same query probabilities as the
real location; and (2) the selected dummy locations are outside
the circumference of the safe cycle to ensure robustness against
inference attacks that may be applied by the LBS server (a
malicious party). To prevent dealing with the LBS server, the
SCBA integrates with the cache represented by an access point.
In the access point, the responses of the historical queries are
stored. The cached responses are used to answer future queries.
The Finderz,, component searches the answers of the future
queries based on a bloom filter technique to enhance the
response time of the privacy protection system. Based on two
privacy metrics, which are entropy and safe side, the SCBA
outperforms similar dummy-based approaches in terms of
privacy protection level and resistance against both the location
homogeneity attack and the semantic location attack. Based on
two performance metrics, the cache hit ratio and time response,
the SCBA approach, supported by integration with the cache,
outperforms similar approaches in terms of communication
cost, cache hit ratio, and response time to the sent queries.

In future work, we intend to cover a wider spectrum of
attacks, such as the query sampling attack, which targets the
query privacy by analyzing the sent queries, and the denial of
service attack, which targets the availability of the system. In
addition, we intend to deal with the man in the middle attack,
in which any LBS user may acts as an attacker rather than the
LBS server.
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Abstract—Currently, we are living in a new transition process
towards the fourth phase of industrialization, well known as the
purported Industry 4.0. This development backbone supposes a
sustainable manufacturing. Were optimal functionalities of a
factory components especially energy rationalization and
enhanced power quality are nonetheless a privilege but an
obligation to introduce efficiently artificial intelligence Al, smart
metering SM and automated decision making ADM. In the same
axis of mitigating power quality issues, this paper is introduced
first to draw innovatively a virtual reality (VR) complex grid
connected steel power plant and then to depict harmonic sources
in order to moderate them which are caused essentially by
nonlinear installed loads manifesting power system quality issues
and exhibiting periodic signal distortion. Accordingly, it was
essential to assay the diverse origins of harmonic problems and to
present the most accommodate and economic solution
techniques. Related voltage and current harmonic flows at 30 kV
levels, of the General Electricity Company of Libya GECOL
located in Tripoli city, are examined. Afterward, inquire jointly
their harmful effects on plant components. In order to attenuate
distortion, a harmonic analysis has been investigated. Then
appropriate filters design have been sized, designed, simulated
and appended to the panel. Simulation results are presented and
validated wusing ETAP industrial software under real
measurement arena.

Keywords—Industry 4.0; distribution systems; THD; harmonic
load flow; passive filters

I.  INTRODUCTION

Over the last few years in developing countries many
linkage reinforcement attempts between researchers, industry
stakeholders and the socioeconomic world aiming to promote
the fourth [1-4] industrial revolution. Engineering researchers
have been focusing on power system studies especially after
the massive introduction of new renewable energies sources [5
-7] affecting the overall radial electrical system compartments.
Power quality issues are generally caused by non-linear loads;
corrective operations are not automatically gained with the
same action due to devices nature [8-9] and response
differences. One of the key ascertainment to gain towards
migrating into 4th industrial revolution and enhancing power
quality is mitigating harmonic disturbances which come largely
from equipment with non-linear current and voltage
characteristic causing severe damages on voltage supply
network. As real manufacturing domain suffering from
harmonic disturbances we quote induction melting furnaces
[10] which use electric current to dissolve metal. Where
exceeded Harmonic Distortion THD and its moving average

TDD compared to the 519 1992 IEEE Standard can cause
overloading of power factor correction, over voltage and extra
currents, increased error in energy meters, malfunctions of
protective gears, relays, circuit breakers, tripping of machines
at smaller loads and inductive interference [11-12] with
neighboring electrical grid.

A. Industry 4.0

Manufacturing industry is ongoing a deep permeating
process, where physical and virtual worlds will be fused
through Virtual-physical systems. This process is fuelled by
high technology enablers like; Smart metering and monitoring
Mobile Devices , Internet of Things IOT, Internet of Every
Things IOE, Cloud computing, Big Data, 3 D printing ...
aiming to achieve the Smart Factory Paradigm. In the same
context:

Authors in [13] Provides a review of electrical energy
metering state-of-the-art in, with a meticulous focus on energy
metering in complex manufacturing establishments. They
highlighted  quantification and  visibility in  energy
consumption. Where habitually, operation of complex
manufacturing facilities planning decisions have been based
only on conventional metrics without considering energy
consumption rationalization and taking into account its energy
standards which ought to be one of the keys of manufacturing
strategies as well demonstrating the importance of power
quality statistics instance; such as voltage sags and harmonic
distortion.

Further in [14], authors offered an overview of different
opportunities for sustainable manufacturing in Industry 4.0 in
addition to a use case for the upgrading of manufacturing
equipment as a specific opportunity for sustainable
manufacturing.

In [15], authors wunderlined the fact that several
manufacturing systems are not ready to manage big data due to
the lack of smart analytics tools. Management of big data as
well as the readiness level of smart predictive informatics tools
has been drawn to achieve transparency and productivity.

B. Power System Analysis

The global growing of nonlinear loads applications, coming
mostly from the wide use of power electronic devices, have
resulted power quality issues more than ever seen before. Here
appears the power System study and analyses as compulsory
parts of any power system engineering for quantification query,
in this same axis: [16] is an assessment of harmonic
disturbances seen in a real smart grid. Then, solution to
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maintain the operation of the distribution photovoltaic system
plant and electrical cars within imposed standards PQ limits.

Authors in [17] focused on benefits of the detailed analyses
by using ETAP software, which performs several numerical
calculations of a huge integrated power system.

C. THD

Harmonic analysis, modelling and mitigation new
techniques [18] Drawn a lot of ink hereunder we noted some of
annexed works.

In [19], authors gave a summary on new design energy
conversion system and methods such as Particle Swarm
optimization, Genetic Algorithm, and Differential Evolution
advantages and limitations.

For the case of [20], a classification of most commonly
used methods of power system harmonics estimation reviewed
based upon analysis tools and applications type. Diverse
harmonics estimation techniques are gathered besides
standards, papers and books.

Whereas in [21], the authors investigated harmonic effects
on radial distribution grid losses and transmission lines
capacities. The presented harmonic assessments have a real
harmonic measurement and computer-based system modeling
background in local distribution substations with ETAP.

As a consequence, many industrial software tools and new
virtual reality approaches modeling and simulation have been
performed to assay the grid. Computer based software are
leading the revolution in recent advances in electrical and

Vol. 10, No. 2, 2019

industrial engineering. In our case a mutinous harmonic load
flow analyses is performed through ETAP industrial software
based on practical measurement and overall on-line monitoring
to distinguish the immediate effects of furnaces load on the
Point of common coupling PCC. The one line diagram drawing
is used to scrutinize the overall power system state from top
grid source until the load which is the steel plant. All power
components like transformers, CT’s, PT’s, Furnaces, motors,
cables etc.... are exactly modelled thanks to ETAP real ratings
library.

This paper represents a novel approach to analyze and
monitor the industrial grid connected power system by just
using real time software, ETAP. Then, Harmonic analyses of
current and voltage waveforms when sinusoidal voltage is
applied to a non-linear load like furnaces are made finally the
auto-sizing filter feature is presented to mitigate distortion and
bring it within standards. Section 2 is the global single line
diagram of the system under study; this diagram is
implemented based on practical data in ETAP for simulation
purpose in Section 3. Section 4 contains analyses which
include monitoring of this large power system and harmonic
load Flow. Section 5 deals with adopted harmonic solution
method. Section 6 is the Conclusion of this research work.

Il. USE DESCRIPTION OF THE FACTORY SUBSTATION

First of all we propose to introduce the factory substation
modeling in Fig. 1 which is fed from 30kV / 11kV, 20 MVA
transformers inside the factory substation, which, in turn, feeds
the Al-Taba substation 30 KV through two overhead
transmission lines 30KV.
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100 WA Open 100 WA
30KV ATABA 1 30KV ATAEA 2
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Fig. 1. Overall One Line Diagram Grid Presentation.
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I1l. LOAD FLOW ANALYSIS

Load flow analysis [22] examines the continuous operation
of the power system to determine the main operating
parameters, especially voltage levels on buses and load levels
on power grid elements. It is necessary to study the load flow
at the factory maximum loading to ensure that the voltage
changes in all buses is conform to the required limits. All
transformers, cables and buses are satisfying nominal
equipment functionality specifications.

The worst scenario to connect the factory to the Al-Taba
substation (30KV) GECOL's Tripoli at the maximum load
operation of the factory without taking into account the
development of required improvements (power factor
correction equipment, use of tap change for in-plant
transformers) to determine the full factory operation to find out
extent impact and changes on the network (voltage levels,
power factor) ensuring the required limits described in [23].

A. First Work Sequence

The first condition set-up is done by assuming that all
factory loads (furnaces, motors, auxiliary loads) are not
connected to be sure about highest reachable voltage at all
connected buses via Al-Taba substation at 30KV. First notable
condition, as shown in Table 1, buses may suffer from high
voltage exceeding 5%.

We conclude from Table 1 that the voltage changes are
within operational limits £ 5%.

B. Second Work Sequence

The second assumed condition is that all furnaces, motors
and auxiliary loads are feed by setting both factory
transformers 30 / 11KV on normal tap change as drawn in
Table 2.

We conclude from Table 2 that the voltage doesn’t change
at maximum factory loading, even with setting up both factory
transformers 30 / 11KV on the normal tap change voltages still
are within £ 5% limits in all buses.

Vol. 10, No. 2, 2019

TABLE II. THE VOLTAGE LEVELS AT BUSES IN CASE THE MAXIMUM
FACTORY LOADING
Nominal Voltage MW o

Bus 1D kv % Loading PF%
220KV ATABA 220 95 109.463 79.53
30KV ATABA 1 30 98.38 53.346 82.28
30KV ATABA 2 30 98.45 55.591 83.87
1STEEL PLANT
30KV 30 96.33 15.305 78.32
2 STEEL PLANT
30KV 30 96.33 14.509 74.58

C. Short Circuit Analysis

Table 3 hereunder shows the short circuit currents values at
the factory and network buses.

TABLE Ill.  SHORT CIRCUIT CURRENTS AT FACTORY AND NETWORK
BUSES

Bus short circuit Current ( KA)
220KV ATABA 11.45

30KV ATABA 1 18.2

30KV ATABA 2 18.2

1 STEEL PLANT 30KV 15.2

2 STEEL PLANT 30KV 15.2

TABLE I. THE VOLTAGE LEVELS AT BUSES IN CASE THE FACTORY IS
NOT LOADED
Nominal Voltage MW o

Bus ID kv % Loading PF%
220KV ATABA 220 95 79.647 83.49
30KV ATABA 1 30 100.14 38.594 83.64
30KV ATABA 2 30 100.21 41.61 87.21
1 STEEL PLANT
30KV 30 100.19 - -
2 STEEL PLANT
30KV 30 100.19 - -

IV. HARMONIC ORIGINS ASSESSMENT

Mainly harmonic origins in industrial steel systems are
classified into three origin types; single and three phase loads,
harmonics generated by transformers [24] and harmonics
created by induction furnaces [25]. A special interest will be
done in this section to fetch and inhibit these issues and
eliminate their causes.

First of all, we propose the modeling of induction furnaces
conversion chain which are coupled in our case using 11 / 1kv
transformer as drawn in Fig. 2:

WaD

T FURNECE ONE 1171EWV
10 MVR

Fig. 2. ETAP Modeling of the Induction Furnace.
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Current and voltage harmonic distortions are measured
throughout the factory and the electrical network buses then
compared with standards. The point of common coupling
(PCC) bus is located at 30KV level between the factory and the
grid; Captured figures below describe the voltage waveform
and spectrum at every bus and gave a clear idea of harmonic
sources.

Fig. 3 and 4 are describing voltage waveform and its
spectrum at Al-Taba 220KV source bus.

Fig. 5 and 6 are describing voltage waveform and its related
spectrum at Al-Taba 30KV region after stepping it down with
the transformer 220/30 KV.

Waveform

— 220KV ATABA ( 220.00 kV )
100

Voltage (%)

[¥) 0.2 0.3 0.4

-100¢

Time (Cycle)

Fig. 3. Waveform for the Voltage at Bus Al-Taba 220KV.
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Fig. 4. Spectrum for the Voltage at Bus Al-Taba 220KV.
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Fig. 5. Voltage Waveform at Al-Taba 30KV Bus.
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Fig. 6. Voltage Spectrum at Al-Taba 30KV Bus.
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Fig. 7. Voltage Waveform at Steel Plant 30KV Bus.
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Fig. 8. Voltage Spectrum at Steel Plant 30KV Bus.
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Fig. 7 and 8 show voltage waveform and their related
spectrum at steel plant bus. We conclude subjectively from
voltage curves that induction furnaces loads are mainly the
issue maker. As well, Generated harmonics by the induction
furnaces impact in turn neighboring grid.

Table 4 mention the voltage distortion levels at the factory
and grid buses compared to acceptable standard values.

We notice that VTHD values are slightly out of accepted
standard range values explicating waveforms distortions; Stills
to essay current waveforms and spectrums for all buses.

Fig. 9 and 10 are describing current waveform and its
spectrum at Al-Taba 220/30 KV transformer.

Fig. 11 and 12 are describing current waveform and its
spectrum at steel plant 30/11 KV transformer.

TABLE IV.  VOLTAGE DISTORTION LEVELS AT THE FACTORY AND
NETWORK BUSES
Bus Name Nominal Voltage | VTHD VTHD Standard
(KV) (%) (%)
220KV ATABA 220 1.683346 | 1.5
30KV ATABA 1 30 5.17991 5
30KV ATABA 2 30 6.162314 | 5
1 STEEL PLANT
30KV 30 8.482183 | 5
2 STEEL PLANT
30KV 30 8.482183 | 5
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Fig. 9. Waveform for the Current at Al-Taba Transformer 220/30KV.
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Fig. 10. Spectrums for the Current at Al-Taba Transformer 220/30KV.
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Fig. 11. Waveform for the Current at Steel Plant Transformer 30/11KV.
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Fig. 12. Spectrums for the Current at Steel Plant Transformer 30/11KV.

Indeed, we prove objectively that the main source of grid
distortion is induction furnaces loads, due to generated
harmonics through transformers current, which in turn impact
grid elements. Table 5 declares the current distortion levels at
overall factory, network buses and compared them to
acceptable standard values.

We notice that some buses are out of ITHD allowable
ranges. Table 6 summarizes the odd harmonic currents (5, 7,
11, and 13) at steel plant PCC.

Vol. 10, No. 2, 2019

TABLE V. CURRENT DISTORTION LEVELS AT THE FACTORY AND
NETWORK BUSES
ITHD
Bus ITHD (%) | Standard
(%)
From Bus ID ToBus ID
220KV ATABA 30KV ATABA 1 4.891303 12
30KV ATABA 2 5.211092 12
30KV ATABA1 | 220KV ATABA 5.319292 5
1 STEEL PLANT
30KV 21.00901 8
30KV ATABA 2 | 220KV ATABA 5.667062 5
2 STEEL PLANT
30KV 20.91081 8
STEEL PLANT(PCC)
1 STEEL
PLANT 30KV 30KV ATABA 1 19.90503 8
1 STEEL PLANT
11KV 19.8123 8
2 STEEL 30KV ATABA 2 20.02313 8
PLANT 30KV 2 STEEL PLANT
11KV 19.8123 8
TABLE VI.  CURRENT ODD HARMONICS (..., 5, 7, 11, 13), FOR THE
FACTORY TRANSFORMERS (1&2) AT 30KV
Order Mag %
5 13.87
7 9.80
11 6.03
13 4.99
17 3.61
31 1.50
35 1.16
37 1.013
47 0.48
49 0.40

V. ADOPTED HARMONIC MITIGATION METHOD

Harmonic filters [26] are used to reduce the distortion in
voltage and current waveforms by controlling the flow of
harmonic currents to reach acceptable standard levels of
distortion in voltage and current waveforms.

There are several types of used harmonic filters to reduce
THD and compensate the reactive power.

Among these filters passive filters, active filters, 12 pulse
rectifiers, 18 pulse rectifiers ...and active front end (AFE)
drives which are cited in order form complexity, efficiency and
performance point of view. In fact, sophisticated mitigation
techniques are not widely used in industry like passive filters
due to their effectively high cost and complex control
techniques. Our strategy was to achieve best results with
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minimum of cost and implementation complexity depending of
the industrial customer budget and fair obtained results.
A. Passive Filter Design using ETAP

ETAP provides an auto-sizeable modeling feature of filters
as shown in Fig. 13 hereunder:

Harmonic Filter Editor - Filter_order 5 £3

Info Parameter | Reliability | Remarks | Comment

Capacitor C 1 Inductor L 1
kvar 1400 1-Ph Xq 34581

Filter Type

Single-Tuned =

wF 3682  1-Ph Q Factor 20

Rated kv 11 Mac. | o
=
Maze. kW o
L Capacitor C 2
tevar 0 1-Ph XLz

Inductor L 2

3
uF 0 1-Ph Q Factor

Rated kv Max. |

Size Filter ...

~|[=] [eal 2] [ oK ||| canc=t

Simgle-Tuned Mae. IV

Loading Resistor
Operating Load

W o ~i kvar o R o

[ [Fiter_order 5

Fig. 13. Modeling Passive Filters (Single Tuned Filter).

B. The Parameters Calculation of the Single Tuned Filter

Table 7 illustrates (R, L, and C) parameters for selected
used filters frequencies at 5th, 7th and 11th harmonic orders.

Vol. 10, No. 2, 2019

TABLE VIII. THE VOLTAGE LEVELS AT BUSES IN CASE THE FACTORY IS
NOT LOADED AFTER FILTERS

Nominal Voltag | MW o

Bus ID kv e Loading PF%
220KV ATABA 220 95 79.661 90.29
30KV ATABA 1 30 100.98 38.628 83.73
30KV ATABA 2 30 101.05 41.588 87.75
1STEEL PLANT
30KV 30 101.68 0.824 10.58
2 STEEL PLANT
30KV 30 101.68 0.808 11.66

TABLE IX. BUSES VOLTAGE LEVELS AFTER IMPLEMENTING FILTERS

Nominal Voltage MW

Bus ID kv % Loading PF%
220KV ATABA 220 95 109.111 84.75
30KV ATABA 1 30 99.24 53.211 87.13
30KV ATABA 2 30 99.31 55.44 88.49
1STEEL PLANT
30KV 30 97.89 15.258 94.09
2 STEEL PLANT
30KV 30 97.89 14.464 91.63

TABLE VII. THE PARAMETERS OF THE FILTERS OF THE 5™, 7™ AND 11™
HARMONIC ORDER

Order 5th 7th 11th
QC(KVAR/ 1Ph) 1400 1400 1400
C(uF/ 1Ph) 36.82 36.82 36.82
VC KV (ASUM) 23.394 19.52 17.118
XL(Ohm/1Ph at 50HZ) 3.4581 1.7643 0.7145
L(mH/1Ph) 11.01 5.62 2.27
IL A (RMS) 3225 245.6 181.8
Q Factor 40 40 40
R(Ohm/1Ph) 0.4323 0.3088 0.1965

C. Results with Filters

Load flow calculations were performed after harmonic
filters introduction to improve voltage levels, rectify power
factor and omit undesirable harmonics. Moreover, there are
two assumed simulation sequences:

The first sequence is all factory loads (furnaces, motors,
auxiliary loads) are disconnected except operational filters at
Al-Taba substation 30KV. Results are shown in Table 8.

In the second sequence we reconnect all furnaces, motors
and auxiliary loads with filters by setting the two transformers
30 / 11KV of the factory on normal tap change. Furthermore
setting the 11/1 KV level 4 transformers on the 5% tap change,
11/6 KV transformer on 2.5% tap change and the 11/0.4KV
transformer on 3.75 % tap change.

The load flow results show a clear improvement in voltage
levels at all buses as shown in Table 9.

Fig. 14 to 19 below have shown the waveform and
spectrum for the voltage at all buses after connecting the filters.

Waveform
— 220KV ATABA (220.00 kV)

50

Voltage (%)
o

-160
Time (Cycle)

Fig. 14. Voltage Waveform at Bus Al-Taba 220KV with Filters.

Spectrum
B 220KV ATABA (220.00 V')

0.15°

0.10¢
0.05¢ ‘
L | |
10 20 30

Harmonic Order

Fig. 15. Voltage Spectrum at Bus Al-Taba 220KV with Filters.

Voltage Spectrum (%)
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Waveform

— 30KV ATABA1(30.00 V')
1009 — 30KV ATABA 2 ( 30.00 kV')

50

Voltage (%)

-100

Time (Cycle)

Fig. 16. Voltage Waveform at Al-Taba 30KV Bus with Filters.

Spectrum
W 30KV ATABA1(30.00 kV) W 30KV ATABA 2 (30.00 kV)
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Fig. 17. Voltage Spectrum at Al-Taba 30KV Bus with Filters.

Waveform

— 1 STEEL PLANT 30KV ( 30.00 kV )

1009 2 STEEL PLANT 30KV ( 30.00 kV )

50

1.1
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-166
Time (Cycle)

Fig. 18. Voltage Waveform at 30KV Steel Plant Bus with Filters.

Spectrum

B 1 STEEL PLANT 30KV ( 30.00 kV') W 2 STEEL PLANT 30KV (30.00 kV')
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Fig. 19. Voltage Spectrum at Steel Plant 30KV Bus with Filters.

Voltage Spectrum (%)

Table 10 is the results comparison with standard limits after
connecting the passive filters on PCC.

Fig. 20 to 25 show the current waveforms and spectrums
for all buses after connecting the filters.

Table 11 shows the current distortion levels compared with
standard values after connecting passive filters at PCC. The
current distortion levels at all buses are acceptable and within
standard limits.

Vol. 10, No. 2, 2019

TABLE X. THE VOLTAGE DISTORTION LEVELS AT THE FACTORY AND
NETWORK BUSES WITH FILTERS
. VTHD

Bus ID Nominal kV VTHD % %Standard
220KV ATABA 220 0.31 1.50

30KV ATABAL 30 0.92 5.00

30KV ATABA2 30 1.20 5.00

2STEEL

PLANT30KV 30 144 5.00

Table 12 shows the content of current odd harmonics (5, 7,
11, and 13) at PCC steel plant bus 30KV

Comparing before and after states we notice that voltage
magnitudes are between 95% and 105% at all buses. THDi and
THDv values are acceptable compared with the standard limits
after filters introduction. As well as, our criterion; which was
from the beginning to achieve the most suitable results with
lowest implementation cost and fastest implementation
technology, respecting the industrial customer requirements.

Waveform

— T1220/30(175.624)
1004 12.220/30 (180.05 A

50

Current (%)

Time (Cycle)
Fig. 20. Current Waveform at Al-Taba Transformer 220/30KV with Filters.

Spectrum

W 1122030 (175.624) 0 1222030 (180.054)

0.30

0.258

0.15'

Current Spectrum (%)
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0 20 ] 70 30
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Harmonic Order

Fig. 21. Current Spectrum at Al-Taba Transformer 220/30KV with Filters.
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Fig. 22. Current Waveforms at All Transformer 30/11KV with Filters.
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Fig. 23. Current Spectrums at All Transformer 30/11KV with Filters.

Waveform
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Fig. 24. Current Waveform at Steel Plant Transformer 30/11KV with Filters.
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Fig. 25. Current Spectrum at Steel Plant Transformer 30/11KV with Filters.
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TABLE XII. CONTENT OF THE ODD HARMONICS OF THE CURRENT (.., 5, 7,
11, 13 FACTORY TRANSFORMERS (1&2) AT 30KV WITH FILTERS

Order %Mag
5 0.24
7 0.06
11 0.01
13 0.75
17 0.89
31 0.59
35 0.47
37 0.43
47 0.27
49 0.23

TABLE XI.  CURRENT DISTORTION LEVELS AT THE FACTORY AND
NETWORK BUSES WITH FILTERS
ITHD %ITHD
FromBus ID ToBus ID (%) Standard
30KV ATABA 1 0.40 12
220KV ATABA
30KV ATABA 2 0.57 12
220KV ATABA 0.43 5
30KV ATABA 1 1 STEEL PLANT 235 |8
30KV '
220KV ATABA 0.62 8
30KV ATABA 2 2STEEL PLANT 2 |
30KV '
STEEL PLANT (PCC)
30KV ATABA 1 1.98 8
1STEEL PLANT
30KV 1 STEEL PLANT
11KV 2.26 8
30KV 2STEEL PLANT 22 |8
11KV '

VI. CONCLUSION

The harmonic distortions in steel factories are manifesting a
big power quality mile stone concern inevitable to eradicate in
order to meet the 4.0 industry requirements from power quality
enhancement point of view. In the present paper a rigorous
THD analyses has been underlined. Furthermore, THDV at
PCC initially was measured 8.48% and the total harmonic
current distortion THDI at same bus was 19.81%. A passive
filter was proposed to improve harmonic distortion caused by
factory components. The results showed an interesting
improvement with passive filters operation in THDV which
decreases to 1.44% and 2.26% THDI without using complex
and pricey methods like active filters 12, 18 ... pulse rectifiers
and variable frequency drives VDFs like active front end
(AFE) drives. As a future work we propose a comparative
study between the last cited mitigation techniques.
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Abstract—Reverse logistics can be defined as a set of practices
and processes for managing returns from the consumer to the
manufacturer, simultaneously with direct flow management. In
this context, we have chosen to study an important variant of the
Vehicle Routing Problem (VRP) which is the Multi-Depot
Vehicle Routing Problem with Simultaneous Delivery and Pickup
and Inventory Restrictions (MD-VRPSDP-IR). This problem
involves designing routes from multiple depots that
simultaneously satisfy delivery and pickup requests from a set of
customers, while taking into account depot stock levels. This
study proposes a hybrid Genetic Algorithm which incorporates
three different procedures, including a newly developed one
called the K- Nearest Depot heuristic, to assign customers to
depots and also the Sweep algorithm for routes construction, and
the Farthest Insertion heuristic to improve solutions.
Computational results show that our methods outperform the
previous ones for MD-VRPSDP.

Keywords—Reverse logistic; inventory restrictions; VRPSDP;
multi-depots version; Genetic Algorithm

I.  INTRODUCTION

Our current production system is based on the use and
processing of raw materials into finished products. The
completion of this production cycle is through the final
disposal or reuse of these products. This is how the last few
years have seen the appearance of the emerging research
problem: reverse logistics. Thus, issues related to efficiency
and environmental effectiveness will have to be taken into
consideration in the areas of business strategy, planning of the
operation itself, as well as control of the distribution flows, in
order to implement a reverse logistics of the product. Unlike
the delivery of products to a customer, reverse logistics of
returns is to manage flows from consumer to the manufacturer.
The new challenges for researchers are to minimize
transportation costs to make the reuse of products and materials
more profitable than their elimination.

Reverse logistics can be defined as a set of practices
designed to manage the return of products from customers to
the manufacturer for repair, recycling or disposal at the lowest
possible cost. To do this, a simple VRP is not adequate, it must
be adapted to situations where vehicles can deliver end
products and pick up returns simultaneously. The variant of the
VRP most suited to this situation is the VRPSDP (Vehicle
Routing Problem with Simultaneous Delivery and Pickup),

where each customer is associated with delivery and pickup
requests that must be made simultaneously.

In practice, applications of the VRPSDP are found
especially within a reverse logistics context [1]. For instance,
in the distribution system of food market chains [2], or in the
urban public transport systems [3].

In this problem, each depot has a homogeneous vehicle
fleet that must ensure the satisfaction of known delivery and
pickup requests of a set of customers. Each customer must be
visited once, this means that the vehicle upon arrived at the
customer who must serve, the delivery and collection must be
done at the same time. We assume that each depot is associated
with a stock of products to be delivered and another for
products collected from customers. The objective is to
minimize the total distance traveled as well as the number of
required vehicles while ensuring that the capacity constraints of
vehicles and depots are not violated.

The MD-VRPSDP-IR is a very complex problem because
it combines both the Multi-Depot version of the VRPSDP
which is an NP hard problem and additional constraints such as
inventory restrictions. To our knowledge, there is not yet a
work in the literature that is interested in the interaction
between these constraints: multiple depots, simultaneous
delivery and pickup and inventory restrictions.

To avoid any confusion between certain variants of the
VRP, we would like to clarify that the problem treated in this
work is an extension of the VRPB (Vehicle Routing Problem
with Backhauls), where the origin and the destination of all
products delivered and picked up from customers are the depot.
Unlike the VRPPD (Vehicle Routing Problem with Pickup and
Delivery), where the interchanges of goods are made between
customers.

In this paper, we propose a mathematical formulation as a
Mixed Integer Linear Program (MILP), which aims to
minimize both total travel cost and number of required
vehicles. We implement the model in CPLEX to solve small
problem instances optimally. Then, we propose a Hybrid
Genetic Algorithm in which we use three different procedures
to assign customers to depots, and then we embed the Sweep
algorithm to construct routes for each depot and the Farther
Insertion heuristic to improve the solution. The proposed
heuristics are more complicated than those used for VRP
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involving only deliveries or pickups. The presence of
combined delivery and pickup demands in our problem, and
also restrictions on depot capacities mean that additional tests
are required to preserve feasibility. The quality of our method
is shown by tests on well-known benchmark instances of MD-
VRPSDP, which is special case of our problem and by
comparison with optimal results, obtained by CPLEX as well
as reported result for existing heuristics.

In Section 2, a rich literature review is detailed. In
Section 3, mathematical formulation and notations of MD-
VRPSDP-IR are presented. Details of the proposed GAs are
introduced in Section 4. In Section 5, the performance of the
proposed GAs is examined by solving Gillett and Johnson’s
test problems and a computational example is represented with
parameter settings. Section 6 concludes the paper with future
works.

Il. RELATED LITERATURE REVIEW

In this section, we propose to briefly discuss the literature
of the VRPSDP and its Multi-Depot version, since we have not
found a literature related to the MD-VRPSDP-IR.

VRPSDP is firstly introduced by [4]; he developed a model
and a Cluster First — Route Second approach for the VRPSDP,
and applied his model and the solution he proposed on a real
case of a public library distribution system. Author in [1]
discussed the importance of VRPSDP in the reciprocal logistic
activities. He developed an Insertion-Based heuristic that use
different criteria (travel distance, residual capacity and radial
surcharge) to solve the problem. Afterward, many authors have
become interested in the VRPSDP and its variants, and have
developed several heuristics and metaheuristics to solve it. We
mention here the most recent articles dealing with these
problems. Author in [5] introduce the notion of Handling Cost
in the VRPSDP; the items on the vehicle obeys the last-in-first-
out policy, so handling operations are required if the delivery
items are not the last loaded ones. They propose an Adaptive
Large Neighborhood Search (ALNS) metaheuristic in which
they embed the handling policies. Reference [6] deals with a
special VRPSDP where three-dimensional loading constraints
are assumed furthermore time windows constraints. To avoid
any reloading effort, they consider two loading approaches of
vehicles: loading from the backside with separation between
delivery and pickup sections and loading at the long side.
There method is a hybrid of an extended ALNS and
conventional packing heuristics. Authors in [7] and [8] treat
green VRPSDP; they propose models that minimize the cost of
fuel consumption and pollutant emissions of vehicles. To solve
his model, [7] uses Genetic Algorithms, which she hybrids
with Sweep heuristic, and the Nearest Neighbor Heuristic to
generate an initial population, and then Iterated Swap
Procedure improves the chromosomes. Whereas, [8] applies
the fuzzy approach when both pickup and delivery demands
are uncertain, and they propose an ALNS heuristic. Reference
[9] deals with a variant of the basic VRPSDP including the
multiple trips and time windows characteristics. They propose
a solution approach based on Tabu Search, with the sequential
insertion algorithm to construct an initial solution. Other
heuristics and metaheuristics have been proposed for different

Vol. 10, No. 2, 2019

variants of VRPSDP; the most recent ones were published by
[10]-[20].

Concerning the Multi-Depot version, we found in the
literature that few studies. Starting with [21] who deal with the
Multi-Depot case of simultaneous backhauling problems, their
method consists of extending the classical Insertion-Based
Heuristic to allow to the algorithm to insert more than one
backhaul at a time. This method perform well for a small
number of backhauls, but if this number increase,
computational complexity increases rapidly. In [22], the author
developed an integrated heuristic that treat linehaul and
backhaul customers similarly.

Author in [23] proposed four Saving Based Algorithms for
the Multi-Depot version of VRPSDP: Partition Based
Algorithms, Nearest Customer Algorithm and two different
Saving Based Algorithms. Author in [24] was the first to
develop metaheuristics for the MDVRPSDP. The algorithm
framework used in their procedure in based on the Iterated
Local Search (ILS) with an Adaptive Neighborhood Selection
mechanism (ANS). At first, they assign customers to their
nearest depot for creating an initial solution, after, they apply
Saving Algorithm to each depot. They used different structural
neighborhood methods for improving and perturbation steps of
ILS.

An Improved Genetic Algorithm (IGA) is developed in
[25] to solve the MD-VRPSDP with Soft Time Windows.
Firstly, customers are assigned to their nearest depot and initial
solutions constructed by Scanning Algorithm. A greedy based
strategy is used for cutting and merging routes. Finally, for
optimizing and adjusting the feasible solutions, they used three
neighborhood search methods and 3-opt local search.

To assign customers to depots, [26] employed the
Minimum Cost Flow problem previously solved by a graph
algorithm. In this way, the original problem becomes a set of
several Single-Depot problems. After this, the Weber Basis
Saving method is developed to construct the initial solution of
each sub-problem. Finally, improvement phase is assured by
the Modified Tabu Search.

At this point, we want to note that in the works cited above,
concerning the Multi-Depot version of the VRPSDP, the
authors assign customers to their nearest depots at first, then
proceed to resolve each VRPSDP as a sub-problem. Our
contribution in this paper is that we explore new ways to assign
customers to depots while keeping a margin of randomness.
More details are given in Section 4.

I1l. PROBLEM DESCRIPTION AND FORMULATION

The MD-VRPSDP-IR is the problem of construction routes
for homogeneous vehicle fleets, which originate from several
depots, visit a set of customers assigned to each depot, and
return to the departure depot. The inventory restrictions
constraint is reflected in the fact that each depot has two
storage areas, one for the products that will be delivered to
customers (SD: Stock for Deliveries), and the other for the
products collected from customers (SP: Stock for Pickups).
However, all goods transported must be taken from depots, and
any collected returns must be sent to depots. The constraint
assure that a customer can only be served if his delivery
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request is available in SD and his collection request has enough
space to be stored in SP. Fig. 1 exemplifies the MD-VRPSDP-
IR with 2 depots and 14 customers. The brackets above the
customers contain delivery and pickup demands, and those
above the depots represent depot capacities of delivery and
pickup demands.

Let G(V,E) be a graph, where V is the vertex set and
E={(i,j):i #j} is the edge set. The vertex set V is
partitioned into two subsets V;=1{1,..,m} and V, =
{m+1,...,m + n}, which represent the set of depots and the
set of customers, respectively. Each vertex j € V. has a non-
negative pickup demand P; , delivery demand D; and a service
time t;. Furthermore, in the depot vertex j € Vg, there are no
demands and service times P; = D; = t; = 0. For all i, j €V,
a distance matrix d;; and a travel time matrix ¢;; are associated
with E. A set K; of identical vehicles of capacity Q is available
at each depot d € V;. The optimal distribution of goods
between depots and customers depends on inventory levels in
depots, therefore each depot d has maximum capacities SD4
and SP for delivery and pickup requests, respectively.

A. Notions
1) Sets
Vq : Set of all depots.
V. : Set of all customers.
V : Set of all nodes, V =V, U V4
K4 : Set of vehicles associated with depot d.
K : Set of all vehicles, K = U3 Ky
2) Indices
D : Depot
K : Vehicle
| : Start node
J : Destination node
3) Parameters
D;: Delivery demand of customer j
P, : Pick-up demand of customer j
t; : Service time of customer j
t;;: Travel time of a vehicle from node i to node j
dj;: Distance between node i € V andj € V
c;j: Travel cost of a vehicle from node i € V to node j € V
Cpus: Mileage cost of a vehicle.
Cx: Cost of operating vehicle k.
Q: The maximum capacity of a vehicle.

T : The maximum working time allowed for a vehicle during a
working day.

SD4 : The maximum stock of delivery product in depot d.
SP4 : The maximum stock of picked up product in depot d.

M : Large number.
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Fig. 1. lllustration of MD-VRPSDP-IR.

4) Decision variables

x;§: xf = 1 when vehicle k travels directly from node i € V to

node j € V. xf; = 0 otherwise.
L; : Load of vehicle after having serviced customer j € V..

u; : Variable used to prohibit sub tours; can be interpreted as
position of node j € V. in the route.

ILy = Yiev Xjev, Dj xf5  (k € K) : Load of vehicle k € K
when leaving the depot (Initial Load).

FLy = ey, XjevP; xf;  (k € K) : Load of vehicle k € K
after visiting last customer (Final Load).

B. Mixed Integer Linear Programming Model for MD-
VRPSDP-IR

The objective of the proposed mathematical model is to
minimize the total transportation cost z due to the weighted
sum of the total distance traveled of all vehicles and the cost
related to the number of required vehicles, where w,; and wyg
are the weight factors of the total distance traveled and the
number of used vehicles, respectively, and a and [ are
conversion factors from distance to cost (unit: Dh/km) and
from number of wvehicles to cost (unit: Dh/vehicle ),
respectively.

Minimize total cost z:
Z=wWq.aYkek Liev Ljev dij X[ + Wg . B Zkek Tievy Ljev, 15 (1)

Constraints of the problem are given below:

Dikek Diev xikj =1 Uew) (2)
Yiev xis = Xjev X4 (keK,seV) (3)
jev, xikj = Diev, X (k €K, i€V, (4)
Yievy jevg Xy = 0 (k € K) ®)
Yiev, tj Diev Xl + Tiev Djev, tiy x5 < T (keK) (6)
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w=zu+l-(mn+ m)(l - ZkEKxikj) (i,jeVv) @)
Vehicle load constraints

L =1L, —Dj+P—M(1—-xk;) (keKdeVy,jeV) (8)

Li=L;—Dj+ P —M(1—Yyexxl) (i,j€EV) ©)

IL, <Q (k € K) (10)

Li=Q GeW) (11)
Inventory restrictions constraints

Ykeky Lk < SDg (devVy) (12)

Ykeky FLi < SPy (deVy) (13)
Integrality constraints

x5 €{0,1} (i,j €V, k €K)

u; =0 Gewr)

Constraints (2) ensure that each customer is visited exactly
once by exactly one vehicle. Flow conservation is ensured by
constraint (3). Constraints (4) required that each vehicle starts
and ends its route at the same depot. Constraints (5) impose
that a vehicle cannot travel between two depots. Constraints
(6) ensure that the total duration of each route (including travel
time and service time) does not exceed a pre-set limit.
Constraints (7) eliminate the sub-tours to ensure that the
solution is connected. After visiting the first customer, the
vehicle load is calculated by constraint (8) and after leaving
other customers, the vehicle load is calculated by constraint
(9). Constraints (10) and (11) ensure that the vehicle capacity is
respected at each section of the route. Constraints (12) and (13)
require that stock levels in each depot are not surpassed.

A necessary but not sufficient condition to have feasible
solutions is to ensure that all customers can be served; this is
verified by the following constraints:

ZDszSDd , Zp-s ZSPd

Jjeve deVg JEV devy

However, it is not worth adding them to the mathematical
model, because we can deduce them from the constraints (2),
(12) and (13).

IV. HYBRID GENETIC APPROACH

The MD-VRPSDP-IR is a NP-hard problem. As the
problem instances increase in size, the exact solution methods
become highly time-consuming. In recent years, GA has been
applied successfully to a wide variety of hard optimization
problems such as the classical VRP and its multi-depot version.
The success is mainly due to its simplicity, easy operations,
and great flexibility. These are the major reasons why we
selected a GA as an optimization tool in this paper.

The problem studied in this work is an integration of two
hard optimization problems: grouping and routing problems. A
simple GA may not perform well in this situation. Therefore,
the GA developed in this paper is hybridized with several
heuristics to construct and improve the solutions. Fig. 2 shows
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the flowchart of three Hybrid Genetic Algorithms (GAs). The
difference between them is in the assignment of customers to
depots: GAL attribute customers randomly to depots, GA2 use
the K-Nearest Depot heuristic to assign customers to depots
considering the depot-customer distances, but also a random
selection step and GA3 assign customers to their nearest
depots.

A. Chromosome Representation

The permutation representation is used for genetic
representation of the MD-VRPSDP-IR as shown in Fig. 3. A
chromosome is built as an array with three rows: 1) customers,
which are listed in the order in which they are visited;
2) depots, where customers are assigned depending on depot
capacities; 3) vehicles required in each depot to satisfy all
demands of customers assigned to this depot. Routes are
determined depending on vehicles capacity. The number of
customer nodes determines the length of the chromosome.

/
/ Input GA parameters

: |
[ | |
GAl GA2 GA3

Clustering
‘ \ 4 \ 4 \ 4

Random Clustering

‘ K-Nearest Depot Algorithm

‘ Nearest Depot

0O O

\ 4
Routing :
Sweep Algorithm

v

Improving:
Farthest Insertion heuristic

l_l

Evaluation: Y
Minimization of total distance traveled
and the number of required vehicles

v

Parent selection & Crossover
- Binary Tournament method
- 1 Point Crossover ¢

Initialization

Improve
offspring using
Farthest Insertion heuristic

v

Compare Fitness of offspring
with that of Parents

i Use Elitist replacement for
building the next population

Mutation operator i
Intra-depot : Swap mutation N

— ~
_— ~~

No " Stopping criteria

Max nbr of iterations _—
Yes

e N
( Output the best solution

Fig. 2. The Flowchart of Gas.

B. Initial Population Construction

In this work, there are three phases to generate a feasible
initial solution (Fig. 4). The first one is to assign customers to
depots, that is, the grouping problem, for this, we use one of
the three procedures mentioned above. The second phase is to
perform, for each depot, a clustering of customers assigned to
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this depot and then determine a vehicle route for each cluster
by using the Sweep algorithm, that is, the routing problem. The
last phase consists of improvement of several routes already
built, for this we use the Farthest Insertion Heuristic.

1) Grouping: It is worth to note that the grouping problem
and the routing problem in the "cluster first, route second"
approach are not independent. A bad assignment solution will
result in routes of higher total cost (distance) than with a better
assignment. The grouping procedures described in the
following assign customers to depots so that the capacity of
the depots is not exceeded.

Grouping can be done using one of the following three
methods: 1) Attributing customers randomly to depots: we
randomly choose a customer and then a depot, if the depot
capacity is not yet reached, we assign this customer to this
deposit, otherwise we choose another deposit and so on.
2) Using the K-Nearest Depot heuristic (See next paragraph).
3) Assigning customers to their nearest depots within the limit
of stock availability in each depot.

2) The k-Nearest depot heuristic: We developed this
algorithm to assign all customer to different depots based on
the customer-depot distance, while keeping a random side in
the procedure, as shown in Fig. 5. For each customer, we find
the % (where m is the number of depots) closest depots of this
customer and who can serve it obviously. Then we randomly
choose one of these depots to assign the customer. We first
check the feasibility of this assignment, if the capacities of the
depot allow this assignment, it is done, if not, we choose
another deposit, and so on.

3) Routing: the sweep algorithm: The sweep algorithm
belongs to the Cluster First - Route Second family. It begins
by assigning to customers angular coordinates related to
depot, and then scanning in the direction of increasing
coordinates. In our paper, to order customers, we do not assign
them polar coordinates, we use the order generated in the
grouping phase.

Customers are added successively to a vehicle route
following this order, and as soon as the capacity of the vehicle
is reached, a new vehicle route is created and the process is
repeated until all customers have been swept. Then, when all
routes are formed, we execute the next phase.

4) Improving: the farthest insertion heuristic: After the
construction is finished, routing costs can be reduced using a
route improvement algorithm. In our improvement method,
before validating a change, we must verify that the capacity of
the vehicles performing the tours processed is respected in all
points and that the change brings a gain in the cost of the
solution.

In the FI heuristic, a route is constructed by progressively
adding a customer one at a time until a complete route is
formed. The part of the route that is already built remained
unchanged during the tour construction process. The FI
heuristic start with a route of two customers those are located
farthest to one another. Then, an unvisited customer that is
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farthest to the route is selected. This customer is inserted
between two consecutives customers that result in minimum
increase of route cost.

Customers | 5 | 2 10|14 | 9 |11 |12| 3 |6 |7 | 4| 8 |13
Depots 112122 |1|2}|2|2|1|1|1})1)]2]|2
Vehicles 2|13 |5|4|2|5|5|3|2|1|2]|1|4]3

Fig. 3. Chromosome Representation.

customers [ 1 [ 23] a[s]e]7]8]o]10f11]12]13]14]
Depots 112
lGrouping

Customers | 7 | 4 |12| 8 | 5 |11 |10 3 | 6 | 2 |14| 9 |13 | 1
Depots 11222 |1|2|2|2|1|1|1|1})2]2

JL Routing : Sweep algorithm

Customers | 2 | 6 |14| 5| 9 |7 |8 |13|10| 1|4 |12] 3 |11
Depots 1|1 |1 1)1 |1Q2)|2|2|2|2|2|2])2
Vehicles 11| 1)2|2|2§3|3|4|4|4|5]|5]|5

JL Improving : Farthest Insertion Heuristic

Customers 14| 6 | 2 | 9| 7 |58 |13|4|1|10|11|12]| 3
Depots 1111|112 |2|2|2|2|2]|2]2
Vehicles 1|1|1)2|2|2)3|3|4|a4|4|5|5]|5

Fig. 4. Initialization of Gas.

(o)
o W
/ o
° ; L
/ 0.
\‘_ - : ) -~ Q Customer
0\'\‘ o Nearest depots
o o ‘ o D Other depots
N
(o]
o]

Fig. 5. The K-Nearest Depots Heuristic.

C. Fitness Function

Fitness function represents the method for the evaluation of
individuals. Since each generated chromosome is a feasible
solution, and our function combines route length with other
parameter, that is the number of required vehicles, the fitness
value of each chromosome is then calculated with weighted
sum of all parameters [27]. This method requires adding the
values of fitness functions together using weighted coefficients
for each individual objective. That is, our multi-objective MD-
VRPSDP-IR is transformed into a single-objective
optimization problem, where the fitness function F(x) of an
individual x is returned as:

-1

F(x) = 1+(Wd-a-ZDk+WR-B-|R|)
kER

where D; = z z dl-]-xikj
iev jev

w, and wy are weight parameters associated with the total
traveled cost of all vehicles and the number of required
vehicles, respectively. The weight values of the parameters
used in this function were established empirically.
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Customers | 7 6 1 8 5 4 2 3
Depots 1 2 2 2 1 2 2 2

P1

p2 Customers | 3 6 4 8 2 7 5 1
Depots 2 1 2 2 1 1 2 1

7 6 1 3 4 8 2 5

Offspring 1 2 2 2 1 2 1 2
Routing
v Improving
7 6 1 3 8 2 5

Offspring | 1 ] 2 |2 |2 |1]|2]|1]2

Fig. 6. Example of the 1X Crossover.

D. Parent Selection and Crossover

Parent selection is performed through a binary tournament,
which twice randomly chooses two individuals from the
population, and keeps the one with the highest value of fitness.
This process is repeated until the required number of
individuals is obtained.

In this paper, we use the One Point Crossover (1X). The
crossing operator is applied just on the first two range of the
chromosome; those of customers and depots, as shown in
Fig. 6. Afterwards, routing and improving procedures are
applied to the offspring to build the routes for each depot. To
build the offspring, we first start with the row of customers; the
first part of the first parent is copied, and then the elements of
the second part of this parent are reordered in the order of
appearance they have in the second parent. Afterwards, the
allocation of customers to depots is done by respecting the
depots capacities; for each client, we first check if it can be
assigned to its initial depot (in the first parent), otherwise we
choose another nearest depot, and so on.

E. Mutation

The mutation operator plays the role of a disruptive
element; it explores a wider search space and allows
maintaining the diversity of the next population, avoiding the
algorithm to converge too quickly towards a local optimum.
We employed the Swap mutation, which we applied as an
intra-depot mutation that involves a single depot. Swap
mutation is simple; it consists of randomly taking two genes (2
customers) from the chromosome and swapping them. If the
offspring is not feasible, it is deleted.

V. COMPUTATIONAL RESULTS AND DISCUSSIONS

This section describes computational experiments carried
out to study the performance of the proposed GAs. The
algorithm is coded in C and run on a laptop computer with an
Intel Core i7 2.9 GHz processor with 8 GB RAM, under the
operating system Windows® 7. First, we compare the
performance of GAs, which have the best results will be used
in the tests that follow. Then, to validate the MILP model for
the MD-VRPSDP-IR proposed in this paper, we compare our
GA results with those obtained by CPLEX, for a small
instance, through an illustrative example. To assess the
effectiveness of the best GA, it is tested on its special case
MD-VRPSDP, since we did not find reported results for MD-
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VRPSDP-IR. For this, we assume that depot capacities are
infinite. And then we compare results obtained by the best GA
with [21] and [23] for which there are reported results for the
MD-VRPSDP, and are using the same data.

A. Benchmarks

For the numerical experiments, we adopt the data set
provided by [21] as the tested instances. It includes 22 problem
instances (2 to 5 depots, 50 to 249 customers) generated from
11 benchmark problems of [28] (the first 8 ones are provided
from [29] and the last 4 ones from [30]). The 22 problem
instances are partitioned as sets X and Y based on the
difference of deliveries and pickups.

We use the method proposed by [21] and used by [23] for
splitting the original demand into pickup and delivery
demands. Let x; and y; denote the coordinates of customeri,
and let D™ denote the demand for customer i in the original
problem. The distance matrix is generated using the original
coordinates and is calculated with Euclidean distance.
However, D" is split into delivery demand D; and pickup
demand P; as follows:

D;=7,xD"" and P;=(1-1)xD?
, <xi }’i>
where 1; =min|{—,—
Vi Xi

In this way, set X of 11 instances is generated. The other
set Y, likewise with 11 instances, is generated by exchanging
the pickup and delivery demands in problem instances of set X.
The basic characteristics of instances are shown in Table 1.

In addition to these characteristics, we will need the storage
capacity SD of products to be delivered and the storage
capacity SP of the collected products, for each depot and each
instance. The SD and SP values used are created by ourselves
and are compatible with the instance characteristics and the
conditions of the problem. We assume that the values of SD
and SP are equal for all the depots of the same instance.
Depots’ information is as Table 2 shows.

TABLE I. BAsIC CHARACTERISTICS OF DATA SETS FOR THE MD-
VRPSDP
N° Inst. n d Q Depot coordinates
GJ1 50 |4 80 | (20,20), (30,40), (50,30), (60,50)
GJ2 50 |4 160 | (20,20), (30,40), (50,30) , (60,50)
GJ3 75 |5 | 140 | (40,40), (50,22), (55,55) , (25,45) , (20,20)
GJ4 100 | 2 100 | (35,20), (35,50)
GJ5 100 | 2 200 | (15,35), (55,35)
GJ6 100 | 3 100 | (15,20), (50,20) , (35,55)
GJ7 100 | 4 100 | (15,35), (55,35), (35,20) , (35,50)
GJ8 249 | 2 500 | (-33,33), (33,-33)
GJ9 249 | 3 500 | (70,0), (-50,60) , (-50,-60)
GJ10 249 | 4 500 | (75,0), (0,75) , (-75,0), (0,-75)
GJ11 249 | 5 500 | (70,0), (40,-80) , (40,80) , (-60,20) , (-60,-20)

n: number of customers, d: number of depots, Q: vehicle capacity

115|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

TABLE I1. DEPOT’S INFORMATION
N° Inst. SD SP N° Inst. SD SP
GJ1X 120 85 GJ1Y 85 120
GJ2X 120 85 GJ2Y 85 120
GJ3X 170 120 GJ3Y 120 170
GJ4X 440 320 GJaY 320 440
GJ5X 440 320 GJ5Y 320 440
GJ6X 290 215 GJeY 215 290
GJ7X 215 160 GJ7Y 160 215
GJ8X 3050 3100 GJ8Y 3100 3050
GJ9X 2040 2070 GJoY 2070 2040
GJ10X 1530 1550 GJ10Y 1550 1530
GJ11X 1220 1240 GJ11Y 1240 1220

B. Parameter Settings

First, we employ GJ1X instance to determine the
appropriate number of iterations (Nbr_lIter) and population size
(Pop_Size) for GAs, we test combinations:

Popsize = {50,100, 150,200}
Nbr_Iter = {300,500,1000,5000}

Results of several iterations are summarized in Table 3. For
each combination, we run the program 30 times, the best
objective function value and the average of all objective
function values are summarized in column | and Il
respectively. The computation time is given as average CPU
times (s).

From these results, considering objective function values,
the best solutions are given by the combination 500-5000
(Pop_Size-Nbr_Iter) as well as by the combination 200-300.
However, combination 200-300 is preferable when considering
also CPU time; it has a much less important CPU time than the
combination 500-5000. Therefore, we use the combination
200-300 for Instances GJ1 to GJ7 and the combination 500-
5000 for instances GJ8 to GJ11.

The other parameters used in GAs are crossover rate
p. = 0.7 and mutation rate p,,, = 0.01. To obtain these values,
we proceeded in the same way as for the population size and
the number of iterations; we test combinations of p, =
{0.5, 0.6, 0.7, 0.8} and p,, = {0.01, 0.05, 0.1}, the same
instance GJ1X is employed to test them by changing the value
of one parameter while keeping the other fixed. These values
are then used in all other tests.

C. Experiments and Results

1) Comparison of GAs performances: A computational
study is carried out to compare GAL with random assignment
of customers to depots, GA2 using the K-ND heuristic and
GA3 which assign customers to the nearest depot. Table 4
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reports the best solutions for the MD-VRPSPD-IR. To obtain
the routing cost (Routing $) without taking into account the
cost of using vehicles, we set the conversion factors at o=1
and B=0. After, we calculate the total transportation cost
(Trans $) considering the number of used vehicles using the
conversion factors a=1 and f=100, as follows:

Trans $ = (a * Routing $) + (B * Nbr of Vehicles)

By comparing the routing costs, we find that the results
given by GA1 are very high, and therefore are not competitive
with those of GA2 and GA3. As for CPU time, it undergoes an
insignificant change. GA2 gives better results than GA3 (in
most cases). GA2 is also preferable when considering the
number of required vehicles; it is usually smaller for GA2 than
for GA3. We opted for a weighted sum of the routing cost and
the number of used vehicles to compare the performance of
GAs. It is found that the performance of GA2 is superior to that
of GA3 in terms of total cost of transportation within nearly
equal average computational time. The best solutions generated
by GA2 are much better than those generated by GA3, this is
due to the fact that GA2 incorporates the K-ND heuristic,
which affects customers to depots taking into account the
depot-customer distances, but also leaves a side of random. If
we assign customers to the nearest depot, the assignments will
always be the same for a given instance, and this will decrease
the performance of the algorithm because it prevents it from
exploring more, and thus excludes much solutions.

TABLE Ill.  COMPUTATIONAL RESULTS FOR COMBINATIONS OF
POPULATION SIZE AND NUMBER OF ITERATIONS.

Pop_Size Nbr_Iter | 1 CPU
50 300 382 419 0,12
100 300 386 407 0,13
150 300 377 399 0,13
200 300 355 388 0,16
50 500 396 414 0,17
100 500 373 410 0,18
150 500 383 400 0,16
200 500 382 398 0,20
50 1000 393 410 0,23
100 1000 389 408 0,24
150 1000 370 395 0,26
200 1000 364 397 0,31
50 5000 391 418 0,75
100 5000 376 401 0,86
150 5000 371 393 0,98
200 5000 352 383 1,52
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TABLE IV.  COMPARISON OF GAS PERFORMANCES FOR MD-VRPSDP-IR
GAl GA2 GA3
Instance Total $ Routing$ | Nbr_Veh | CPU | Total $ Routing$ | Nbr_Veh | CPU Total $ Routing$ | Nbr_Veh | CPU
GJ1X 1309 509 8 035 | 1079 279 8 0,35 1189 389 8 0,45
GI2X 721 321 4 0,37 | 565 165 4 0,28 605 205 4 0,41
GI3X 1336 536 8 0,38 | 1020 220 8 0,32 1337 437 9 0,35
GI4X 2839 1639 12 0,44 | 2494 1294 12 0,36 2520 1320 12 0,41
GI5X 1539 939 6 053 | 1308 708 6 0,42 1334 734 6 0,42
GI6X 2623 1423 12 0,44 | 1974 874 11 0,41 2223 1023 12 0,49
GITX 2559 1359 12 0,45 | 1981 781 12 0,38 2156 956 12 0,41
GI8X 6487 4587 19 3,04 | 5417 3517 19 3,15 5374 3474 19 3,19
GI9X 6327 4427 19 3,06 | 4895 3195 17 2,85 5295 3395 19 3,06
GJ10X 6258 4358 19 3,01 | 4905 3005 19 3,28 5282 3382 19 3,17
GJ11X 6059 4159 19 2,93 | 4707 2907 18 3,11 5199 3299 19 3,38
Average 3460 2205 12,5 1,36 | 2759 1540 12,2 1,36 2956 1692 12,6 1,43
GILY 1346 546 8 0,42 | 1083 283 8 0,37 1105 405 7 0,39
GJ2Y 734 334 4 0,35 |548 148 4 0,29 613 213 4 0,36
GI3Y 1354 554 8 0,35 | 1039 239 8 0,45 1367 467 9 0,37
GI4Y 2858 1658 12 0,37 | 2486 1286 12 0,38 2528 1328 12 0,39
Gl5Y 1587 987 6 043 | 1302 702 6 0,33 1341 741 6 0,42
GJeY 2695 1495 12 0,39 |1935 835 11 0,41 2217 1017 12 0,46
GI7Y 2472 1272 12 041 |1993 793 12 0,42 2176 976 12 0,63
GI8Y 6451 4551 19 2,91 | 5389 3489 19 2,89 5388 3488 19 3,37
GI9Y 6389 4489 19 2,92 | 4878 3178 17 2,97 5355 3355 20 3,43
GJ10Y 6312 4412 19 3,04 | 4860 2960 19 3,24 5287 3387 19 2,96
GJ11Y 6204 4304 19 2,97 | 4711 2911 18 3,19 5186 3286 19 3,42
Average 3491 2237 12,5 1,32 | 2748 1529 12,2 1,36 2960 1697 12,6 1,47
It is very important to note that the value assigned to the i
conversion factor B is set arbitrarily to 100 (a small value) just et .8 o2
to show that the number of required vehicles in each solution is o
as important as the routing cost, and may even be larger when e
the value of B increases, which is the case in reality. That said, s 6 o2
when the value of B increases, it directly and significantly o2 e
affects the total cost of transportation. You can easily notice hid °
that if we increase the value of the conversion factor J, the o2 s
results will switch quickly to a much higher performance for * ce 05
GAZ2 than for GA3, because in most instances, GA2 uses fewer 1 cio
vehicles than GA3, which proves the efficiency and strength of * o ‘
the developed K-ND heuristic. 1 jre.
2) Comparison with CPLEX: We use an illustrative Joustomers
example, with 2 depots and 12 customers, to compare the ; v m wm @ @ @
results obtained by CPLEX with those of GA2. Location of _ )
depots and customers and delivery and pick-up demands of Fig. 7.~ Locations of Depots and Customers.
customers are shown in Figs. 7 and 8, respectively. e
Vehicle capacity is set at 80 and depot capacities are set at 30 30 28
SD_1=SD_2=100 and SP_1=SP_2=50. To obtain the routing
cost, conversion factors are set at o=1 and f=0. Results are » 2
summarized in Table V and illustrated in Fig. 9. Four vehicles 220 = 19 = Deliver
served 12 customers, 2 for each depot. § 15 13 14 y
We can easily notice that the results obtained by the 10 s 75 2 5 7
algorithm developed in this paper are very close to the optimal = =] —I A3 i
value obtained by CPLEX solver, which uses branch and I —I 1
bound algorithm for _solving MILP r_nodels._ In addit_iqn, the 1234 %6 7.8 9101112
proposed algorithm gives better solutions within significantly
shorter time frame. Fig. 8. Delivery and Pickup Demands of Customers.
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Depots
[e]

Customers
4

0 10 20 30 40 50 60

Routes for solution obtained by CPLEX

Fig. 9.
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3) Computational results and performance analysis: The
objective is to minimize the weighted sum of the travel
distances and the number of required vehicles. We assume that
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Ilustration of Results for Instance with 2 Depots and 12 Customers.

transportation cost, we set conversion factors a equal to 1 and
B equal to 100. Results are reported in Table 6.

Unlike the results obtained for the MD-VRPSDP-IR, and
by comparing the routing costs, we find that GA3 gives better
results than GA2 (in most cases). However, GA2 is preferable
when considering the number of required vehicles.
Consequently, the performance of GA2 remains higher to that
of GA3 in terms of total cost of transportation, even though its
routing cost is slightly worse than that of GA3.

depot capacities are infinite. To calculate the total
TABLE VI. GA2 AND GA3 PERFORMANCES FOR MD-VRPSDP
GA2 GA3
Instance Total $ Routing $ Nbr_Veh CPU Total $ Routing $ Nbr_Veh CPU
GI1X 1206 406 8 0,36 1273 373 9 0,39
GI2X 531 131 4 0,36 625 125 5 0,31
GI3X 1254 454 8 0,38 1446 446 10 0,41
GJax 2054 854 12 0,41 2102 902 12 0,47
GI5X 1315 715 6 0,42 1427 727 7 0,36
GI6X 2398 1098 13 0,39 2475 1175 13 0,42
GITX 2092 892 12 0,43 2331 1031 13 0,43
GI8X 5406 3506 19 2,76 5451 3451 20 2,82
GI9IX 5332 3332 20 2,79 5216 3216 20 2,87
GJ10X 4778 2878 19 2,77 4861 2861 20 32
GI11X 4221 2321 19 2,85 4272 2272 20 3,82
Average 2781 1508 12,7 1,27 2862 1507 135 1,41
GJ1Y 1052 352 7 0,37 1309 409 9 0,36
GJ2Y 539 139 4 0,34 629 129 5 0,37
GJ3Y 1219 419 8 0,45 1457 457 10 0,37
GlaY 2032 832 12 0,38 2325 1125 12 0,42
GIsY 1338 738 6 0,42 1415 715 7 0,38
Gl6Y 2197 997 12 0,38 2251 951 13 0,38
GJ7Y 2025 825 12 0,45 2319 1019 13 0,39
GJ8Y 5417 3517 19 2,82 5471 3471 20 2,87
GJ9Y 5395 3395 20 2,95 5316 3316 20 2,73
GJ10Y 4883 2983 19 2,92 4881 2881 20 3,95
GJ11Y 4377 2477 19 3,59 4412 2412 20 3,05
Average 2770 1516 125 1,37 2890 1535 135 1,39
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TABLE VII. COMPARISON OF THE AVERAGE RESULTS FOR THE MD-VRPSDP
Salhi and Nagy (1999) Gajpal and Abad (2009) GA2
Instances Total $ Routing $ Nbr_Veh | CPU Total $ Routing$ | Nbr_Veh | CPU Total $ | Routing$ | Nbr_Veh | CPU
GJ1X 2074 674 14 0,2 - 541 - 0,08 1206 406 8 0,36
GJ2X 1196 596 6 2,3 - 492 - 0,08 531 131 4 0,36
GJ3X 2034 734 13 15 - 638 - 0,26 1254 454 8 0,38
GJ4X 2993 1193 18 1,6 - 932 - 0,61 2054 854 12 0,41
GJ5X 1909 909 10 26,5 - 751 - 0,62 1315 715 6 0,42
GJ6X 2854 954 19 0,7 - 886 - 0,6 2398 1098 13 0,39
GJ7X 2573 973 16 15 - 878 - 0,6 2092 892 12 0,43
GJBX 8326 5326 30 52,2 - 3751 - 9,56 5406 3506 19 2,76
GJ9X 7026 4426 26 150 - 3398 - 9,47 5332 3332 20 2,79
GJ10X 7546 4446 31 157 - 3311 - 6,5 4778 2878 19 2,77
GJ11X 7423 4323 31 40,5 - 3263 - 9,42 4221 2321 19 2,85
Average 4178 2232 19,5 39,5 1713 34 2781 1508 12,7 1,27
(33.4%)° | (12.0%)° | (34.9%)°
GJ1Y 1814 614 12 0,2 - 541 - 0,08 1052 352 7 0,37
G2y 1019 519 5 0,3 - 492 - 0,08 539 139 4 0,34
GJ3Y 2137 737 14 14 - 638 - 0,26 1219 419 8 0,45
G4y 2962 1162 18 1,7 - 932 - 0,63 2032 832 12 0,38
GJsY 1712 912 8 26,5 - 751 - 0,36 1338 738 6 0,42
GleY 2603 1003 16 31 - 886 - 0,61 2197 997 12 0,38
Q7Y 2573 973 16 15 - 878 - 0,61 2025 825 12 0,45
GJ8Y 5504 4804 7 24,7 - 3751 - 9,6 5417 3517 19 2,82
GJI9Y 7601 4501 31 278 - 3398 - 6,54 5395 3395 20 2,95
GJ10Y 7083 4183 29 359 - 3311 - 9,6 4883 3983 19 2,92
GJ11Y 7457 4357 31 40,5 - 3263 - 6,57 4377 2477 19 3,59
Average 3860 2160 17,0 14,9 1713 3.2 2770 1516 12,5 1,37
(28.2%)° | (11,5%)° | (26.5%)°

# The total transportation cost obtained from Salhi and Nagy (1999) improved by GA2

® The routing cost obtained from Gajpal and Abad (2009) improved by GA2.

© The number of required vehicles from Salhi and Nagy (1999) improved by GA2.

Table 7 reports the results obtained by existing heuristics
and GA2 for MD-VRPSDP. In the previous results, those of
Gajpal and Abad (2009) are better.

The results show that the performance of the algorithm
developed in this paper is better than the performance of
previous algorithms. For the instances X, Table 7 shows that
our proposed algorithm improves the average value of Gajpal
and Abad (2009) by 12% and for the instances Y, the
improvement is 11.5%. And the results, of the number of
required vehicles, obtained by GA2 further improve the
average values of Salhi and Nagy (1999) by 34.9% and 26.5%
for instances X and Y, respectively. It should be noted in
particular that the CPU time is considerably much less
compared to existing heuristics; an improvement of more than
85% is observed. Considering these results and CPU times, it
can be stated that, the proposed hybrid GA perform well and
find good solutions very efficiently. Finding adequate (good
enough) solutions in a short time frame is the ultimate goal of
GAs, even when the problem size is growing.

VI. CONCLUSION

MD-VRPSDP-IR is important and practical given the need
for integrating forward and reverse flows of material. It is an
extension of the VRPSDP which is not yet addressed in the

literature. It is a more complicated problem, considering that it
needs to tackle multiple depots, inventory restrictions and the
VRPSDP problem simultaneously. The considered objective is
to minimize the total transportation cost due to the weighted
sum of the total distance traveled and the cost related to the
number of required vehicles, as mentioned in Section 3 after
introducing MD-VRPSPD-IR and its  mathematical
formulation.

This study contributes to the VRPSDP field by providing
an efficient hybrid GA that provides good solutions in a short
time frame for MD-VRPSDP-IR. Our contribution in this
paper is that we developed a new method, the K-ND heuristic,
to assign customers to depots, and we compare its
performances with those obtained by the random assignment as
well as by the assigning customers to the nearest depot. The
proposed algorithm embeds, for each depot as a sub-problem,
the Sweep algorithm to construct routes and the Farther
Insertion heuristic to improve the solution. Details of the
integrity of the proposed method were given in Section 4.

The efficiency of our newly developed heuristic is attested
by performance evaluation of the proposed algorithm with
computational experiments for MD-VRPSDP-IR and MD-
VRPSDP. Moreover, according to the results obtained by
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CPLEX, for a small instance, it can be concluded that the
proposed Hybrid GA both performs well and is efficient, and
gives good and feasible solutions.

Further studies may explore more procedures for assigning
customers to depots such as assignment through urgencies
which assigns the customers with highest urgency first, that is a
way to define a precedence relationship between customers.
This work has also to continue testing and comparing other
construction and improvement heuristics such as Petal method.
Other topics for future work are to include a new crossover and
mutation operators, with flexible rates, that will fit more with
the nature of the studied problem. Additionally, the proposed
method may be applied to a real world routing problems with
simultaneous pick-up and deliveries with inventory restrictions.
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Abstract—Advice seeking and knowledge exchanging over the
Internet and social networks became a very common activity.
The system proposed in this work aims to assist the users in
choosing the best possible advice and allows them to exchange
advice automatically without knowing each other. The approach
used in this work is based on a newly proposed dynamic version
of the hidden metric model, where the distance between each
couple of users is computed and used to represent the users in a d
dimensional Euclidean space. In addition to the position, a degree
is also assigned to each user, which represents his/her popularity
or how much he/she is trusted by the system. The two factors,
distance and degree, are used in selecting advice providers. Both
the positions of the users and their degrees are adjusted
according to the feedback of the users. The proposed feedback
algorithm is based on a Bayesian framework and has a goal of
obtaining more accurate advice in the future. The system
evaluated and tested using simulation. In the applied experiment,
the mean square error was measured for different parameters.
All parts of the experiments are performed on a varying number
of users (100, 500 and 1000 users). This shows that the system can
scale to a large number of users.

Keywords—Recommender system; hidden metric; advice;
Bayesian framework

I.  INTRODUCTION

We are continuously faced with choice making problems in
our professional and daily lives. For example, which
conference to submit a given paper, which doctor to visit to
treat a certain health problem; which school should our
children attend, or even more simply, what kind of shoes or
clothes should we buy for the season! Faced with such choices,
we often turn to our acquaintances, whether real or virtual, for
information and advice. We consult our family members and
friends or seek information and advice on forums and mailing
lists. In doing so, we select individuals who are more likely to
give us the best advice, because of their knowledge about the
subject matter, but also because we trust their intentions. Once
we have the opinions of many individuals, we filter those that
seem trustworthy and make our decision based on them.

Experience shows that seeking advice in the traditional way
takes effort and time, and we are not out of risk of making a
bad decision because of bad advice. The problem addressed in
this work is to automatize the advice seeking and filtering
process by a system that can be used over the Internet or
mobile phones. The typical use case is that a user initiates a
request for an advice to the system. The system selects a
number of users to whom the request is sent. Then, advice is
formulated by combining the replies given by the advice
providers into one advice. Then, this advice is sent back to the
advice seeker who initiated the request.

Several issues need to be addressed in order to achieve this
goal. First, how to represent the request for advice? Second, to
whom should the request sent? Finally, how to synthesize a
final advice from all the advices received? In this work, a
system is proposed that helps the user in seeking and filtering
advice in an intelligent way. The approach used is based on the
hidden metric model, which procures the system with the
structure of a complex network. First, an initial distance
between each couple of users is computed based on their
profiles and used to assign positions to them in a Euclidean
space. A proposed seeking algorithm is applied in order to
select the users that would receive the advice request. A
filtering algorithm combines the replies given by the advice
providers into one advice and sent it back to the advice seeker.
A feedback algorithm that updates the positions of the users
penalizes ill-behaved users and rewards active users. These
changes are decided based on a Bayesian framework.

Il. RECOMMENDER SYSTEMS

Seeking advice can be processed through different
information processing systems such as Recommender
Systems. Recommender Systems are defined as information
processing systems that provide suggestions for users by
gathering various kinds of data using special tools and
techniques. Deshpande and Karypis in [2] define a
recommender system as a technique that filters personalized
information in order to predict whether one user will like one
item.

Recommender systems have a significant role in many
famous websites such as Amazon, and Netflix. Methods and
techniques of recommender systems can be used for the
automation of advice seeking and filtering process. Data that
are used by the recommender systems usually refers to items
and users who will receive recommendations, where items are
the entities that are suggested to users [1]. Basically,
recommender systems consist of three important parts:
background data, input data, and a special algorithm that
gathers background and input data to build recommendations.
Background data refers to knowledge that a system has before
starting recommendation process. Input data are data provided
by users to obtain recommendations.

The main approaches used to combine background and
input data can be categorized as collaborative filtering
approach, content-based approach [2,3], and hybrid approach
[4,6,7]. Hybrid approach is a combination of collaborative and
content-based techniques where the combination process can
be performed in different forms.
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A. Content-Based Approach

In content-based approach, system aims to predict similar
items to the previously liked by the user [4,5,6]. The measure
of similarity relies on the features associated with each item.
Recommendation process in content-based approach works by
matching features of user profile with features associated with
each item where user profile is built by analyzing a group of
documents and/or descriptions of items that the user rated
before. User profile is considered as a structured representation
of user preferences that relies on the features associated with
item rated by this user [7]. Accuracy of user profile reflects
interests of that user and as a result, recommendations would
be more effective. Accurate recommendations can have an
influence on the behavior of user to access information [9,10].
For example, recommender systems would filter searching
results in order to determine if the user will like a certain web
page or not. The predictions of items in content-based
approach are made in three steps. Each step is directed by a
separated component; content analyzer, profile learner, and
filtering component [11,12].

B. Collaborative Filtering Approach

Collaborative filtering is a very common approach of
recommender systems [2,3,4,5,6,7,9,10,11,12]. It is considered
as a knowledge dependent approach as it depends on the
knowledge about what other users like in the past not only
what the user himself liked in the past. The system
recommends items that are interesting to users with similar
taste, this similarity is calculated based on users ratings in the
past. Collaborative filtering approach has two main classes;
neighborhood-based and model-based approaches [9,14].

I1l. PROPOSED SYSTEM

The system proposed in this work allows the users to
exchange advice automatically, without knowing each other.
Upon receiving an advice request, the system selects
automatically the users to whom this request is sent. It then
combines the replies from these users and sends it back to
advice seeker. The feedback from the users is used to improve
the performance of the system and provide better
recommendations to the advice seekers. The approach used in
this work is based on a newly proposed dynamic version of the
hidden metric model [13].

A. Protocol

The users of the system can play either two of the following
roles:

e Advice seeker: This is the user that initiates the
interaction by sending a request for advice to the
system.

e Advice provider: Who is a user selected by the system
to answer to a request for advice.

The system is a centralized agent that manages the
interactions between the users. Fig. 1 shows interaction phases
between the system, advice seeker and advice providers. The
protocol for using the system is as follows:

Vol. 10, No. 2, 2019

Advice Seeker System
Providers

send advice request

: choose set of users

forward advice request

send advice reply

: combine replies

send the final advice reply send the final advice reply

Fig. 1. System Interaction.

Advice Request

‘ 1- Domain of Question: .................

| 2- Background Information: ...........

3- QUESHION: i

4- Choices:

2

b)

©

Fig. 2. Advice Request Form.

Advice Reply

| 1- Choices: (Suggested Order)

,b)

a)

c)

2-Comments: i

Fig. 3. Advice Reply Form.
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1) The advice seeker sends a request of advice to the
system with a format as in Fig. 2. Where the users selects from
a pre-specified set of domains of questions. This tag helps the
system make a better choice of the advice providers.
Background information is a text explaining the situation of
the user and any relevant information that may help the advice
providers to give a more helpful advice. Choices are a list of
the alternatives that is available to the user. A choice list
format is somewhat restrictive, but it can be efficiently
handled computationally.

2) The system chooses a set of users, the advice providers,
to whom the request is sent.

3) Each user who receives a request for advice can either
refuse to participate or send a reply with a format as in Fig. 3.
Where the list of choices initially in the advice request ordered
as seen fit by the advice provider. Comments allow the user
provide any useful information for the advice seeker.

4) The system collects the replies from all users and
combines them to obtain a reply that is sent to the advice
seeker as well as the advice providers. The replies of the
advice providers are also made available to all participating
users. The advice seeker and providers have access to the
comments sent by each user. The users of the system can give
two types of feedback:

a) An advice seeker can specify the choice he made and
his/her opinion about this choice, which for simplicity is
assumed to be either positive or negative.

b) Any user who interacts with another user can give a
feedback about him/her. This feedback can be either positive
or negative.

B. Internal Representation

The system contains initially n users. The initial distance
between each couple of users is computed based on their
profiles [15]. Multidimensional scaling [17] is then used to
assign locations to the users in a d dimensional Euclidean
space. The dimensionality d is chosen so that the Euclidean
distance between the users is as similar as possible to the
distance computed from profiles. In addition to the position, a
degree k; is also assigned to each user. When a user i initiated a
request for advice a set of users is selected to send advice
reply. Two factors participate in selecting advice providers:
their distance (dissimilarity) [16] from the advice seeker and
their degree, which represents their popularity, or how much
they are trusted by the system. These two factors are updated
based on feedback from the users.

The seeking algorithm automatically filters users with bad
reputation from providing advice. This is done thanks to the
degree parameter. The filtering algorithm then combines the
replies given by the providers into one advice that is sent back
to the advice seeker. There are many ways in which the
rankings given by the provider can be combined as weighted
vote and simple vote. The feedback from the system users is
used to update their positions and also penalize malicious
advice providers. Updating the position has as a goal obtaining
a more accurate estimation of the preferences of the user, so
that future advice requests will be sent to more relevant
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providers. Adjusting the degree of the user according to his/her
acceptance rate is necessary to avoid overloading or under-
loading users with requests. Finally, Penalizing malicious users
allows the system to direct requests to only serious users who
can provide useful advice. The first task of the system is to
translate this feedback to a dissimilarity measure between user
i and the advice providers. If the feedback is positive, the
providers who recommended the choice have more similarity
to the provider than those who did not recommended it. The
situation is of course reversed if the feedback is negative. The
degree is updated in two cases:

1) When a user accepts or refuses a request for advice.

2) When a user gives a feedback, positive or negative,
about another user.

The user degree reflects his/her willingness to provide
advice to other users; hence it must adjust to reflect the
decisions of the user.

IV. SYSTEM EVALUATION

The behavior of the proposed model studied using
simulation. In fact, the applied simulation aims to estimate the
performance of the system algorithm and to locate any
weaknesses in the proposed system and helps to test system
actions even when the number of user is huge. Also, system
simulation helps to understand why a particular event happens,
and so we can re-simulate the same event with different
parameters. The simulation model used in this work is similar
to some extent to the model used in [8].

A. Simulation Model

The simulation performed on different number of users and
with a different number of iterations. As the program starts,
users instances and resources created. Users’ hidden
preferences are distributed as uniform distribution. Bernoulli
distribution is used to simulated whether the user will seek an
advice or not, and power law to generate the hidden degree of
each user. Each user assigned a degree where the degrees of
users are fixed at the first iteration of the system. Furthermore,
users also assigned a probability to send an advice request,
which is fixed also in the first iteration, and a list of user
experience that represents his experience towards the used
resources in the system.

B. Experimental Settings

The simulation performed on different number of users and
with a different number of iterations. As the program starts,
users instances and resources created. Users’ hidden
preferences are distributed as uniform distribution. Bernoulli
distribution is used to simulated whether the user will seek an
advice or not, and power law to generate the hidden degree of
each user. Each user assigned a degree where the degrees of
users are fixed at the first iteration of the system. Furthermore,
users also assigned a probability to send an advice request,
which is fixed also in the first iteration, and a list of user
experience that represents user’s experience towards the used
resources in the system. In the next step, system iterations start
where users with high probability are able to send an advice
request more than others. However, users with low probability
choose one of the existing resources randomly where this
resource is added to user’s list of experience.
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When a user is able to sends an advice request, the advice
request is formulated. In order to formulate an advice request, a
number m of resources are chosen such that one of these
resources has been used before where the other resources are
not used. After that advice request is sent to similar users in the
system. Similarity between users is calculated where each user
is assigned a weight. Then a random number is generated and
compared with sum of the weights of users to decide which
user will reply. Users can provide a reply for advice otherwise
this user is ignored. After that users replies are stored in order
to formulate the final reply that would be sent to the initiating
user.

When a user receives an advice request, user’s list of
experience and utilities are checked to determine whether
he/she liked the resources listed in the request or not. If a user
like one resource he/she gives a vote to this option. The
formulation of the final reply is done by counting number of
votes for each choice. Then choices are ordered in ascending
order. When the initiating user receives the final reply, the
system is provided with positive or negative feedback.
Providing the system with feedback is the main factor to
improve the system in learning process. Based on the provided
feedback users positions on the system are updated. The
described iterations are repeated many times up to 10,000
iterations. Finally, the experiment is applied in order to
measure system performance.

C. Performance Measures

In order to evaluate how the proposed algorithm behaved,
the mean square error is calculated. Using mean square error
we can measure the ability of the proposed algorithm to group
users with similar preferences and estimate the distance
between the provider and the users. Furthermore, the average
minimum utility is used to measure whether users gained the
best resources or not.

V. EXPERIMENTAL RESULTS

Three experiments performed on the system for evaluation.
Each experiment done on two parts. The goal of the first part is
to show that if the distance is 100% accurate then the system
can find the real distances. In order to apply the measurement,
mean square error is calculated. In the second part we aim to
measure the average minimum utility of system users and
analyze whether it is decreasing or not. All parts of the
experiments performed on varying number of users (100, 500
and 1000 users).

A. First Experiment

The parameters used to perform this experiment are 100
users and 300 resources where the system executed 1000
iterations on the data. The mean square error decreases as the
number of iterations increases which means that users positions
(users preferences) in the system are changing towards the best
position. Fig. 4 and Fig. 5 show average (mean) error and
average minimum utility of this experiment. The experiment
shows that average minimum utility is decreased as the number
of iteration increase. This fact shows that users gained the best
resources for their preferences.
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B. Second Experiment

In the second experiment, the humber of users increased to
500 users where recourses also increased to 800 and iterations
performed 5000 times. Fig. 6 and Fig. 7 show average error
and average minimum utility of the second experiment. Results
show good results for average error and average minimum
utility which very close to zero as in the first experiment.

C. Third Experiment

A big number of users (1000 users) tested with 800
resources and 10,000 iterations. Fig. 8 and Fig. 9 show average
error and average minimum utility of the third experiment.
Results were similar to previous experiments. This proves that
the system can scale to a large number of users.
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Fig. 6. Average Error-Experiment 2.
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VI. CONCLUSION AND FUTURE WORK

The proposed model aims to support efficient, fast, and
accurate advice seeking system. The approach used in this
work is based on a dynamic version of the hidden metric model
where the distance between each couple of users is computed
and presented in a d dimensional Euclidean space where the
result of this step is a set of positions of system users. Results
show that when users seek advice from other users and then

Vol. 10, No. 2, 2019

their position on the system adapted in response to the quality
of advice received, users can have better advice next time.
Results also show that users gained the best resources for their
preferences. All parts of the experiments performed on a
varying number of users (100, 500 and 1000 users). This shows
that the system can scale to a large number of users. In the
future, we aim to simulate the proposed model in order to
measure the error of user’s degrees and study its effect on
system behavior.

REFERENCES

[1] Weiss, G. Distributed reinforcement learning. Robotics and Autonomous
Systems, vol.15, pp.135-142.1995.

[2] D.Almazro, G.Shahatah, L.Albdulkarim, M.Kherees, R.Martinez,
W.Nzoukou.A Survey Paper on Recommender Systems.CoRR
journal.vol.1006.5278. 2010.

[3] B.Robin.Hybrid Recommender Systems: Survey and Experiments. User
Modeling and User-Adapted Interaction Journal.vol. 12(4). pp. 331 -
370. 2002.

[4] G.Adomavicius, A.Tuzhilin. Towards the Next Generation of
Recommender Systems: A Survey of the State-of-the-Art and Possible
Extensions. IEEE Transactions on Knowledge and Data Engineering
Journal.vol. 17 (6). pp.734-749. 2005.

[5] S.Perugini, M.Andr Goncalves, and Edward A. Fox. Recommender
Systems Research: A Connection-Centric Survey. Journal of Intelligent
Information Systems. vol.23 (2). pp.107 - 143. 2004.

[6] K. Tumer and D. Wolpert, “A survey of collectives.” In Collectives and
the Design of Complex Systems, Eds, K. Tumer and D. Wolpert, pp. 1-
42, 2004.

[7] Francesco Ricci and Lior Rokach and Bracha Shapira, Introduction to
Recommender Systems Handbook, Recommender Systems Handbook,
Springer.pp. 1-35. 2011.

[8] Rezaei, G., Pfau, J.,.& Kirley, M. Distributed Advice-Seeking on an
Evolving Social Network. Web Intelligence and Intelligent Agent
Technology (WI-1AT), 2010 IEEE/WIC/ACM International conference.
vol.2.pp. 24 — 31. doi:10.1109/WI-1AT.2010.78. 2010.

[91 Prem Melville and Vikas Sindhwani. Recommender Systems. In
Encyclopedia of Machine Learning, Claude Sammut and Geoffrey
Webb (Eds), Springer, 2010.

[10] Shlomo Berkovsky, Tsvi Kuflik, Francesco Ricci. The impact of data
obfuscation on the accuracy of collaborative filtering. Expert Systems
with Applications, Vol. 39 (5). pp. 5033-5042. 2012.

[11] Linden, G., Smith, B., & York, J. Amazon.com recommendations:
Item-to-item collaborative filtering. IEEE Internet Computing. vol. 7(1),
pp. 76-80. 2003.

[12] Karatzoglou, A., Smola, A., and Weimer, M. Collaborative filtering on a
budget. Proceedings of the 13th International Conference on Artificial
Intelligence and Statistics (AISTATS) 2010, Chia Laguna Resort,
Sardinia, Italy. Volume 9 of IMLR: W&CP 9. 2010.

[13] Marian Boguna, Dmitri Krioukov,and kcclay. Navigability of complex
networks. Nature Physics Journal. vol.5. pp.74-80. 2009.

[14] D. J. Watts and Steven Strogatz (June 1998). "Collective dynamics of
'small-world' networks". Nature 393 (6684): 440-442. Bibcode
1998Natur.393.440W. doi:10.1038/30918. PMID 9623998.

[15] Rocchio, J.Relevance Feedback Information Retrieval. In: G. Salton
(ed.) The SMART retrieval system - experiments in automated
document processing, pp. 313-323. Prentice-Hall, Englewood Cliffs,
NJ. 1971

[16] Herlocker, L., Konstan, J.A., Terveen, L.G., Riedl, J.T.: Evaluating
Collaborative Filtering Recommender Systems. ACM Transactions on
Information Systems.vol. 22(1),pp. 5-53.2004.

[17] Joseph B. Kruskal and Myron Wish. Multidimensional Scaling.
Quantitative Applications in the Social Sciences. SAGE Publications,
January 1978.

125|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 10, No. 2, 2019

Existing Trends of Digital Watermarking and its
Significant Impact on Multimedia Streaming:

A Survey

R. Radha Kumarit

Research Scholar
JNT University, Ananthpuramu,
India

Abstract—Nowadays digital media has reached the general
level of resource sharing system and become a convenient way
for sharing lots of information among various individuals.
However, these digital data are stored and shared over an
internet which is an entirely unsecured and most frequently
attacked by several attackers, resulting in a massive loss at
various parameters and creates severe issues of copyright
protection, ownership protection, authentication, secure
communication, etc. In recent years, digital watermarking
technology has received extensive attention from users and
researchers for content protection and digital data
authentication.  However, before implementing digital
watermarking techniques in practical applications, there are still
many problems that need to be solved technically and efficiently.
The purpose of this manuscript is to provide a detailed survey on
current research techniques of digital watermarking techniques
for all media formats with their applications and operational
process. The prime objective of this manuscript is to reveal the
research problem and the efficient requirement to implement
robust watermarking technique after analyzing the progress of
watermarking schemes and current research trend.

Keywords—Authentication; copyright-protection;
information; digital watermark; robustness, security

digital

I.  INTRODUCTION

The emerging trends in digital computing and network
technologies have become an area of research interest owing to
its potential and vast applicability. The increasing growth of
digital technology provides massive scope for development and
sharing of digital data information over an open platform. The
term ‘open platform' refers to internet services which provide
the data sharing facilities effortlessly and cost-effectively. The
internet has explored a comprehensive means of entertainment,
social interaction, scientific work, education, business and lot
more in the form of electronic publishing, real-time delivery,
web pages, transaction processing, audio, and video
communication. However, this growth of technology has
created various challenging issues such as copyright and some
other security problems for both user & the provider. Most of
the time owner of the data is not aware that the data is being
used illegally by some unauthorized persons. The internet is a
wide accessing and open communication medium where the
digital data can be quickly interrupted for malicious purpose
and also can be attacked by different kinds of unwanted
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attempts during the data distribution process over the internet
networks. One such type of attack is Modification where
anyone can insert or delete content from the data. Piracy, this is
the act of copying the contents of the original digital data and
distributing the file without the permission of the content
owner. The copyright protection for the digital-data has turned
into a severe issue. For reliable communication process, the
security of the digital data is the prime concern [1].
Traditionally various methods such as cryptographic,
steganography and their combinational approaches were used
for preserving the digital information secure, but these all
methods have its limitation to handle which mainly work on
the nature of application type in which the digital data is being
used and modified. To resolve the problem of the traditional
techniques, [2][3] researchers have come up with the concept
of digital signatures and digital watermarking which increases
the security by providing integrity and confidentiality
properties to digital-data and protects the content from the
unauthorized access. The digital signature and Watermarking
techniques are quite similar to each other. A digital signature is
used for validating the authenticity of the digital data content,
and it can be performed into an encrypted form or in the signed
hash value of data characteristic. However, the digital signature
has its limitation, i.e., it can identify the changes made in the
digital data, but it cannot find the region where the data has
been altered. The digital watermarking technique is introduced
to provide some additional features which overcome the
limitation and issues of digital signature method [4] [5].

A Digital watermarking (DWM) is a class of information
hiding technique which is designed to recognize the identity of
content owners by embedding some impalpable signals like
sound, pictures, and videos into the digital-data content [6].
The watermarking technique serves to preserve ownership of
the digital data content in which the owner uses a private key to
embed the watermark to protect the information against
tampering and detection attacks. The watermarking technique
requirements are application dependent and can be utilized for
various purposes such as hiding information, source tracking,
broadcast tracking, and also for Copyright protection. Digital
watermarking is classified as visible watermarking and
invisible watermarking [7-10]. In visible watermarking, the
data is embedded into visible water-markers which can be text
or labels that refer to the content owner. The invisible
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watermarking methodology is used in such a direction where
data gets implanted into the invisible form like as in case of
audio content. Fig. 1 demonstrates the basic representation of
the original image (a) and a watermarked image (b).

Fig. 1. Sample of Watermarking.

Therefore, the current manuscript represents the domain
concept of digital watermarking (DWM). The paper focuses on
various aspects of digital data watermarking and considers the
application of existing technologies in multimedia data
formats. The purpose of the present manuscript is specified as
follows:

e The purpose of the study is to represent detailed reviews
on requirements and applications for the digital
watermarking technique for multimedia application;

e To identify the critical trends in the watermarking
technique;

e To explore the knowledge about the current
development of data hidden technique and the open
research challenges.

The flow of the presented manuscript is segregated into
various sections as follows: Section Il presents a discussion on
existing watermarking tools. Section [Ill describes the
classification of watermarking schemes. Section 1V discusses
the fundamentals and application of DWM and its techniques
in Section V. Section VI presents the research pattern towards
DWM. Section VII carries a brief review of existing research
works towards watermarking. The open research problem is
discussed in Section VI1I1 followed by the conclusion in Section
IX.

Il. AN EXISTING DIGITAL WATERMARKING TOOLS

Various watermarking tools can be accessed through web
services based on data types such as images, text, audio, and
video. These tools have a variety of features that allow
watermark creation and extraction as well as a modification on
the host content or to the watermarked content. Therefore, this
section presents different existing tools to provide a secure
mechanism to protect the originality of the content by
embedding a watermark in it. The following are the few
popular tools which are described as below:

A. UMark- Free

It is a free version tool available for both Windows and
MAC system. It has five distinct features that allow a user to
set watermark in the form of text or logo with customizable

Vol. 10, No. 2, 2019

features including style, color, font, font size, and also set
transparency level according to user interest. The advantage of
this tool is that it facilitates batch watermarking that supports
processing of 100 photos in one-time execution.

B. Water Marquee-Free

Itis an entirely free online tool and does not come with any
download option. In this tool, text, and logos are used as
watermarks. It also allows the user to configure the font, style,
color, and region of the watermark as per the demand of
interest. The advantage of this tool is that it supports both
Windows and MAC OS. The watermark applied to the content
is protected, and users can add up to 5 watermarks at the same
time.

C. Alamoon-Paid

It is the premium version of the app with the Professional
Edition download option. It provides a powerful watermarking
mechanism for digital images and allows users to enhance their
images before or after watermarking. It can also perform
watermark operations on thousands of images at a time.

D. WatermarkLib-Free

It is also a free version of the watermarking tool with text
and logo feature. It supports custom feature with various image
formats (JPEG, BMP, PNG, and JPG). It offers robust
mechanism with the time stamp and date adding functionality
and also supports multi-data processing where the user can
upload as many image data at a time for watermarking.

E. VisualWatermark-Free

It can be used both online and on an application. It has
several built-in templates and style features and also supports
batch watermarking with very high processing and execution
speed. Here, the user can apply any form of a watermark on the
image and video data. Its advantageous feature is that it ensures
users security and privacy.

F. Video Watermark Maker-Paid

It is a paid version video watermarking tool and can be
accessed on PC and MAC OS. This tool supports a variety of
features that give users the flexibility to add watermarks to
their videos using custom support and batch processing
features. Here, users can create their watermarks and set the
interval at which watermark appears.

G. Digital Audio Watermarking-Free

This is a free audio watermarking tool available only for
windows platform working with MatLab software. This tool
offers a robust watermark mechanism with good custom
feature support for the digital audio file format.

H. JACO Watermark Tool-Free

It provides an effective user interface for
watermarking with lots of custom features.
I. TSR Watermark-Paid

It is a simple user-interactive watermarking tool which has
robust protection mechanism; once the image is watermarked,
it is challenging to remove. It enables batch processing feature

image
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for performing a watermarking operation on several images
with a single click.

I1l. CLASSIFICATION OF WATERMARKING

This section discusses variants of the digital-watermarking
scheme based on a variety of information and various
parameters.

A. Classification of Digital Watermarking based on
Applications

o Intellectual-property-rights  protection:  In  this
watermarking operation is performed for copyright
protection, piracy tracking, finger-printing and to
express knowledge about the content owners and their
IP rights [11].

e Data hiding: Here watermarking techniques are used
for secure communication process where the digital
data is watermarked into relevant or non-relevant cover.

e Content verification: The watermarking is used for
ensuring integrity, content verification and to analyze
either the digital-data is modified or not and if any
modification has made then it locates the region.

B. Classification of Digital Watermarking According to
Human Perception

e Visible watermark: The Watermark is noticeable
through eyes such as watermark label or stamping on
paper, or logo on any individual product.

o Invisible watermark: In this, the watermark label is
performed through the computational mechanism and is
not noticeable to the human eye. This approach does not
prevent the data from getting stolen, but it allows the
owner to claim that he is the authorized person of the
data that was attacked [12].

C. Classification of Digital Watermarking based on
Characteristics

e Fragile: A fragile watermark is a marker which is
destroyed when the data gets altered via linear or non-
linear transformation concept. It is used for image
authentication temper detection and integrity protection
[13].

e Semi-fragile: Semi-fragile watermarks are used to
tackle some common types of image attacks, and
quality degradation factors [14].

D. Classification of Digital Watermarking According to the
Domain

e Spatial domain: In this, the bits of the watermark get
inserted to the pixels of the cover image. The embedded
signal of the watermark can be damaged without
difficulty or eliminated by signal processing attacks
because it is effortless to analyze the structure of the
spatial domain by performing mathematical modeling
and analysis [15].
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e Frequency domain: Here, the embedding of the
watermark signal is performed using the modified
image coefficients based on the image transformation.
The frequency domain-based watermarking scheme
offers a robust and efficient secure mechanism against
image processing attacks.

IV. BASIC APPROACHES OF DIGITAL WATERMARKING

This section discusses the fundamental concept of Digital
Watermarking along with architectural description with scope
and advantages.

In the area of digital-multimedia applications,
watermarking is a significant method mainly utilized to hide
the content of the data or file (i.e., text, picture, audio or video
file format). The hidden information contains data with a
carrier signal (ASignal), i.e. IP [16]. The digital watermarking
includes the concepts and theories of stochastic and
probability, signal processing, networking, cryptography, and
other approaches. The digital watermarking embed the
copyright data into the multimedia format information with the
help of specific algorithms. The multimedia information could
be in a symbolic format, special characters or serial number
and other formats. The function of a given approach is to serve
secure communication, owner authentication and integrity of
data files [17]. The watermarking method is a particular
representation of multimedia files security. A digital
watermark is a pattern or digital signature which gets
implanted into digital information. It can also call as digital-
signature. The watermarking keyword comes from the hidden
link used to write secure information. The benefit of this
approach is that attackers can never decimate the embedded
watermark information into the data. The embedded watermark
cannot remove until cover information is unusable. Initially,
there are four types of watermarking methods such as 1)
Public, 2) Fragile, 3) Visible and 4) Invisible. The digital
watermarking life cycle levels are shown below.

A. Life-Cycle of Digital Watermarking (DWM)

The embedded information in a signal is familiar as a
“Digital Watermark” while in some theories the Digital
Watermark called the difference between the cover and
watermarked signal. The place at which the watermark is
hidden is identified as a host-signal. The process of
watermarking will be carried out into three different phases;
Embedding (Ef), Attacking (A) and Identifying Retrieval (IR)
operation is shown in below Fig. 2.

e Embedding Function (Ey): It is an algorithmic approach
which takes the data or information and the host to be
embedded and generates a watermarked signal.

e Attacking Operation (A): The digital signal is
transmitted from one person to another person, or it is
stored. If this person changes the embedded files, it is
called “Attack.” The attack generates from piracy
prevention application, where attackers try to remove or
delete watermark through the transformation process.
Some transformation schemes like cropping pictures or
video files, lossy compression or deliberately adding
noise.
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e |R Operation: This is also an algorithmic approach
which is used to get rid of the watermark from the
attacked signal. When the signal is unchanged during
transmission, then the digital watermark still present or
it may be removed. The IR algorithm should be capable
of generating the digital watermark appropriately, even
if the transformation were substantial in the robust
watermarking application. In Fragile watermarking
technique, the IR algorithmic approach would fail if any
modification formed to the signal.

B. Procedural Architecture of DWM

Fig. 3 exhibits the formulation of the watermarking process
where the raw image data is processed into the covered image
to get digitally watermarked image. For originality
authentication and content verification, a suitable algorithmic
approach is used as shown in Fig. 2 where the input takes an
original picture and after that embeds a secret key into the
original image. Then the result shows a digitally watermarked
image.

Signal (Q)
vQ
Embedding function 31 Secure Portion
(Ex)
L 22N
Attacking Insecure
operation( A) _> Portion
*Q EA
Identifying Retrieval operation ey Secure or
(IR) Insecure Portion
Result

Fig. 2. Life Cycle of Digital Watermarking [18].

—_—
Original image : —
Secret key embedded in Digitally
watermarked image watermarked

image

Secret key

Fig. 3. Basic structure of Digital Watermarking.
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C. Flow Process of DWM

The watermark process contains two essential modules

which are as discussed as follows:

e Embedding: In this, the watermarking is achieved at the
source end. The watermark inserts into the original
picture by the use of a secret key. The systematic
process of Embedding watermark segment is shown in
Fig. 4 [19].

e Detection and Extraction: In this, the detection and
extraction method are used to define whether the
information consists in a particular watermark or the
DWM can be removed. The watermark detection and
extraction are shown below in Fig. 5.

D. Applications of DWM

The Digital watermarks are useful in various applications

which are discussed as follows [20] [21]:

e Broadcast Monitoring: The broadcast application
provides an active role for detecting unauthorized
broadcast station. The broadcast monitoring can
identify whether the information is broadcasted or not.

e Copyright Security: The copyright information
implanted in a network as a watermark. The provided
copyright information is beneficial in case of any
controversy in product ownership. It can deliver as
proof.

e Secret Communication: The secret communication
communicates embedded messages within pictures
securely. In this process, the invisible information
should not increase any suspicion when a secure signal
is being transmitted.

Key+Watermark Original Image

| |
2
Module with
Watermarked

Fig. 4. Watermark Embedded Module.

Ke Module with
y Watermarked
l |
L 2
Watermark Detection
v

Watermark Extraction

Fig. 5. Watermark Ddetection and Extraction.
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e Content Description: This watermark consist of some
comprehensive data of the host picture like captioning
and labeling. For that type of application, the capacity
of watermark should be quite large.

e Fingerprinting: The fingerprint approaches are
exclusive to the owner of digital data. It also provides
the facility to notify when a prohibited copy appears. In
fingerprinting application, every copy of the work is
recognized uniquely.

e Authentication: The data authentication is capable of
identifying any modification in digital data. It can
complete the process by the use of the semi-fragile or
fragile watermark, which has the low robustness to
change in a picture. It contains two approaches: Fragile
and robust watermarking.

o Airline Traffic Monitoring: The airline monitoring
provides communication between the pilots with the
ground monitoring system through end to end voice
communication on a specific frequency.

o Medical application: The unique name of the patient
can be written on MRI or X-Ray report with the help of
watermark. It is an essential application to avoid
misplacement of the patient report which is critical in
treatment.

e Content Filtering: Nowadays people want to watch
serials, videos or movies in their location and time. The
propagation of Set Top Boxes (STB) in homes proof of
this, as people want to watch their content on demand.
The STB is a useful device which provides various
services.

E. Classifications of Different Types of Digital Watermarking
Attacks

The different types of DWM attacks are divided into four
categories which are illustrated below in Fig. 6 [22];

e Removal Attacks: The primary goal of the removal
attacks is complete removal of the unique watermark
signal without trying to break the watermark algorithm
security. This category contains quantization, de-
noising, collusion, and re-modulation attacks. All of
these techniques, seldom come close to their destiny of
complete watermark signal removing, but they never
destruct the watermark signal information.

-1 Removal

Watermarking Geometric

Attacks

Protocol

.
-1 Cryptography
—>-

Fig. 6. Types of Watermarking Attacks.
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e Geometric Attacks: It doesn’t remove the embedded
sign of watermark but intends to change or distort the
watermark detector with the inserted information. The
detector could retrieve the added information when
active synchronization is getting back. In spite of
present watermarking techniques, the information
survives these attacks with the help of unique
synchronization methods.

e Cryptography Attacks: The Cryptography attack
attempts to crack the security technique in
watermarking methods and thus search a way to delete
the inserted watermark content or information. The
brute-force method is used for finding the embedded
secret information. In this attack, one more sub-
category comes which is called Oracle attack. The
Oracle attack helps to generate non-watermarked
information when a detector device of the watermark is
available. The applications of cryptography stacks are
limited because of its computational difficulties.

e Protocol Attacks: In the protocol attack, the intruder
subtracts his watermark sign from the embedded
information and claims to be the actual owner of the
embedded data. A signal-dependent watermark is
generated to avoid this problem with the help of one-
way functions. The one more protocol attack is Copy
Attack. In copy attack, the aim is not to dissipate the
embedded watermark but to assess watermark from the
embedded watermarked information and copy it to
target data. The signal-dependent watermarks may
obstruct the copy attack.

V. DIGITAL WATERMARKING TECHNIQUES

Security and privacy are the essential concerns in the
current digital computing world. Millions of data bits are
transformed from one place to another place via internet
access. The main concern for the transmitter is the reliability of
the data file being forwarded securely to its destination. The
only authorized user should decrypt the data file. For that
reason, steganography and watermarking are the two critical
techniques which are mainly responsible for the transmission
of data in a secured by hiding the data information in any other
digital file format.

Steganography is the technique which hides the textual
information in image or text format whereas the watermarking
method hides the data in the digital data file, i.e., watermarking
hides the digital file behind the other data (e.g., image, video or
audio data). In this approach, both source image, as well as
hidden images, has the highest preference. This technique is
highly secure as the data information is encrypted more
accurately in image format. In the following subsection, four
important watermarking methods are discussed:

A. Text Watermarking (TWM)

"Text watermarking" is a technique to protect the integrity
and authenticity of the text data by inserting a watermark into a
text file. It ensures that a text file carries a hidden or secret data
content which contains all the copyright information [23]. For
the protection of such material, it is essential in solving the
difficulty of duplicating unauthorized access, and security.
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Various researchers have found different approaches to address
this kind of problems. In the process of text watermarking, the
first system will discriminate content that has to hide the data
information regarding sign or sentence. Here, the information
is not embedded with existing information instead of it the
information is covered by misleading data information. If the
watermark is in the correct format, then it can be removed by
retyping the whole text using the new format. Specifically, this
approach is utilized for embedding data information into
document files which have been used for an extensive duration
by secret services.

B. Classification Map for Text Watermarking

Fig. 7 represents the classification map for TWM, which is
classified based on the techniques and attacks. There are
different types of methods used, i.e., image-based approach,
text content, structural based approach, hybrid approach, and
an object-based approach.

Furthermore, the text-content based approach is divided
into the semantic and syntactic approach. Similarly, the
structurally based approach is classified as text, line and word-
shift coding. These methods apply to the bitmap of a page
image or format data file of a document. Among these
methods, the line-shift approach is easily defeated, but it is
highly robust in the presence of noise.

C. Flow Process of TWM

The working process of Text watermarking is shown in
Fig. 8. Initially, the text watermarking system removes all the
inappropriate elements from the original file then sentence
preprocessor forward that content for a watermarking process.
The system then uses the syntactic tool list, WordNet and
dictionary and generates the proper watermarked sentence with
the help of secret-key [24].

Text watermarking techniques

Y Y Y Y v
Image-based Text Content | | Object Based Structure Hybrid
approach Based Approach

v 1 v I v Y
Semantic | Syntactic | o,y e | [ Line sift | |word shift
Approach Approach

Fig. 7. Classification Map for Text Watermarking.

Message Key
\ 4 \ 4
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Fig. 8. The Working Process of TWM.
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D. Digital Image Watermarking (DIWM)

Most of the watermarking scheme is focused on images.
The reason behind that is there is a high demand for image
watermarking because of so many images are freely available
at World Wide Web which needs to be protected. A watermark
is an identifying pattern or design in the paper that may have
shades of darkness or lightness. It is viewed by transmitting the
light that appears as different shades of lightness/darkness
when looked by transmitted light. Image watermarks have been
used on currency, stamps and other government documents.
The dandy roll process and cylinder mould process are the two
main ways of producing image watermarks in the paper. An
example of DIWM is given in Fig. 9.

E. The Process of Digital Image Watermarking

Fig. 10 represents the schematic process flow of DIWM
technique. In this, the system considered the original image
with the removal of unwanted data and forwarded it to DCT
(Discrete Cosine Transform) [25]. Here, the system contains
the usable hidden information which then embedded with DCT
coefficients. The purpose of choosing DCT is that the block
transformer can calculate efficiently and also for image-
compression. The watermark embedder and detector have to
select at same points for further processing. Using sorting and
embedded algorithm system generates the watermarked image
using PN sequence & secret-key [26]. The original size of the
image IDCT (Inverse Discrete Cosine Transform) is used.

The above section discussed the text and image
watermarking methodology. Similarly, in a digital data security
system, audio and video watermarking mechanisms are an also
important method, which allows embedding the data
information with the same optimized length of audio or video.
It is also responsible for enhancing the quality level of
audio/video up to a great extent. Thus, in the next sections, a
detailed study is carried out for two of the most important
watermarking techniques, i.e., Audio Watermarking and Video
Watermarking.

(L ()

Tou Tammanwy

LL’J\J
Fig. 9. Example of DIWM.

Compression Rate

Sorting IDCT
Algorithm

Original Image

Watermarking Image

Embedded
Algorithm

Water mark PN-
Sequence

Fig. 10. Schematic Representation of DIWM Process.
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F. Digital Audio Watermarking (DAWM)

The representation of digitally copyrighted audio-data, for
example, radio songs, telephone calls, air-traffic
communication and call recordings, etc. provides several
opportunities and applications over the analog system.
Therefore, audio editing is a straightforward approach, since a
person can access the exact locations that should be changed
and replicate it very easy with no loss of fidelity. In the current
scenario, digital audio files are commonly transmitted over
several social websites with a quick and inexpensive medium.
This kind of development results from unauthorized access
provided by the digital techniques, specifically highly scaled
unauthorized replicating, downloading, and distributing
medium over the multimedia channels. As a result, the
significance of authenticity, data verification, authorized
replication, and data security in digital audio files has become a
problem. These challenges have encouraged the researchers to
implement an efficient technique to secure the copyrights
messages in digital audios to protect forgery and
impersonation. The DAWM is the process of converting audio-
signals into embed message which could be identified or
extracted later to create an assertion about actual audio being
communicated is the host signal, and the watermark offers an
additional knowledge about the host signal [27]. Examples of
digital audio data are: songs are the most applicable to
copyright the data because of conditions attached to it.

G. Classifications of DAWM

Several audio watermarking methods have been introduced,
which are mainly classified into three categories (as given in
Fig. 11) like 1) Temporal domain, 2) Frequency domain, and
3) Coded domain.

It is found that the DAWM is relatively lower in percentage
compared with image and video watermarking method owing
to the sensitivity of HAS (i.e., human auditory system).
Additionally, an amount of data which is implanted into the
digital audio file is lesser than image/video files, because audio
signals are single dimensional signals.

H. Module Design of DAWM System

The typical module design of DAWM system contains two
significant sub-modules; 1) Embedding module and
2) Recovery module also named as Extractor. The schematic
view of DAWM scheme is shown in below Fig. 12.

First, the system inserts the watermark information into an
audio signal via the embedding module, and then the recovery
module extracts or predicts the watermarked information as
presented in the processing scheme. In a few systems, the
prediction can be made with the availability of real signal
called Non-Blind detection [28]. Generally, there are two
significant watermarking embedding schemes based on time
domain and transformation domain. Currently, engineers have
been utilizing a combined approach to increases the robustness
of DAWM algorithms. Time domain approach was an initial
watermarking method introduced by researchers. In the
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temporal domain, watermark file is embedded directly with
host file (i.e., audio) by changing attributes or inserting pseudo-
random noise pattern into an audio file. Transform domain
audio watermarking scheme works on a frequency domain,
which considers the characteristics of HAS system and embeds
the inaudible watermark data into digital audio signals.
Transformation of audio files from time-to-frequency domain
enables the system to integrate the watermark file into
perceptually significant components which offer the efficient
watermark system with high-level of in-audibleness and
robustness.

I. Applications of DAWM

Copyright defense applications have been the brainchild
behind the audio watermarking. Some useful applications like;
broadcast-monitoring and fingerprinting are rapidly increasing
in demand for audio watermarking. Nowadays, DAWM
scheme has considered a new dimension, which is mainly
utilized to stop music writers from piracy or to leak the audio
copies on the internet or other sites. Audio watermarking has
been used to prevent the audio plagiarism which presents a
severe threat to the music industries to generate profits. In
music studios, watermarks are utilized in sounds track of
theatrical releases, and when plagiarized recording appears it is
easy to determine place, date and time of its creation. Such
type of watermark will assure the modification that has made.
Nowadays, watermarks are integrated in such a way that it
functions similar to the telephonic system where identification
of caller gets confirmed.

J. Digital Video Water Marking (DVWM)

It is a series of video files that contains a sequence of
consecutive & equal time spaced images. Therefore, the
primary method of watermarking is simple for images and
videos. The image watermarking technique can be directly
applied to video watermarking. There are lots of things in
image watermarking which is also applicable to videos.
However, such methods are highly suitable for utilizing
watermarking, e.g. the, increasing digital versatile disk (i.e.,
DVD) standard which contains the copyright prevention
system. The initial objective is to mark the copyrighted video
files (i.e., DVDs, recorders) and refuses to record pirated
digital files. The classification of DVWM is given in Fig. 13.

-
1. Low Bit Encoding
Temporal | 45 Echo Hiding

/ Domain E Hiding in Silence Intervals
: 1. Spread Spectrum
Audio _ Frequency 2.DWT
WaterMarking ———  pomain ™|+

3. Amplitude coding
4. Tone insertion

1. In-Encoder
2. Post-Encoder

Fig. 11. Classifications of Audio Watermarking Methods.
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Fig. 13. Classification Map for DVWM Techniques.

K. Classification of DVWM

However, based on the working domain, the DVWM
techniques are categorized as 1) Spatial-Domain,
2) Frequency-Domain and 3) Format-Specific. That is those
classification based on watermarking algorithms according to
the type of video, considering motion sensitivity and type of
embedding domain. The following figure schematically
represents the classification of DVWM based on working
domain [29].

L. Spatial Domain Digital Video Watermarking

The spatial domain DVWM is a simple approach which is
able to embed the watermark with host-signal by modifying the
pixel rates of actual video. This approach is nearly associated
to frequency domain approach which contains lower
computational complexity. This scheme has low-pass filtering,
low robustness and less resistance to noise.

M. LSB Modification

"Least Significant Bit" modification technique is utilized to
add a watermark into LSB pixels which are allocated in the
image vicinity counter. That is watermark is embedded by
changing the lower range bits of every single pixel. The overall
payload of LSB is very low and restricted.

N. Correlation-Based Method

It is another form of watermarking embedding technique
which uses the correlation attributes of pseudo-random noise-
patterns (PRNP), and those attributes are adding with the
luminance of video pixel values. Basically, PRNP is 2-D
signals and transformed into the DCT domain, the generated
new bit value is compared with the initial value and based on
bit value, the original DCT block is elected.
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O. Frequency Domain Digital Video Watermarking

The frequency domain is an alternative process of spatial-
domain. In this water, the mark is spread out over the image,
and it is very complex to be removed after embedding. The
major drawback of this approach requires higher computation.
But it is more secure, robust and efficient compared to another
domain.

P. Discrete Fourier Transformation (DFT)

The primary purpose of this DFT technique is to search the
frame to be watermarked and calculates the magnitude
coefficients. In this process, watermark image is embedded
only into the first frame of video sequence frame by modifying
the positions of DFT coefficients. This technique is more
reliable than DCT. Additionally, it allows us to exploit more
energy watermarks in places where HVS is to be low sensitive.

Q. Discrete Cosine Transformation (DCT)

The DCT method allows an image file to be split up into
several frequency bands and making it easier to be embed
watermark image into middle-frequency bands. The frequency
of middle bands is selected and ignores the low-frequency
image parts without overexposing which removes the noisy
threats and compression. The DCT watermarking approach is
highly robust to lossy-compression.

R. SVD Watermarking Method

SVD (i.e., Singular Value Decomposition) is a numerical
approach which is specifically exploiting to obtain zed-matrix
diagonal elements from the original matrix. In this
watermarking approach, a single image is taken as matrix and
decomposed by SVD into three different matrices (like X, Y,
and Z) and transpose into an orthogonal matrix. The SVD
watermarking method adds the watermark data into singular
values of the diagonal matrix to meet the requirement of
imperceptibility and robustness of digital watermarking
algorithms.

S. Format-Specific Video Watermarking

It is an MPEG based watermarking method which uses the
MPEG -1, -2 and -4 coding procedure in terms of primitive
components which are initially motivated for embedding
watermarking and compression to minimize the complexity of
live video processing. The most prominent drawback of this
method totally depends upon MPEG coding which could be
more susceptible to recompression with other attributes.

T. Detection and Extraction Process

The following Fig. 14 illustrates about the overall process
of detection of video watermark file. In the initial step, a
sample testifying video file is divided into video and audio
frames, and watermarks are responsible for extracting the audio
and video frames separately by watermark extraction.
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Fig. 14. Flow Process of Video Watermarking.

After the watermark extraction, the extracted file is
undergoing for refining operation. The video frame is
processed to obtain video-watermark. During this phase, image
scene modifies are detected from sample tested video file, and
every single video frame is transformed into discrete wavelet
domain with four-levels. After the extraction and refining of
the watermark, the user can contrast the outcome files with
referenced watermark file. Finally, the system will generate the
resultant watermark video file.

U. Application of DVWM

Some significant applications of digital video watermarking
over different domain are briefly explained as below [30]:

1) Finger-printing policy: There are mainly two kinds of
video streaming applications such as 1) Pay-Per-View and
2) Video on Demand. In such a video streaming application,
the fingerprinting technique is utilized for video
watermarking. Through finger-printing of any user's
information which is an image or video file and can easily
detect that user over the worldwide if they are breaking the
policy.

2) Authentication of the video file: From the
authentication, can save the watermark signature into a header
file, but header file still is a leak to tempering. So that the
system can easily embed this kind of authentication video data
directly as a watermark.

3) Content or copyrights prevention: Content or copyright
prevention is an essential application is video watermarking
approach. To detect the real content owner in watermarking
for copyright prevention on the internet.

4) Monitoring of broadcast video files: Broadcasting is
mainly related to the television world where numerous types
of videos, images and other broadcast products are there. In
the watermarking process, the system put the watermark on
every single video sequence.

VI. RESEARCH PATTERN

The digital watermarking has been evolved very
progressively, and we find that there are more than 5,000
research publications are available till date that focuses on the
digital watermarking. Thus, Fig. 15 shows the research trends
of digital watermarking from three different popular
publications.
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Fig. 15. (d) Analysis of IEEE, Springer, and Elsevier.

VII.EXISTING RESEARCH STUDIES CARRIED IN DOMAIN
DIGITAL WATERMARKING

This section presents a summarized review of last 5 years
existing research works i.e from 2013 to 2018 towards
addressing the privacy issue of digital content and ownership
authentication issue. There are also lots of research efforts that
have been made to provide an efficient solution for content and
ownership protection. Therefore, Table 1 represents a brief
review of digital watermarking research works in tabular form.
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SUMMARIZED REVIEW REPRESENTATION OF EXISTING WORKS

Author

Problem

Methodology

Result

Xiang and He [31]

Content privacy in the cloud
database

Authentication algorithm based on
watermarking scheme

Achieves efficient preserving capacity to keep
data content safe in the cloud

Liu etal. [32]

Copyright and piracy problem

fractal encoding method and the discrete
cosine transform

Obtains robustness and effective property for
copyright protection

Mohanty et al. [33]

The biomedical image
communication process

Hardware architecture with the compression
algorithm

Good performance in compression quality

Kamaruddin et al. [34]

Security issues in text
watermarking

Model for evaluating the watermarking
technique

Point out requirements for text watermarking
technique

Shehab et al. [35]

Unsecured image authentication
for the medical application

Singular value decomposition and a least
significant bit

Achieves high accuracy in temper detection and
recovery of the original image

Ishtiaq et al. [36]

Image distortion

Reversible watermarking and predictor
concept

Lower distortion of the watermarked image

Liang etal. [37]

Big Data utilization and data
protection

Carried a survey on the life cycle of data
and data trading

Reveal challenges in big data lifecycle

Su etal. [38]

Software protection

Mathematical model

Achieves good performance than traditional
methods in terms of software protection

Zhaofeng Ma [39]

Content copying issue

digital rights management Security
Infrastructure

Provides a flexible solution to control content
copying

Ahmaderaghi et al.
[40]

Issues of payload and
imperceptibility in blind image
watermarking

Discrete Shearlet Transformation

Achieves windowing flexibility

Hou et al. [41]

The gray image in Reversible
Data Hiding

Unchanged gray version

Obtains Reversibility and invariance

Hua et al. [42]

Security issues in the linear
system

Greedy algorithms and the random
matching pursuit

Performs forward and inverse transforms before
and after watermark embedding

Nie et al. [43]

Limitation of feature points
distribution

quantization of local feature and global
feature point based on Laplacian matrix and
unsupervised learning approach

obtains good performance under common
Alteration

Guo et al. [44]

Identification of colorized Image

Histogram and Feature Encoding for Fake
Colorized Image identification

Achieves higher performance in detecting
Colorized Image then existing approach

Amanpour and
Ghaemmaghami [45]

Detecting Localization of
tampering and recovery of
original content

content Reconstruction algorithm

Efficiency in reconstruction property about 67%
with improved quality

Wang et al. [46]

Design issue of spread spectrum
watermarking method

Secure spherical watermarking technique

Obtains robustness property

Guo etal. [47]

Impractical performance of error
diffusion-based halftone visual
watermarking approach
(EDHVW)

An improved model of EDHVW

Achieves superior performances in terms of data
content security

Chen et al. [48]

The issue of copyright protection
and image content integrity

Matrix factorization technique

Tackle various attacks and modification

Su et al. [49]

The issue of balancing between
robustness and imperceptibility in
audio marking method

optimization model with binary search
algorithm and heuristic Search algorithm

Maintains a good balance between
imperceptibility and robustness and provides
copyright protection.

Amini et al. [50]

Limited watermarking design
using hidden Markov model

Vector-based hidden Markov watermarking
model

Robustness and can resist various attacks

Chang and Shen [51]

To improve blind watermarking
methods.

Features Classification Forest (FCF)

Larger capacity, robust, more practical.

Hou et al. [52]

Low content protection.

Blind 3D mesh watermarking, Blind
estimation algorithm.

Dose, not a loose embedded pattern.
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Iftikhar et al. [53]

To increase data recovery.

Reversible watermarking method, decoding
mechanism, a formal specification
architecture.

Robust, actual data retrieval after decoding.

Imran et al. [54]

Tampering in digital audio.

Copy-move Forgery detection (CFD)
system.

Doesn't need any threshold to make decisions,
low detection error.

Mohanty et al. [55]

Watermarking mechanism,

Comparative analysis with steganography.

Insight into different watermarking approaches.

Parikh et al. [56]

Medical image compression.

High-Efficiency Video Coding (HEVC)

Enhance compression performance, low
complexity.

Sengupta et al. [57]

Piracy and un-authorized claim of
ownership.

Seven-variable signature encoding.

Cost reduction, low delay and minimal hardware
in the embedding process.

Xie etal. [58]

Channel capacity.

No Methodology.

Investigational approach.

Piper and Safavi-Naini
[59]

Image authentication.

Scalable Fragile Watermarking (SFW)
algorithm.

Protects data, provide security against attackers.

Golestani and Ghanbari
[60]

Side effect minimization in image.

Structural Similarity Index (SSI) model.

Low computational complexity.

Hamghalam et al. [61]

Theoretical analysis.

Robust picture Watermarking (RPW)
method based on geometric modeling.

High robustness.

Suetal. [62]

Geometricla transformations.

Feature-based Digital Picture Watermarking
(FDPW) method.

More effective against intruders, signal detection
efficiency.

Zareian and tohidypour
[63]

Scaling and rotation attack.

Quantisation Index Modulation (QIM)
technique.

Optimal performance.

Khalili and Asatrayan
[64]

Ownership authentication, image
authentication.

Code Division Multiple Access (CDMA)
method.

More imperceptibility, robustness, and security.

Coatrieux et al. [65]

Identifying medical picture
integrity.

Integrity Control (IC) system, L1 or L2-
Signatures.

Detect picture tampering.

Vargas and Vera [66]

To implement the watermark for
still pictures.

Reversible Information-hiding (RI)
algorithm.

Provide more Security, adding metadata and
integrity control.

Coatrieux et al. [67]

To detect watermarked in image
pixels.

Dynamic Prediction Error Histogram
Shifting (DPEHS) method and Pixel
Histogram Shifting (PHS) technique.

In lower distortion can add more data and can get
PSNR about 1-2 decibel (dB) greater.

Naskar and
Chakraborty [68]

To modify the cover picture
components.

Histogram-bin-Shifting (HS) based
reversible watermarking algorithm.

High embedding capacity with minimum
distortion.

Walia and Suneja [69]

Authentication of medical
pictures.

Spatial Domain Watermarking (SDW)
method based on Weber's law.

Highly imperceptible, increase capacity for high-
contrast pictures.

Bian and Liang [70]

To detect the embedded image
watermark.

Locally Optimum-Bessel K Form (LO-
BKF) Model.

More appropriate, provide effective performance
in the weak strength of watermark.

VIIl. OPEN RESEARCH ISSUES IN DIGITAL WATERMARKING
APPROACH

Digital watermarking is still a highly popular topic among
the researchers where it is observed that issue related to image
security was given much priority in existing research work.
The existing watermarking techniques have been mainly
concentrated on the protecting content of the image for secure
communication, privacy preservation, and content ownership
protection, etc. By surveying existing research work it has been
analyzed that there are extremely few efforts have been made
that considers video and audio watermarking schemes. Though
the presented manuscript also discusses a few popular existing
watermarking tools and there we observed that very few
watermarking tools have good supportability features which
are not cost effective. Tools available for video and audio
watermarks do not appear to be sufficient to provide advanced

security mechanisms for video content protection. Majority of
the research work that has focused on securing image and text
digital data suffers from cost complexity, computational
complexity and robust security mechanism against geometric
attacks. The followings are some points that will reflect more
loopholes in existing digital watermarking schemes. The
existing research works have not considered other types of
attacks such as watermark hiding attacks, ad hoc attacks,
random geometric transformations attacks, etc. Therefore,
researchers should also focus on other types of attacks and their
possible solution because efficient security mechanism against
these attacks plays a crucial role act to protecting content from
being stolen and misuse. Till now there are few issues and
approaches that have been raised in concern of practical
watermarking implementation for the full copyright protection.
However, this is probably the most important problem in the
watermarking field.
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Digital video watermarking (DVWM) mechanism
introduces some challenges which are not yet presented in
image watermarking. Owing to the massive amount of data and
redundancy among video frames, video signals are more
susceptible to plagiarize attacks, containing frame dropping,
swapping, and statistical analysis.

Exploiting fixed image watermark scheme to individual
frame in video stream leads a challenge of handling statistical
invisibility. Applying fixed and independent watermark on
each video frame is also a big challenge for the researchers.

DVWM approaches must not exploit the original video
frame during the detection of the watermark as the video
normally is large and it is an inconvenience to save it twice.
Thus, to solve such problem researchers should try to introduce
a new digital watermarking approach.

o Basically, there are four performance parameters, has to
consider for the computation and evaluation of the
performance of a data hiding system such as
computational cost, robustness/security, invisibility, and
payload. Based on these performance parameters it can
be analyzed that few of watermarking scheme is less
efficient than others.

e Robust and secure watermarking methods are expected
to support several kinds of attacks. Image-compression,
cropping, rescaling, and low-pass filtering are the types
of watermark attacks which are not addressed in the
prior research studies.

e Most watermarking methods were developed with the
purpose of information hiding within large data
patterns. Despite this, the discussion and work of
watermarking using digital file compression techniques
are rare. Digital images/videos are continuously
transmitted or uploaded over the World Wide Web in a
compressed format. Developing the ability to
incorporate  watermarking schemes into digital
image/video compression technology is also one of the
challenging tasks that the researchers are facing.

e With the development of more and more watermarking
algorithms, an unbiased benchmarking technique is
required to evaluate the effectiveness of different
techniques from special viewpoints, including
robustness, quality, clarity, and computational
complexity. However, there is very little work towards
developing an effective benchmarking system.
Therefore, more research efforts are required for
performing a complete watermark effectiveness
assessment process.

IX. CONCLUSION

The image processing attacks and piracy problems on
digital media are a big concern, and it is reasonable to expect
that it will grow more as many digital data travels over the
internet, and as the technology advances. Therefore, digital
watermarking has become a vibrant topic of the research area
in recent years. In this paper, we have surveyed existing
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research efforts and watermarking tools that were designed to
secure and address the problem related to data content from
piracy and content ownership. However, it is found that there is
a considerable gap between the practical implementation of
watermarking tools and the approach given in the existing
system. After reviewing the existing works of literature, it can
be analyzed that further research into effective watermarking
schemes is needed, which has received less attention in video
and audio digital formats. Although digital images and text
data have good numbers of research techniques, there is still a
lack of optimization methods on it. The study also found that
watermark designed for image integrity, content originality and
ownership authentication needs to be enhanced. A
benchmarking platform is required to measure the overall
performance of new upcoming watermark techniques. Finally,
future work should put more concern on all the digital formats
and bring some innovative, cost-effective and secure
mechanism.
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Abstract—Usability evaluation of mobile applications
(referred to as apps) is an emerging research area in the field of
Software Engineering. Several research studies have focused
their interest on the challenge of usability evaluation in mobile
context. Typically, the usability is measured once the mobile apps
is implemented. At this stage of the development process, it is
costly to go back and makes the required changes in the design in
order to overcome usability problems. Model-driven Engineering
(MDE) was proven as a promising solution for this problem. In
such approach, a model can be build and analyzed early in the
design cycle to identify key characteristics like usability. The
traceability established between this model and the final
application by means of model transformation plays a key role to
preserve its usability or even improve it. This paper attempts to
review existing usability studies and subsequently propose a
usability model for conducting early usability evaluation for
mobile apps generated with an MDE tool.

Keywords—Usability; mobile apps; model-driven engineering

I.  INTRODUCTION

Advances in mobile technology have enabled mobile
devices to be the most used devices in the world. According to
[1], the total number of mobile subscriptions in the first quarter
of 2018 was around 7.9 billion, with 8.9 billion predicted to be
available in 2023. The fast growth and high demand on mobile
applications (referred to as apps) faces software developers to
new challenges with regard to the apps quality. The former was
seen critical to the attractiveness and competitively of mobiles
apps in the new market. In this context, it is widely accepted
that usability plays a key role in the popularity and success of
mobile apps [2]. Thus, the usability of mobile applications has
been the focus of several recent studies. Unfortunately,
usability is conventionally conducted late in the development
cycle when the application is implemented. At this stage, it is
costly to go back and makes some design changes. The Model-
driven Engineering (MDE), a recent paradigm is the SE field,
was proven quite appropriate solution for this problem. In this
approach, the target source code of an application is outputted
through a series of transformation taken as input the conceptual
models that abstractly represent the system. The transformation
process establishes an intrinsic mechanism of traceability
between conceptual models and the final application.
Consequently, the analysis of these models early in the design
cycle to identify potential usability problems and fix them is
likely to improve the usability of the generated application [3].

Note that the usability of mobile apps faces some new
challenges related to mobility. We quote especially small
screen size, data entry methods, limited connectivity and

limited capacity and power processing. Consequently, there is
a need to investigate the impact of these new challenges to the
usability of mobiles apps. In this paper, the interest is focused
on those features that affect the user interfaces design choices.

The present paper attempts to review existing studies
addressing usability of mobiles apps and identify the boundary
and weakness of current research works. This paper also
presents a usability model with the aim to be a building block
for usability evaluation of mobile apps generated within an
MDE environment. The proposed model gathers a set of
usability attributes that can be measured from the conceptual
models.

The remainder of this paper will be organized as follows.
Section 2 presents an overview of related work of this research.
Section 3 discusses our proposal for the usability model.
Section 4 presents a case study illustrating the feasibility and
the importance of our proposal. Finally, Section 5 presents
some conclusions and provides perspectives for future research
works.

Il. BACKGROUND AND LITERATURE REVIEW

A. Usability Definition

Usability is largely considered as a determinant factor for
the success or failure of mobile apps [4]. Several definitions for
usability can be found in the literature.

As the standard ISO/IEC 9126-1 [5] states, usability
denotes “the capability of the software product to be
understood, learned, and used as well as to be attractive to the
user, when used under specified conditions”. According to this
standard, usability can be measured through two types of
attributes:

e External attributes: This can be measured at the end of
the development process when the system is
developed.

e Internal attributes: This can be measured prior to the
system implementation, during the design stage.

The standard ISO/IEC 9241 [6] define usability as “the
extent to which a product can be used by specified users to
achieve specified goals with effectiveness, efficiency and
satisfaction in a specified context of use ”.

Authors in [7] presented a consolidated usability model that
considers the ISO/IEC 9241 as a basis and integrates others
usability characteristics from the ISO/IEC 9126 and others
sources. In this consolidated model usability is defined in terms
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of effectiveness, efficiency, satisfaction, learnability and

security.

Nielsen [8] identified five attributes four usability:
Efficiency, Satisfaction, Learnability, Memorability, and
Errors.

For a long period of time, these definitions and others was
being the basis for several research works with the aim of
extending the presented dimensions and proposing measures to
quantify them. These measures are usually gathered into a
usability model which in turn is involved in a usability
evaluation process. The main objective of such process is to
measure usability and recognize explicit problems. In the
mobile context, it aims to identify the main issues in the user
interface that may lead to human error while interacting with
the application and cause user frustration.

In the next section, a brief description about the literature of
usability evaluation methodologies in the mobile context is
discussed.

B. Methodologies for usability Evaluation of Mobile Apps

The usability literature identifies several techniques which

can be classified in two major categories: laboratory
experiments and field studies [4], [9]. In a laboratory
experiment, representative end users are intended to

accomplish a set of specific tasks in a controlled laboratory
setting. In a field study, users are allowed to use mobile apps in
the real environment. A brief description of each category is
presented in the following section.

1) Laboratory experiments: Laboratory experiments for
mobile usability evaluation takes place in a very specific and
controlled environment (usability labs). Users are giving
predefined tasks to be accomplished and their behavior while
interacting with the apps may be recorded and later analyzed
[9]. The reported results are used to highlight some usability
issues which are considered relevant for the improvement of
mobile apps usability [10]. In addition, the reported results
may lead to some recommendations regarding applications
design [11].

The main advantage of this type of techniques is related to
the possibility to ensure that they test all usability aspects due
to the controlled environment and the predefined tasks. On the
downside, isolating users from the environmental factors
prevalent in the real world may cause differences in user
experience. In addition, organizing a lab experiment is always
costly than others techniques due to the required equipment

[4].

2) Field study: A field study is a general method that
involves observation and interviews to collect data about
user’s need and product requirements [4]. It allows
participants to really use the apps. Data are collected by taken
notes while users are involved in an activity or asking them
questions after using the apps. Questionnaire is one from the
effective techniques used to gather the data [12]. It aims to
recuperate user’s opinions while interacting with the apps. The
quality of the questionnaire and the sufficient control overs
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users during the field study are the main drawback with regard
to field studies techniques.

3) Discussion: With regard to the existing literature for
mobile usability, the following shortcomings are identified:

e Usability was typically evaluated once the application
is implemented. This involves a lot of reworks to go
back to the design and makes the required changes.

e Usability was usually evaluated subjectively without
defining usability attributes and giving specific details
about their calculation formula and scores
interpretation.

e The usability measures used are independent of the
development process without any way to handle them
throughout this process. Consequently, there is no way
for designers and developers to identify the required
changes which are susceptible to improve these
measures.

In addition to all these shortcomings, and to the authors’
knowledge, there are no proposals for measuring mobile
usability in MDE environment. However, MDE was proven
quite appropriate for the development of mobile apps, reducing
significantly technical complexity and development costs [13],
[14]. Therefore, there is a need to investigate the usability of
mobile apps generated within an MDE process. In order to
covers this need, the present paper proposes a usability model
which gathers usability attributes that can be evaluated early in
the MDE process from the conceptual models.

I11. THE PROPOSED USABILITY MODEL FOR MOBILE APPS

A. Overview

The aim of the proposed usability model is address some of
the shortcomings of existing usability models when applied to
mobile apps. It is strongly builds on the usability model
presented in [15]. The choice can be justified by the
followings:

e The adopted model is designed with the aim of
measuring usability of user interfaces generated with
an MDE process.

e The adopted model contains a set of attributes which
are defined generically which facilitates their
application to any MDE-compliant method. A slight
modification may be required.

e An empirical evaluation, which is a cornerstone of any
scientific method, is conducted for this model.

e The adopted model defines a set of internal metrics that
can be measured from the conceptual models.

Note that, the adopted model is designed for traditional
desktop applications. Consequently, some features of the
mobiles devices can introduce a new challenge with regard to
the usability attributes, metrics and indicators value. In this
paper, the interest is focused on two features: small screen size
and data entry methods.
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To better clear our proposal and the new challenge
introduced by these features of the mobiles devices, we present
in what follow a simple example of the impact of each one of
them on some usability attributes. The example aims to clarify
the main contribution of this paper which includes:

e The adaptation of the value of some indicators.

e The integration of new elements to the model
(attributes and/or metric) which are considered relevant
according to the mobile apps usability literature.

With regard to the screen size, its effect is closely related to
the amount of content displayed in an application. This can
affect the indicator value for some usability attributes,
especially the Information Density. This later can be measured
by the total number of Ul elements which is recommended by
some research work to be 20. For a mobile device such as
“IPAQ Hx2490 Pocket PC”, this recommended value is 5.

As for the data entry method, most of mobile devices users
use their finger to point/select an element. Thus, when
developing mobile apps its crucial to take into consideration
the size of pointer target elements. Several Ul guidelines for
mobile apps such as [16], [17] and [18] recommend a size of
44 pts (7-10 mm) at least for a pointer target element.

Considering the illustrated example, it becomes clear that
an extension of the adopted model is required. To do this, we
have analyzed several usability models for mobile apps and
especially user interface guidelines for mobile apps. The aim
was to extract and/or adapt usability attributes/metrics which
we consider relevant to the context of this paper. According to
[19], iOS and Android are currently the most prominent
operating systems and they hold more than 98% of the
worldwide market share. Thus, their user interface guidelines
form the main basis used while proposing our usability model.
As mentioned before, the proposed elements (attribute and/or
metric) focus especially on the impact that small screen size or
data entry methods can have on the design choice.

PR1
1 Prompting [ PRz |
*I Learnability rL Predictability PRA1
— Feedback \I%l
1 Brevity
Understandability | Navigability
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—1  Message Quality
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Fig. 1. The Proposed usability Model.
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The others elements existing in the initial version of the
adopted model are considered unaffected by these two
features.in addition, we focus on usability attributes that can be
measured before the application is implemented.

Fig. 1 summarizes the whole model. Cells with grey
background represent new elements introduced through our
proposal.

It should be noted that the objective of this paper is not to
present an exhaustive list of usability attributes. Attributes in
Fig. 1 are considered as a starting point for conducting
usability evaluation of mobile apps early in the development
cycle. Others attributes can be added to the list when more
information becomes available.

B. Attributes of usability

With regard to the proposed model, the concept of usability
is divided into four sub-characteristics:

o Learnability: the ability of the software system to allow
users to learn its application.

¢ Understandability: the ability of the software system to
allow users to understand its application and to easily
performs tasks.

e Operability: the capability of the software system to
allow users to operate and control it.

e Attractiveness: the capability of the software system to
be attractive to the user.

Each one of the former sub-characteristics is quantified
using at least one attribute which in turn is measured via
metrics. The usability metrics are defined generically and
based on conceptual primitivesl of the conceptual models. The
generic definition allows the application of the proposed model
to any MDD method with similar conceptual primitives (a
slight modification may be required). The use of conceptual
primitives when defining metrics allows their calculation from
the early stage of the development life cycle using conceptual
models as input.

For the Learnability, 3 usability attributes are considered.
Prompting which refers to the means available to help users to
make specific actions such as data entry. Predictability which
refers to the means available to help users predict his/her future
action. Feedback which concerns the system responses to the
user action. It helps users know the treatment being done by
the app, discover possible future actions, and understand the
results of these actions.

As for the Understandability, 5 attributes are considered.
The first one is the Information Density which is concerns the
users’ workload from a perceptual and cognitive pint of view
with regard to the whole set of information displayed to the
user. The second one is the Brevity which focuses on the means
available to reduce the cognitive efforts of the users while
interacting with the system. The third attribute is the

* A conceptual primitive is an element of the modeling language that
allows representing some features of the system in an abstract way. Classes,
attributes and services are examples of conceptual primitives in a class
diagram.
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Navigability. It describes the ease with which a user can move
around in the application. Legibility is the fourth attribute for
the understandability sub-characteristic. It describes the degree
to which a reader can recognize easily a text. The fifth attribute
is Message Quality which concerns the expressiveness of the
error message.

Concerning the Operability sub-characteristic, 4 attributes
are considered to measure this sub-characteristic. Cancel
Support, Undo Support and Explicit User Action are considered
to measure the degree of control that users have over the
treatment of their actions. In addition, the Error Prevention
attribute refers to the means available to prevent data entry
errors.

With regard to the Attractiveness, attributes that are related
to the aesthetic design of the user interface such as Font Style
Uniformity and Color Uniformity are considered relevant to
make the product attractive to the user. Moreover, Consistency
which measures the maintaining of the interface design choices
in similar context. It is largely considered as fundamental
principle of the design. Another attribute called Balance is
considered relevant for the attractiveness. It is related to the
aesthetic design of the interface. It concerns the distribution of
the optical weight in a user interface.

C. Metric Definition

Defining usability metrics is a crucial part of any usability
evaluation method. It aims to describe a way to quantify an
attribute. In this section, we present the usability metrics
introduced through our proposal to measure each usability
attributes. We opted for the generic description in order to
allow its application to any MDD method. Adopted metrics
that are considered unaffected are not described here.

1) Structured text entry: Several user interface guidelines
recommend using structured text entry as a way to better guide
user to enter data when the system can only accept inputs in an
exact format (e.g. phone numbers, credit-card). By analogy to
the label with supplementary information, we state that ate
least 95% of the input elements should display a mask.
Equation (1) show the calculation formula of these metric.

> Structured _Text _ Entry()
STE=-

n 1)
Where:

e Structured_Text_Entry () return 1 if the input element
displays a mask, 0 otherwise.

e nis total number of input element that accept data with
exact format.

2) Built-in icons: Concerning the built-in icons, its largely
recommended to use these built-in icons (system icons)
because they are familiar to users. By Similarity to the
meaningful label, we state that at least 95% of action elements
should display. Equation (2) illustrates the calculation formula
for this metric.
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> Built_in_Icon()
BI =

n (2
Where:

e Built_in_Icon() return 1 if the action element displays a
system icon, 0 otherwise.

e nis total number of action element in the interface.

Table 1 illustrates some icons and their meaning from the
iOS human interface guidelines [16].

3) Density measure: The density measure describes the
extent to which the screen is covered with object. It searches
the equilibrium between the information displayed to the user
and the white space. A good interface should not be too dense
as is recommended by several usability guidelines. Equation
(3) illustrates the calculation formula of this metric.

g;
DM :1——;‘ ®)

a frame

Where: a; and asame represents respectively the area of
object i and the area of the frame; and n is the number of
objects on the frame.

4) Default value: Several usability guidelines such as [20]
and [21] recommend using default value as much as possible.
According to [22], at least 20% of input elements should have
a default value.

n
2.
_ =

n

)

DV

a; € input element with default value, n is the total
number of input element;

Noted that the default value is used twice in our proposal.
One time for input element and other for all user interface
controls with enumerated values (check box, radio buttons,
etc.). We opted for the same formula and indicator for this
metric.

TABLE I. EXAMPLES OF BUILT-IN ICONS AND THEIR MEANING (10S

HUMAN INTERFACE GUIDELINES)

Built-in icon Meaning

Creates a new item.

Takes a photo or video, or show the photo library.

Open a new view in edit mode.

Display a search field.

Delete the current or selected item.

veE o N et

Begin or resumes media playback or slides.
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5) Legibility: It concerns the characteristics of the
information presented to the user that may facilitates the
reading of this information (font size, line spacing, etc.). in the
context of this paper, two main metrics are considered relevant
and proposed to quantify the legibility attribute:

e Tapped element size: according to the iOS human
interface guidelines, a minimum of 44pt x 44pt taped
area for all interactive elements should be considered
when designing an interface. This metric is calculated
according to the formula shown in Equation (5).

TeS =12 ®)
n

Where: @ return 1 if the area of object i is greater or equal

to 44pt x 44pt, 0 otherwise and n is the number of interactive
objects on the interface.

e Text size: several user interface guidelines ([16] and
[17]) recommend the use of a font size of at least 16px
for most of user interface controls (list items, text
inputs, etc.) in mobile apps (see the iOS font size
guidelines and the Android/Material Design Font Size
Guidelines). We state that ate least 95% of the input
elements should use a font size more than 16px.

> FontSize,
TxS = =
n (6)

Where: FontSize, return 1 if the font size of text input i is

greater of equal to 16px, O otherwise and n is the number of
text inputs on the interface.

6) Balance:- The balance search for equilibrium along a
vertical or horizontal axis in the user interface layout. Ngo et
al state that the balance in screen design is achieved by
providing an equal weight of screen elements, left and right,
top and bottom. Equation (7) illustrate the calculation formula
of the balance metric.

BLvenicaI ‘ + ‘BLhorizontal ‘
2 )

Where BLertica and BLiorizontal @re, respectively, the vertical
and horizontal balances with

BL:l—‘

W, —\W,
B — L R
et = (W, [ Wa D
W, —W
B — T B
bert = e (W, [ Wa D

Where, L, R, T, and B refers respectively to Left, Right,
Top and Bottom. W;is the weight of the j side of the interface
(left, right, top and bottom).
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D. Discussion

With regard to the related works, the proposed usability
model presents three main advantages which are:

e Objective metrics: there a few models which presents
objectives metrics to evaluate the usability of mobile
apps. The majority performs a subjective evaluation
based on user’s feedback.

e Generic description: metrics proposed in this paper are
defined generically and thus can be applied to any
MDD method with similar conceptual models.

e Early evaluation: using the proposed model it is
possible to evaluate usability early in the development
life cycle from the conceptual models. To the best of
our knowledge, all others related works requires the
system implementation to evaluate the usability.

Note that the proposed model is intended to be a building
block of an early usability evaluation process of mobile apps in
the model-driven context.

IV. CASE STUDY

The objective of this section is to illustrate the applicability
and the benefits of our proposal. The object of the study is a
simple Car Rental System (CRS). The scenario is adapted from
[23] and the sketch of user interface for a smartphone is
extracted from [24].

Since the CRS is large, we focus our interest on the
following tasks: car information, customer personal
information and car preferences. The left part of Fig. 2 show
the concrete user interface generated according to the
principles presented [21]. The right part shows a sketch of the
final user interface for a smartphone.

@& *Rent-a-Carxmi &
v 4 Concrete User Interface
v 4 Ul Window Car Rentel
4 Ul Button Confirm
v 4 Ul Panel Car
Ul Combo Box Category
Ul Combo Box Color
Ul Combo Box Mode!
~ 4 Ul Panel Personal
Ul Combo Box Customer Data
v 4 Ul Panel Preferences

Ul Combo Box Select
v 4 Ul Window Category
4 Ul Button Confirm
< Ul Button Return
# Ul Drop Down List Category
¢ Ul Drop Down List Color
¢ Ul Drop Down List Models
v 4 Ul Window Customer Data
< Ul Static Field Name
4 Ul Field Edit Name
< Ul Static Field SurName
+ Ul Field Edit SurName
< Ul Static Field Address
+ Ul Field Edit Address
< Ul Static Field City
+ Ul Field Edit City
4 Ul Static Field Zip Code
+ Ul Field Edit Zip Code
v <4 Ul Window Preferences
< Ul Button GPS
4 Ul Button Air Conditioning
4 Ul Button DVD Player
< Ul Button Cancel

< Ul Button Confirm

Fig. 2. Concrete user Interface (Left), Final user Interface (Right).
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A. Data Collection and Analysis

With regard to the concrete user interface model from
Fig. 2 several usability problems can be identified. The first
one is related to the Brevity attribute, in particular to its
Default Value metric. Users are intended to enter their city.
Due to the small screen size of the smartphone and
consequently the small size of the characters in the keyboard, a
lot of typos can occur. User can spend a lot of time to enter the
correct value to the city input element. A drop down list with a
preselected value is a way to prevent typos errors and
accelerate the data entry process. The same problem occurs for
the preferences list. There is no default value and thus, the
value of this metric is equal to 0 (according to Eq. (4)). This
raises a very critical usability problem.

Other usability problem can be identified with regard to the
built-in icons metric. There is no button over the apps that
present an icon. According to Equation (2), a very critical
usability problem is raised.

Note that some of the metrics and attributes presented in
the proposed model cannot be measured. This is because of the
lack of required information such as element size or position.
This illustrates another benefit of the proposed model which is
to discover the expressiveness of the conceptual models of the
used method.

B. Lessons Learned

The case study has been useful allowing us to learn more
about the potentialities and limitation of our proposal.

The proposed usability model can be used to detect several
usability problems during the early stage of the development
process. The analysis of these problems is susceptible to
identify the source of problems in the conceptual models and to
discover the expressiveness of the meta-model used to describe
these conceptual models.

The operationalization of the usability metrics in the
underlying method illustrates their applicability to any MDD
method even if a slight modification can be required.

This result can be considered as encouraging results to
build on it and conduct some improvements with regard to the
value of indicators, their validation with an empirical study, the
integration of the proposed model into a usability evaluation
process.

V. CONCLUSION

The paper presents a usability model which is intended to
be used to evaluate the conceptual models of an MDD method.
The objective was to identify potential usability problems
presented in conceptual models and makes the required
changes to resolve these problems. This is likely to improve the
usability of the final application which is produced by
transforming these conceptual models. The proposed usability
model gather a set of usability metrics defined generically
based on the conceptual primitives that may constitutes the
conceptual models. This allow the proposed model to be
integrated into any MDD method. It may require a slight
modification to instantiate the generic description according to
the conceptual primitives of the selected method. The

Vol. 10, No. 2, 2019

applicability of the proposed model is illustrated using a simple
case study. As a continuation of this work, several research
studies can be considered. We plan to instantiate the proposed
model according to a well-known MDD method and develop a
tool to support the evaluation process. In addition, we plan to
carry out an experiment allowing us to define the ranges of
values for each metric (especially those for new elements
introduced in the model) based on users’ perception. This will
make them more realistic than current ranges which are
estimated based on those ranges of similar metric from the
original usability model.
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Abstract—Cognitive Radio (CR) is an emerging technology to
exploit the existing spectrum dynamically. It can intelligently
access the vacant spectrum frequency bands. Although a number
of methodologies have been suggested for improving the
performance of CR networks, little attention has been given to
efficient usage, management and energy efficiency. In this paper,
a modern paradigm pertaining to the spectrum allotment and
usage, manifested as CR, has been introduced as a potential
solution to this problem, where the CR (unlicensed) users can
opportunistically deploy the available free licensed spectrum
bands in such a way that restricts the degree of interference to
the extent that the primary (licensed) users can allow. In this
article, we analysis and compare various protocols, in addition,
we evaluate CREAM MAC, RMC MAC, SWITCH MAC, EECR
MAC protocols related to the CR MAC in term of different
parameters such as throughput, data transmission and time
efficiency. We conclude the most efficient protocol, which have
similar features named as Proposed Efficient Cognitive Radio
MAC (PECR-MAC) protocol.

Keywords—Ad Hoc networks; cognitive radio (CR); backup
channel; energy efficient protocols; MAC protocol; primary users;
secondary users

I.  INTRODUCTION

There has been an escalation in wireless technology due to
increasing demand of wireless services and gadgets, which has
led to the Scarcity and crowding of prevailing spectrum. This
persuasion of the excessively congested spectrum is not due to
the paucity of the spectrum, but due to the inefficient usage
and static management policies of the spectrum. CR is a
robust technology, which utilizes existing spectrum more
efficiently and effectively. Joseph Mitola Ill and Gerald Q.
Maguire is the first analyst of Cognitive Radio in 1999
whereas early assessment of spectrum accessing in term of
licensed and unlicensed published in 1995 [1]. Moreover,
software defined radio (SDR) is used in radio devices is also
propound by Joseph which was not used in radio devices
before. Now this software is used in all the devices.

Additionally, Primary Users (PUs) are assigned fixed
segments of the spectrum, which they do not deploy all the
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time. It is noticed that spectrum may be inefficient to meet the
demand in some bands, however, it is also relatively much
underutilized or partially utilized. Traditionally, spectrum is
assigned to PUs through the authorized bodies in a licensed
way. This means that PUs are the licensed users which have
the exclusive right access to the bands of the spectrum. CR
users are called secondary users (SUs) which are unlicensed
users. CR will recover the spectrum utilization in wireless
communication system while obliging the increasing demand
of wireless devices, services and applications such as, Global
System for Mobile Communication (GSM) networks, next

generation  technologies, satellite transmission, public
protection and navy purpose.
Furthermore, there are several computer science

researchers are working on the Analysis of Cognitive Radio
MAC Protocols for AdHoc Network. There are a number of
propositions have been outlined by them, but many of them
have different deficiencies such as power efficiencies,
collision between nodes, multi-channel hidden node problems
and many others. The rest of the paper is structured as follows:

Section Il includes the discussion of various protocols
pertaining to CR MAC Protocol. Section Il includes
comparison of various protocols, Section IV evaluates the
graphical evaluation and performance of benchmark CR MAC
Protocols in term of throughput, time and rate of Data
transmission on MATLAB Simulation tool. Section V defines
the determined time diagram. Section VI describes the
concluded result and discusses the future work.

Il. DiscussioN oF CR-MAC PROTOCOLS

The research community has developed many structures
less opportunistic MAC protocols. One of the most crucial and
difficult model disputes is how the SUs examine when and
which channel use to transmit the secondary user packets
avoiding the interference to the PUs. Secondly, the backup
channel (BCH) problem with the appearance of Primary user
during the occupation of SUs. The obstacles become more
difficult and challenges because there is no centralized
controller used in the wireless Ad Hoc Networks.
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The research community has designed many AdHoc
opportunistic MAC protocols. Thus, | evaluated some of them
which are explained below:

A. AMAC Protocol

In [2], the author has proposed adaptive MAC Layer
Protocol (AMAC) for supporting MAC layer adaptation in CR
Networks. The control information is distributed between
nearby radios using Global Control Plane (GCP) based on the
“Cognet” protocol. This protocol mainly focuses on how to
switch between different protocols. The proposed architecture
in this paper consists of two planes, the Global Control Plane
(GCP) and the data plane. The GCP is used to carry all the
control information and the data plane is dedicated for data
transmission. The transmitted data is established using the
GCP protocols. The GCP assists in establishing PHY, MAC
and routing parameters. AMAC includes three phases,
including Baseline MAC selection, PHY adoption, and MAC
adaptation, which dynamically change the MAC behavior. In
addition, it is seen that VVOIP, data transmission using AMAC
reaches four times, throughput of static CSMA and twice the
throughput of TDMA and also each node has the ability to
reach the common based MAC protocol on most nodes
interest. The results obtained based on the proposed MAC
protocol show the switching latency and control overhead is
not excessive.

B. DSA MAC Protocol

In article [3] the writer has proposed a novel MAC
protocol in Multi-channel networks using the Dynamic
Spectrum Allocation (DSA) on Cognitive Radio QOS support.
It is implemented in the control and data channels with the
procedure of FRQ/FRP/ACK-hello and DAT/ACK
respectively. In addition, the results are discussed showing the
proposed DSA-MAC improves the throughput significantly
compared to IEEE 802.11 MAC. It is based on CSMA/CA
Scheme. This protocol is adaptive for Multiple Input and
Multiple-Output (MIMO) and orthogonal Frequency Division
Multiplexing Techniques. This Protocol achieves higher
throughput over higher network load.

C. DDMAC Protocol

In article [4] the author has proposed a Distance
Dependent MAC Protocol that attempts to maximize the CRN
throughput. This protocol introduces a probabilistic channel
assignment algorithm considering the traffic profile. This
protocol is tested and it efficiently reduces the blocking rate of
transmission requests by around 30% which increases the
network throughput. This protocol seems to be simple and can
also be incorporated into existing multi-channel system with
the extra processing overhead. The best throughput values in
the packet / slot are obtained. Finally, the robustness of the
Proposed DDMAC to inaccurate distance estimation mainly
results from multipath distance estimation and fading effects.
This protocol is also assigned channels with lower average
SINR to shorter transmission distances. Finally, we conclude
that Though DDMAC required two CR users to communicate
over a channel it provides better spectrum utilization in terms
of smaller connections, blocking throughput and larger system
throughput.
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D. CMAC Protocol

The proposed CMAC Protocol [5] operates over Multi-
channel wireless networks. It is effectively deals with resource
availability by primary user signal detection mechanism. In
CMAC each channel is logically divided into recurring super
frames and a Rendezvous channel (RC) is employed to
support multi-cast channel. In addition, the CMAC protocol is
implemented with the five numbers of available channels and
the communication range of 25m using single Half duplex
radio. The CMAC operates over Multiple channels and able to
effectively deal with the dynamics of resource availability.

E. COMAC Protocol

Cognitive Radio MAC (COMAC) [6] protocol enables
unlicensed users to dynamically utilize the spectrum limiting
the interference of the primary users. The novelty of this
protocol lies in the fact that it is not presuming any CR to PR
power mask. This protocol is studied in a conceptual hybrid
environment consisting of group of PDA’s to exploit the
underutilized spectrum in a WiMAX Network. Stochastic
models have been developed for primary to primary and then
primary to secondary interferences. In addition, this
distributed and asynchronous protocol uses Contention-based
handshaking for the exchange of control information. The
transmission power used is 1 Watt and Antenna length 5cm.

F. CREAM MAC Protocol

The author of the [7] proposed a robust Cognitive radio
enabled Multi-Channel MAC protocol called as CREAM
MAC protocol, which incorporate two prospects. Firstly, it has
the concerted sequential spectrum observing that work at
physical layer which is aimed of enhancing the exactness of
spectrum observing scheme to minimize the intrusion imposed
to the PUs. Sensors can discover multiple vacant licensed
channels to use at the same time with the level of interference
that PUs can tolerate.

Secondly, it has packet scheduling at the MAC layer, over
the wireless dynamic spectrum access networks. In the
CREAM MAC protocol, all the secondary users are attired
with software defined radio-based transceiver which is called
SDR. The SDR may intelligently utilize one or multiple PUs
licensed channels to send or receive the secondary user
packets. The CREAM MAC protocol can also effectively
handle the traditional single and multichannel hidden nodes
problems with the help of four-way handshakes of the control
channel. Moreover, one of the most vital components of the
CREAM MAC is the Common Control Channel (CCCH).
There are four types (two pair) of control packets such as
Ready-to-Send (RTS) / Clear-to-send (CTS) and Channel-
State Transmitter (CST) / Channel-State Receiver (CSR).

All these control frames are exchanged over the control
channel. The handshake of RTS/CTS prevents the nearby SUs
from using the same channel for transmission, to ensure the
avoidance of collision among SUs. On the other hand, the
exchange of the CST/CSR packets solves the hidden terminal
problem efficiently and effectively. The main purpose of the
CST/CSR is to prevent the collision between SUs and PUs
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G. SWITCH Protocol

The writer of the paper [8] presented a Multichannel MAC
Protocol for Cognitive Radio Ad Hoc Networks. In SWITCH
MAC Protocol, the author mentioned two problems such, as
spectrum shortage and sudden appearance of PU which is the
most crucial feature of the distributed Cognitive Radio MAC
Protocols. The writer also suggested the solution which reacts
efficiently to the PUs appearance. The SWITCH Protocol is an
asynchronous and contention base protocol. The contention-
based protocols depend on the CSMA/CA method which
senses the carrier continuously.

In addition, the author of this paper classified the Mac
protocol into two main groups according to the way the SUs
deal with the instant appearance of the PUs. Firstly, the MAC
protocols that are capable of buffering connections preempt by
the PUs. Secondly, the MAC protocols that are capable of
switching connection to other vacant channel on the
appearance of the PUs. SWITCH Protocol also have the CCC
to cope up the problem of coordination between SUs and the
BC to wave out the problem of sudden appearance of PUs
which is already selected before the data transmission. The
CCC is a rendezvous channel for the interchange of the
control packet over the control channel.

Moreover, the SWITCH Protocol uses two types of
spectrum allocation data structures such as Neighbors Channel
List (NCL) and Free Channel List (FCL). The Neighbors
Channel List consists of list of neighbor channel occupied by
neighboring nodes. The Free Channel List contains the list of
available free channels in the transmission range of the node.
Also, handshake process is used for the access of medium and
data transmission. There are two modes of handshake are used
such as: two-way RTS/CTS and Three-way Handshake.

H. RMC-MAC Protocol

In paper [9], the writer presented a Reactive Multi-
Channel MAC Protocol, which work in scattered AdHoc
Cognitive Networks. According to the writer, shortage of the
spectrum is not due to the deficit of usable radio frequencies,
but to the present static spectrum inefficient usage policy. In
order to recover this deficiency, the author proposed a
Reactive Multi-Channel MAC Protocol that integrates a robust
cooperative sensing method to achieve the existing free
spectrum dynamically called Dynamic Spectrum Access
(DSA).

The main purpose is to present a robust Reactive Sensing
Period (RSP) used in order to observe the impression of PUs
by the neighbor node while the transmission. Time is
distributed into three fixed time slots such as sensing period to
observe the PU activities, a contention slot to communicate
channels to use during the data period transmission. A
restoration method is proposed which is based on a hand-off
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mechanism to decrease the forced ending possibility which
concludes increased capability for SU. This protocol modifies
the transmission according to a particular power control and a
specific sensing of PU.

Moreover, the proposed protocol considers the three
different periods such as sensing period, data transmission
period and contention period. For example, if a secondary
sender A wants to send data to the secondary receiver B. Then
secondary sender A send a Ready to Send (RTS) message to B
and if B has a single vacant channel in its Available Channel
List (ACL) then it will reply with the message Clear to Send
(CTS). There is one more additional period is involved in this
protocol which is called the Reactive Sensing Period (RSP).
This protocol achieved this detection of PUs by keeping an
idle channel during the transmission period, which is
continuously sensing the appearance of the PU’s.

I. EECR MAC Protocol

The author of the paper [10] presented an Energy Efficient
Cognitive Radio MAC Protocol, which describes that there
has been a number of approaches proposed to increase the
performance of CR networks, but a little importance has been
given to the power efficiency which is very crucial part. The
protocol utilizes an adaptive aggregation technique, which
aggregates the packet to improve the energy efficiency.

Moreover, there are rules define to the selection of the
control and data channel. The CR terminals are continuously
observing the Available Channels List (ACL) before admitting
the network. If there is no ACL, then A will reveal its ACL
regardless of the neighboring nodes. Suppose, the node B
observes that there is a common free channel between A and
B then this information is transmitted by B using the AACL.
After successful sharing the ACL and AACL, each cognitive
pair must satisfy the condition of the vacant data channels >=
2 due to backup channel. This process is based on the number
of acknowledgements on each channel. For an instant, the
channel with high number acknowledgements means less
transmission.

I1l. CoMPARISON OF SELECTED CR-MAC PrRoTOCOLS

Fig. 1 explains the various similar features of the MAC for
managing spectrum availability on longer timescales and
handling resource management on shorter timescales and
hence to enhance the QoS, Arshad et al. (2014) develop a
model that works across multiple service providers using a
service level agreement. Their approach could be used for
simple scenarios such as (i) an Adhoc network of users in a
mall, office or at home sharing files, or (ii) a more complex
task to access the internet. Mitola et al (2014) on the other
hand advocate a public-private radio interference management
framework to enable near-term spectrum sharing with positive
gain in 5G price, performance, and total user QoE.
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Fig. 1. Comparison Chart of Various Protocols.

IV. SIMULATION OUTCOMES

Simulation is done in MATLAB according to the
throughput equations used in the related protocols. MATLAB
is derived from matrix laboratory. Its version is 7.9 (R2009b).
The MATLAB is a product of established by MathWorks.
MATLAB is a multi-prototype numerical computing domain.
MATLAB is fourth-generation programming language, which
is used for implementation of algorithms, enables matrix
manipulations, formation of wuser interfaces (Ul) and
projection of the function and data. MATLAB is also enabling
to connect with programs written in other languages such as
C, C++, Java, and Fortran. MATLAB allows constructing
commands to create and process variables. In addition,
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MATLAB is an array-based language where variables can be
vector matrixes and multi-dimensional arrays. It also permits
to make functions or use function of MATLAB library. It
authorizes to plot graphs and surfaces [11].

A. Data Transmission Performance

In this section, the performance of data transmission
results of different protocols are demonstrated in the below
given Fig. 2. It also shows the successful data transmission
among SUs for each run. It is apparently revealed that EECR
MAC protocol has the highest data transmission among SUs
for each run than three other well-known protocols. The
number of flows is from one to ten, as the amount of flows
increase, data transmission of the EECR MAC Protocol also
increases.

Fig. 3 describes the time required for data transmission. It
shows that EECR MAC protocol utilize less time to transfer
the frame without aggregation, which saves around about
5.56% time than other three protocols. However, it also has
the facility to aggregate the frame which saves more time.
EECR MAC protocol saves overall 9% time with aggregation
of the frames, which results in to decrease the processing time
among the Cognitive terminals that’s save the energy as well.

B. Throughput Performance

In this section, throughput results of different protocols are
presented in the following Fig. 4, where the normalized
throughput of three well-known protocols varying the number
of flows is measured. The successful transmission of the data
per second is called the throughput. The number of
simultaneous flows is varied from one to ten and clearly
indicates that the EECR MAC protocol offers significantly
better performance than all other CR-MAC protocols. The
EECR MAC protocol accomplishes 40% more throughput
than SWITCH Protocol, 43% more than CREAM MAC and
48% more than RMC MAC protocol. Throughput of CEARM
MAC is less because there is no backup channel for
continuing the transmission. As a result, many packets
dropped or delayed, resulting less throughput.

Data Comparison for each CR-MAC protocol

6000 1 1 I 1 1 T |
--@- EECR i 5 3 i i
~dCREAM | 1 1 4

5000 M RMC  |--evpomeeee- , ....... foeanes H -,
——SWITCH | ! ' L !

Successful data trasmission among SUs for each run (Bytes)

4 5 6 9 10
Number of SU runs
Fig. 2. Data Transmission Comparison.
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Fig. 4. Throughput of Each CR-MAC Protocol.

C. Transmission Time Performance

In Transmission Time Performance, time results of
different protocols are presented in the below given Fig. 3.

V. DETERMINED TIMING DIAGRAM

In the results time diagram, the performance of various
pertaining Cognitive Radio MAC protocols have been
investigated in term of throughput, data transmission and
delay. The number of flows in the entire figure is 10 Mbps.
The transmission data rate is 11 Mbps.

It is clearly demonstrated in the above Fig. 5 that CREAM
MAC and SWITCH protocol take nearly same time to
transmit the data. The RMC MAC protocol takes less time to
transmit data than the CREAM MAC and SWITCH protocol.
However, the EECR MAC protocol takes the minimum time
to transmit the data than all other protocols. Moreover, this is
also revealed from the above simulation results.
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Fig. 5. Designed Time Diagram.

V1. CONCLUSION AND FUTURE WORK

It is concluded that the simulation results show that CR
protocols such as CREAM, SWITCH, RMC and EECR MAC
protocols were presented and described in this paper.
However, few results are depicted to justify the validity of the
proposed framework. It is concluded that CREAM MAC has
high throughput, but it did not consider the Backup Channel.
On the other hand, the SWITCH MAC is capable in
throughput, time, and provides backup channel as well.
Moreover, RMC MAC specifies throughput and backup
channel. Thus, EECR MAC protocol is better than other
protocol because it is efficient in data transmission,
throughput and energy. It also accommodates the backup
channel. Overall, significant throughput gains, the rate of data
transmission, time efficiency and a diminution in unlicensed
user power exhaustion are evident. Results achieved from
measured data are comparable with those obtained from
simulated results. According to the analysis and its results, the
further recommendation has been proposed in the area of CR
MAC protocols with name of Proposed Efficient CR MAC
protocol, represented as PECR-MAC protocol. In PECR-MAC
protocol, data is transmitted on multiple data channels
simultaneously to achieve better results as mentioned earlier.
The illustration of the PECR-MAC protocol is shown in the
following Fig. 6.
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Abstract—This paper presents an expert risk evaluation
system developed and based on up-to-date empirical study that
uses a real data from huge number of software projects to
identify the most factors that affect the project success. Software
project can be affected by a range of risk factors through all
phases of the development process. Therefore, it has become
necessary to consider risk concerns while developing the software
project. Risk assessment and management play a significant role
in avoiding failure of the software project, and can help in
mitigating the effect of the undesirable events that could affect
the project outcomes. In this paper, the researchers have
developed a novel expert fuzzy-logic tool that can be used by
project decision makers to evaluate the expected risks .The
developed tool helps in estimating the risk probability based on
the software project’s critical success factors. A user-friendly
interface is created to enable the project managers to perform
general risk evaluation during any stage of the software
development process. The proposed tool can be helpful in
achieving effective risk control, and therefore improving the
overall project outcomes.

Keywords—Risk assessment; critical success factors; fuzzy
expert systems; fuzzy rule-base; risk probability

I.  INTRODUCTION

Risk is a probable event that might lead to undesirable
impact on software project outcomes. Software risk is an
unexpected problem occurs during software operations that
might cause software failure [1]. Project risk assessment and
management can help in mitigating the effect of the
undesirable events. Identification of probable risk factors is one
of the major issues in software project management. Today, the
software systems are widely used by people to control and
manage their daily routines, due to this fact; it has been a must
to consider risk concerns when developing any software
project.

Developing tools to assess and manage software risks have
become increasingly important for measuring the health of the
software project during all phases of the software development
process. All organizations should focus on managing risks
related to their software projects. When risk factors are
reported, risk mitigation strategies should be developed in
order to avoid potential project failure. Although considering
software risk concerns has become critical, there is a limited
number of developed tools that can be used by the project
decision makers in evaluating and mitigating the probable
risks.

This paper aims to develop a new expert fuzzy tool that can
help project managers to evaluate the expected project risk.

This tool evaluates the project risk probability based on ten
critical success factors. Using fuzzy set theory is advantageous
for recording linguistic variables that are usually used by
project managers to describe parameters in the project
development environment.

A fuzzy based user-friendly tool to evaluate “risk
probability” of the software project is developed to support
general software project risk assessment through any phase of
the software development process. The percentages of presence
of ten success factors identified in CHAOS report are used as
input to the model. A linguistic variable used for each input,
and two membership functions are defined: NO and YES.
Fuzzification process then is used to map the crisp values
specified by the model users to the fuzzy space Mamdani
interference system with rules base includes 1024 if-then rules
used to evaluate the project risk as a fuzzy number. Finally,
Defuzzification module converts this number into crisp value
that represents risk probability of the software project.

The developed model can be used as a tool to guide the
software project decision makers in making critical decisions
in early stages throughout the software development process,
and in identifying alternative strategies to avoid the software
probable risks.

This research presents two contributions: First, it develops
an expert risk evaluation system based on up-to-date survey
conducted by Standish organization that uses a real data from
50,000 projects to identify the most factors that affect the
project success. Second, it provides general and easy-to-use
tool with user-friendly interface that enables project managers
to assess the project risk during any phase of software
development process.

The rest of this paper is organized as follow: Section 2
describes software project success factors. Section 3 reviews
the related literature. Section 4 explains the proposed model.
Section 5 describes the risk evaluation tool design. Section 6
provides experimental work and analyses the behavior of the
system. Section 7 concludes the research, describes its
limitations, and suggests future work.

Il. SOFTWARE PROJECT SUCCESS FACTORS

Many software project success and failure factors have
been described in the literature [2-5]. In this paper, we
investigate the effect of project success factors identified in
CHAOS report. The report identifies ten software project
success factors ranked according to their influence on the
project success as shown in Table 1 [6].
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TABLE I. SOFTWARE PROJECT SUCCESS FACTORS

Factors of Success Impact
Executive Sponsorship 15%
Emotional Maturity 15%
User Involvement 15%
Optimization 15%
Skilled Resources 10%
Standard Architecture 8%
Agile Process 7%
Modest Execution 6%
Project Management Expertise 5%
Clear Business Objectives 4%

The CHAOS success factors presented in Table 1 can be
defined as a following [6]:

e Executive sponsorship: when the executives provide a
suitable financial and emotional supports, they will
increase the opportunity to implement a successful
software project.

e Emotional maturity: this relates to project environment
and how the project team work together. Having the
skills to manage relationships, self-managed and
socially aware, can help in producing more successful
projects.

e User involvement: when users are not involved, the
project will perform poorly. User participation in
project decision making, and through requirements
understanding phase has a major positive effect on
project success.

e Optimization: optimization of some project aspects can
maximize the project efficiency. This includes
optimization the scope based on the project sponsorship
capabilities, and identifying the optimal team size.

e Skilled resources: the project success is made up by
staff who have the necessary skills to understand and
perform the project requirements.

e Standard architecture  management environment
(SAME): SAME is defined by the Standish Group as a
collection of consistent behaviors including the
integration of services, practices, and products in
software development process.

e Agile process: it describes a set of values including
adaptive planning, flexible response to change, early
delivery, and continuous improvements. These
principles support producing successful projects.

e Modest execution: it takes place when the process has
few and simple moving parts, and when the tools used

Vol. 10, No. 2, 2019

in project development process have few features used
sparingly.

e Project management expertise; is the use of knowledge,
skills, procedures and techniques in the project
development activities to achieve the desired project
goals, and meet the organization requirements.

I1l. RELATED WORK

Numerous techniques have been used to address and
manage the software risks. A software risk management
framework is proposed by Boehm [7]. He defined list of top
software risks depending on his experience. There were some
limitations in his study. No theoretical foundations were
presented in his work. Also, as he identified the risks in 1991,
these risks have become inadequate as the software
development environment has increasingly become more
complex and diverse.

Another survey was conducted by Barki et al. [8]. A list of
23 software risks is identified and classified into five sets. The
complexity of assessment scale that was used for each risk
posed a limitation.

Schmidt et al. [9] also conducted a survey by integration of
many experts opinion to identify 53 software risks. These risks
were grouped into 14 sets. As the experts were from different
countries, the study declared that the list could be affected and
have become inapplicable.

Wallace et al. [10] defined 27 software risks and classified
them into 6 dimensions (i.e., user, requirements, complexity,
planning, staff, and development environment) by performing
cluster analysis to develop model that measure the software
project risk.. Performing cluster analysis is helpful in finding
variable similarities to perform accurate prediction.

Artificial intelligent approaches also used widely to counter
and manage the software risks. A regression analysis method
is used in research proposed by Jiang and Klein [11] to define
the most risk factors that affect the process of project
development. The impact of applying a certain management
activities on the software project outcomes is considered [12].
A genetic algorithm combined with decision trees is an
approach for risk prediction by using certain software metrics
developed by Xu z et al. [13]. A fuzzy logic is used in
developing system to evaluate the software risks through
earlier phase of software development cycle [14]. Yavari et al.
[15] proposed a method based on Wallace’s [10] work to
assess software risk using fuzzy logic. Neural networks are
used to identify software projects with high risk [16]. Hu Y et
al. [17] proposed a framework for risk analysis based on risk
causality using Bayesian networks. Each of these techniques
has its own advantages. For example, regression analysis is
suitable for risk prediction as it can find the relationships
between variables. Applying decision trees is fast and simple
while neural network is suitable when the relationships
between the system variables are non-linear. Applying
Bayesian network with considering causality dependencies can
perform better prediction.
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The main advantage of our approach is developing a novel
tool for software risk assessment based on critical success
factors. The primary objective of our work is to perform
general risk evaluation that can be done through any stage of
software development life cycle (SDLC). The proposed tool
can be helpful in achieving effective risk control, and therefore
improving the overall project outcomes.

IV. PROPOSED SOFTWARE RISK ASSESSMENT MODEL

In this paper, ten success factors that are identified in
CHAOS report [6] are used (refer to Table 1). Fig. 1 shows our
model. The final output of this model is the software risk
probability due to the mentioned ten factors.

Fuzzy Logic toolbox in MATLAB is used to implement
Mamdani inference system. The following steps (shown in
Fig. 2) explain how the model works:

Step 1: Fuzzification

In this step, crisp values (within the range of 0 to 100) for
the ten input variables are measured. A scale mapping then
performed for these inputs to obtain their membership values
within the range of 0 to 1.Two trapezoidal membership
functions (similar to Fig. 3). We might interpret NO as: input
percentage of presence below 50%, and YES as: input
percentage of presence higher than 50%.

Rule 1
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Fig. 3. Trapezoidal Membership Functions (Trapmf).

Step 2: Rules Evaluation

The rule base includes 1024 IF-THEN rules. The following
are samples of the created rules:

Rule 1:If (Executive_Sponsorship is YES) and
(Emotional_Maturity is YES) and (User_Involvement is
YES) and (Optimization is YES) and
(Skilled_Resources is YES) and (Standard_Architecture

is NO) and (Agile Process is YES) and
(Modest_Execution is YES) and
(Project_Management_Expertise is YES) and
(Clear_Business_Objectives is YES) then

(RiskProbability is NONRISKY)

Rule 10: If (Executive_Sponsorship is YES) and
(Emotional_Maturity is YES) and (Us)

er_Involvement is YES) and (Optimization is YES) and
(Skilled_Resources is YES) and (Standard_Architecture

is NO) and (Agile_Process is NO) and
(Modest_Execution is YES) and
(Project_Management_Expertise is  YES) and
(Clear_Business_Objectives is NO) then

(RiskProbability is NONRISKY)

Rule 127: If (Executive_Sponsorship is YES) and
(Emotional_Maturity is YES) and (User_Involvement is
YES) and (Optimization is NO) and (Skilled_Resources
is NO) and (Standard Architecture is YES) and
(Agile_Process is NO) Optimization is YES) and
(Skilled_Resources is YES) and (Standard_Architecture

is NO) and (Agile Process is NO) and
(Modest_Execution is NO) and
(Project_Management_Expertise is YES) and
(Clear_Business_Objectives is YES) then

(RiskProbability is RISKY)

e Rule 397:If (Executive_Sponsorship is YES) and
(Emotional_Maturity is NO) and (User_Involvement is
NO) and (Optimization is YES) and (Skilled_Resources
is YES) and (Standard_Architecture is NO) and
(Agile_Process is NO) and (Modest_Execution is NO)
and (Project Management_Expertise is YES) and
(Clear_Business_Objectives is YES) then
(RiskProbability is RISKY)

e Rule 1024:If (Executive_Sponsorship is NO) and
(Emotional_Maturity is NO) and (User_Involvement is

Vol. 10, No. 2, 2019

NO) and (Optimization is NO) and (Skilled_Resources
is NO) and (Standard_Architecture is YES) and
(Agile_Process is NO) and (Modest_Execution is NO)
and (Project_ Management_Expertise is NO) and
(Clear_Business_Obijectives is NO) then
(RiskProbability is RISKY)

The fuzzified inputs that are obtained in step 1 are applied
to the antecedent parts of rules in the rule base. As the fuzzy
rule has multiple antecedents, we apply AND operator, with
product (prod) method to produce single value that represents
the evaluation of each rule antecedent parts .A fuzzy
implication operator (minimum method) then is applied to clip
the membership values of the rule consequent parts based on
membership values of antecedents. The model output is
categorized in two linguistic variables that are Risky and Non-
Risky. Also, two linguistic variables are used for each input,
namely: NO and YES.

Step 3: Outputs aggregation

In this step, the previously truncated membership functions
of rule consequents are combined to obtain single fuzzy set.

Step 4: Defuzzification

Defuzzification is used to calculate the output as numerical
value. Centroid method is applied to obtain the value that
represents the software project risk probability.

Fig. 4 shows the model’s fuzzy inference system (FIS)
represented by using MATLAB FIS editor. It includes ten
input variables, and one output named RiskProbability.

e ——— FeAlse
=0 e
:E‘.;E::r/:] Resprobabity
Pri
FI5 Hame; REEKANALYSE FIS Type: mamdani
And method prod ~ || Current Viariable
0Or method - - || Mame Standard_Architachr
. Type input
Implcation o v
Range [01]
Agaregation e -
Defuzzification centroid v Heb | Close

Fig. 4. FIS Input and Output Variables.

V. TooL DESIGN

The graphical user interface (GUI) shown in Fig. 5 is
developed to enable software project decision makers to easily
access our risk assessment tool. The user first specifies
percentages of presence of the ten items (inputs) in his project,
and then he presses “Estimate Risk Score” button to evaluate
the project risk probability.
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Evaluate the following items related to your project:

Executive Sponsorship :J _] » 80
Emotional Maturity Kl (I »| 70
User Involvement 4 ] 0| 60
Optimization B wisk Pl J J 60
Skilled Resources Rt (F | o 78
Standard Architecture L _ - __| ] 1= | 80
Agile Process j _{ > 60
Modest Execution Rl -
Project Management Exper‘tisej J > 60
Clear Business Objective R | > 70

Estimate Risk Score

Fig. 5. Software Risk Assessment.
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It is strongly recommended that the tool to be used earlier
or during any phase of the project development process to
determine the current state of the software project and to

identify the possible improvements to mitigate risk and
the project failure. The goal of this tool is assigning one
following labels to the project under evaluation:

e Low risk (LOW): If the risk probability is less than
40%, this indicates that the project is healthy and
expected to be successfully completed. However, there

avoid
of the

Vol. 10, No. 2, 2019

are no fully guaranteed successful projects, therefore
project managers should be aware of individual items
with low scores, and these items should be tracked and
controlled during all stages of the project development
process.

Medium risk (MED): If the risk probability in range of
40 to 60%, the project should be identified as a medium
risk, and efforts must be made to avoid occurrence of
the undesirable events. Improvement should be applied
to those individual items with low scores that can
mitigate the overall project probability of risk.

High Risk (HIGH): If the risk probability is greater than
60%, this indicates that the project has run into serious
risks that can cause failure if process improvement
methods are not applied. The stakeholder should be
reported that there is imminent danger of project failure.
All project phases have to be kept under monitoring,
and a quality reports should be regularly carried out. If
the risk is still high after applying mitigation methods, it
could be better to decide not to proceeding with this
project implementation.

V1. EXPERIMENTAL WORK AND DISCUSSION

To analyze the behavior and sensitivity of our risk
assessment tool, we assumed that it is applied on eight virtual
projects. Descriptions of these projects and results of their
assessments by the risk tool are presented in Table 2.

TABLE II. TooOL ASSESSMENT RESULTS FOR EIGHT SOFTWARE PROJECTS

Project ID
Success Factor

Project A Project B Project C Project D Project E Project F Project G Project H
Executive 80% 47% 88% 55% 40% 80% 80% 40%
Sponsorship
Emotional 75% 38% 90% 50% 35% 90% 40% 40%
Maturity
User Involvement 75% 60% 85% 53% 30% 80% 33% 30%
Optimization 70% 50% 86% 40% 40% 7% 30% 30%
Skilled Resources 85% 70% 70% 70% 40% 60% 71% 60%
Standard 80% 66% 70% 55% 48% 63% 45% 63%
Architecture
Agile Process 60% 55% 50% 50% 44% 44% 40% 33%
Modest Execution 85% 70% 50% 80% 70% 50% 66% 70%
Project
Management 87% 55% 60% 2% 70% 60% 46% 60%
Expertise
Clear Business 80% 50% 60% 75% 72% 40% 51% 61%
Objectives
Risk Probability 20.63% 48.62 20.05 50 60.92 29.3 56.8 62.44

e

Risk Classification

MEDIUM

MEDIUM
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Fig. 6. Effect of “Executive Sponsorship” on the Project Risk Probability.

In all projects, we observed that some factors have higher
impacts on the project risk than others. For example in project
E, even it has some factors with high score (i.e. factors with
percentage of presence higher than 60%), namely, Modest
Execution Project Management Expertise, and Optimization.
Similarly, the risk probability for project F is “LOW” even it
has six factors with low scores (i.e. factors with percentage of
presence lower than 60%). This is due to the high scores of the
first four factors that have higher effect on the project success.

Also, a sensitivity analyses can be performed for the
individual factors. Fig. 6 presents sensitivity analysis for
“Executive Sponsorship” factor to show its effect on the total
project risk probability. The percentage of presence of the
considered factor is changed within the range of 0 to 100%
while all other input parameters are kept fixed.

VI1. CONCLUSION

In this paper, a fuzzy based user-friendly tool to assess
“risk probability” for the software projects is presented. This
tool is developed based on software project success factors
identified by Standish organization. These factors correspond
to real data collected through survey involved about 50,000
projects.

The developed tool supports a general assessment of
project risk at any phase of development process. The
percentages of presence of ten success factors are used as input
to the system that produces a numerical value which presents
the total project risk probability. The result can be used to
assign one of three labels namely: low, medium, or high risk to
the software project. The developed tool can be used to guide
the decision makers in making critical decisions early to avoid
undesired events that might cause project failure. The system
behavior and sensitivity are analyzed using eight virtual
projects and the impacts of various factors are observed.

The presented tool has two limitations. First, the proposed
approach did not consider correlations between factors. For
example, the percentage of presence of “User Involvement”
factor may be correlated with the percentage of presence of

Vol. 10, No. 2, 2019

“Clear Business Objectives” factor. Second, we have not
applied the tool to actual software projects. Even though our
model is implemented based on actual empirical data to be a
supportive tool that can be used for observing the current state
of the project “during development process” (i.e. this tool is not
designed to be applied on already released projects), it might
be useful to involve software companies to verify the results of
the proposed tool.

Future research work will investigate how the system
prediction accuracy can be improved by using learning
algorithms based on historical data from previous projects.
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Abstract—Wireless Sensor Networks (WSN) is becoming a
crucial component of most of the fields of engineering.
Heterogeneous WSN (HWSN) is characterized by wireless sensor
nodes having link (communication), computation or energy
heterogeneity for a specific application. WSN applications are
constrained by the availability of power hence; conserving energy
in a sensor network becomes a major challenge. Literature
survey shows that node deployments can have good impact on
energy conservation. Works show that self-adaptable nodes can
significantly save energy as compared to other types of
deployment. This work uses the concept of self-adaptation of
nodes to conserve energy in a HWSN. A deployment strategy
driven by some dynamic decision making capability can boost the
overall performance of a WSN. The work presents an analysis of
three types of deployments: like keeping all nodes fixed, all node
moving and high energy nodes moving with respect to
throughput, delay and energy consumption. Experimental results
show that self-adaptable dynamic deployment gives 10% better
throughput and 6% better energy conservation than static
deployment strategies.

Keywords—Wireless sensor
strategy; self-adaptable

network (WSN); deployment

I.  INTRODUCTION

Wireless Sensor Networks (WSN’s) consist of small nodes
with sensing, computation and wireless communication
capabilities. Recent advances in electronics and wireless
communication technologies have enabled the development of
large-scale WSN’s, which consist of much low power, low-
cost and small-size sensor nodes. The literature review presents
sufficient number of methods for best utilization of existing
resources. Heterogeneous WSN (HWSN) are characterized by
wireless sensor nodes having link (communication),
computation or energy heterogeneity for a specific application
[14]. Literature shows that HWSN are going to take over
homogeneous WSN [15] in the days to come. However, the
heterogeneity of the nodes is not given much importance as
compared to homogeneous nodes in WSN. Using any of the
heterogeneity features can bring evolution in the field of WSN
research. Node Deployment is one of the methods of resource
utilization. Deployment of nodes means placing of nodes in an
area for sensing of information for specific application. An
efficient sensor node deployment or placement strategy can
assure efficient resource utilization, network lifetime

maximization, less end to end delay and energy utilization as
well. Broadly, the deployment strategies in WSN are classified
as static deployment and dynamic deployment [4][16]. Further,
the static node deployments are classified as deterministic and
random deployment. In a deterministic static deployment
strategy, the nodes are deployed in known locations. Whereas,
in random static deployments the nodes are deployed at any
random locations and once deployed their location become
static. This work considers the random static and random
dynamic deployments with movements and without
movements. Fig. 1 shows the deployment classification.

Designing an efficient sensor node deployment technique
using available resources is a basic task in any of the WSN’s
applications. The performance of such WSN can be measured
using different parameters like energy conservation, delay and
throughput. Fig. 2 shows a generic model considered for the
work.

Fig. 2 show the three major components in a generic node
deployment namely:

e Sensing area/ point: The place for which the sensing
needs to be performed.

e WSN Nodes: The nodes with sensing, computing and
communication capability.

Base station: The fixed node with more capability than
other nodes. All other nodes send the messages to this node.

This paper is structured into six sections starting from the
introduction to results and conclusion. The introduction
sections present the idea of WSN and the different deployment
strategies. The literature survey section presents the current
work and motivation for this paper. The third and important
section describes the system model under the consideration,
basic terminologies needed for understanding the working of
proposed algorithm. This section also provides the simple
mathematical model for proposed algorithm. The fourth and
fifth section provides the details of parameters considered for
experimentation and short information about the simulation
tool NS2. The sixth chapter illustrates the results and graphs
along with justification of the graphs. Finally the paper
concludes by presenting the applicability of self-adaptable
logic for HWSN.
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Deployment
Techniques

Static Deployment

| Dynamic Deployment

| Random| | Deterministic|

Fig. 1. Classification of Deployment Techniques.

Sensing
Area /
point

Fig. 2. Generic Node Deployment.

Il. LITERATURE SURVEY

In [1] [2], the importance of deployment strategy is been
presented. It is been clearly mentioned that the performance of
a deployment strategy is dependent on coverage, network
connectivity and lifetime. Even mathematical relations are
been found for maximum coverage area of a node in a WSN.
The correct arrangement or best topology can have better
impact on the working of a WSN. The research works carried
out even propose a potential based approach for the purpose of
efficient deployment or arrangement of nodes. In [3], K-
connected greedy algorithm was used in the work to better
deploy the nodes. This gives a hint about the use of neural
networks used for decision making in WSN [3].

Energy conservation model can change according to the
types of applications. The threshold distance can be related to
the energy directly. Giving a hint about relation between the
distance and energy. A battery aware energy efficient
transmission approach was presented where the nodes work
with the awareness of the energy levels with them [4].

In [5], the research work demonstrates that the energy
efficiency can be achieved with respect to clustering,
deployment of nodes with some modification in them. The
work considers the residual energy and node density as the
parameter for clustering. The paper also shows that different
levels of energy of different nodes can be best utilized. In [6]
[7], several other energy conservation methods like energy
aware deployment strategies for video transmission. The work
confirms that the energy consumption is directly proportional
to the distance of nodes from base station and movement of
nodes in the network. Sometimes the packet size also matters
for energy conservation.

A swarm intelligence algorithm with artificial ants can
increase the self-configuring capability for nodes. This work
makes use of the ant colony based algorithm to give the nodes
a capacity of self-organizing [8]. New algorithms can be

Vol. 10, No. 2, 2019

developed at MAC layer and network layer for energy
efficiency [9]. The work show that base station control for
sensor network functioning can significantly save the energy.
This approach even proposes a sleep scheduling adaptive
algorithm that works on concept of source node and root node
identification and communication between them.

According to [10] artificial intelligence and machine
learning can be used for implementing some basic concepts of
wireless networks. The work also discusses about using
artificial neural network(ANN) for implementing some of the
concepts in WSN. Especially self-organizing map (SOM)
technique can be used in WSN’s for clustering and grouping
some of the nodes based on some criteria. The research gives
direction for using concept of arrangement of nodes and some
decision making capacity to it such that overall energy
consumption can be reduced. Deployment, coverage and
energy consumption are inter-linked with each other, as one
changes the other will also change. The work even proves that
the duration for which the network will be on is directly
dependant on the number of active nodes in the network. That
is, the work distributes the selected nodes and others are
allowed to become idle. The idea behind doing this is to have
better and extended sensing effect. The work even suggests
that pattern based deployment and random deployment can
help in boosting the energy conservation [11]. According to
[12], the square grid coverage for WSN is sometimes an NP-
complete problem. According to [13], Coverage can be
increased using the mobility of nodes in sensor networks.
Different type of deployments and different energy levels of
nodes can be considered for the study of energy conservation.

Heterogeneous nodes in a WSN can be added advantage for
extending the network lifetime of sensor network[14]. The
heterogeneity in the nodes comes in three ways namely link,
computational and energy[14]. Any techniques in WSN that
considers any of the heterogeneity factor can perform well in
extending the lifetime of network [14][15]. According to [17],
The lifetime can also be increased by introducing some high-
energy heterogeneous sensors in the deployed network. These
deployed nodes are also called as rely nodes.

A. Summary

It is found from the literature that better sensing effect and
energy conservation are the major issues to be considered for
hardware or software design of HWSN. Deployment of nodes
will play an important role in identifying the amount of energy
needed for communication. Energy used in computation,
communication and distances between the communicating
sensors play an important role in extending the network
lifetime. Deployment of nodes with respect to the base station
and the sensing area can play a vital role in extending the
lifetime of network. Self adaptable node algorithms that
address the energy conservation issue with better sensing effect
need to be designed. Hence, a novel approach that addresses
this research issue is needed.

I1l. SYsTEM MODEL

This work mainly focuses on studying the effect of change
of position of the nodes in the deployment area. We are
considering the three scenarios as shown in Fig. 3 to 5.
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A. Models of Deployment

In this work, we are considering three models. In each of
these models, the sensing area considered is shown in Fig. 3.
The figure shows how the sensing area is divided into different
sections Area 1 to Area 4 covered by sensor 1 to sensor 4.

The deployment models considered for the work are as
shown in Fig. 4 to 5. Every model has different model for
energy consumption calculations.

Sensor nodes S= { S1,S2,................... Sn},

Residual energy of every node E= {E1, E2,....... En},
Transmission energy for every node Et = {Et1,Et2,.. Etn},
Receiving energy for every node Er = {Er1,Er2,...... Ern},

Movement energy for every node Em = {Em1, Em2,....Emn}.

— N7
Area 1: Area2: |
Sensor 1 Sensor 2
— N
Area 3: Aread: |
Sensor 3 Sensor 4

Fig. 3. Sensing Area and its Coverage by Sensors.

Sensin
g Area
/ point

Fig. 4. Fixed Node Deployment.

At any interval of time, energy of any node Sn in fixed
node deployment is given by:

En=En-Etn-Ern Q)

At any interval of time, energy of any node Sn in All nodes
moving deployment is given by:

En=En-Etn-Ern-Emn 2

Sensing
Area

station

Fig. 5. Moving All Nodes.
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At any interval of time energy of any sensor node Sn in
high energy moving node deployment is given by:

En=En-Etn-Ern-Emn 3)
Where, Emn is only for the high-energy moving nodes

Fig. 4 represents the scenario where all nodes are fixed and
do not move for sensing. They sense the data from the position
and send the same to base station. Whereas, in Fig. 5, all nodes
move towards the sensing point. Fig. 6 tries to move selected
nodes with high energy capacity and send the data to the base
station but, other nodes will not send the data. The nodes are
selected by pooling the energy levels of all nodes at base
station, find the nodes with more energy than others in the
network and make them to self-configure to move towards the
sensing point.

B. Proposed Algorithm

Following are the steps of algorithm for running the
simulation:

1) Deploy all the sensor nodes and the base station in the
random positions in the sensing area.
2) Depending on one the following model, make the
sensor nodes to act accordingly.
a) Fixed nodes
i. Initialize Total energy consumed by WSN
Tnew(E) to zero
ii. Send messages from every node to base
station
iii. Find the Total energy Tnew(E) at the end of
simulation according to following relation:

Tnew(E) = E1+E2+ .............. +En

Where, E1LE2...... En computed according to equation(1)
after every transmission

b) All moving nodes

i. Initialize Total energy consumed by WSN
Tnew(E) to zero,
ii. Send message from every node to base
station,
iii. Move all the nodes near sensing area for
better sensing,
iv. Find the Total energy Tnew(E) at the end of
simulation according to following relation:
Tnew(E)=EI+E2+.............. +En

WSN nodes

High-energy nodes
moving near sensing
area

_______ )

station

Sensin
g Area
/ point

Fig. 6. Moving High Energy Nodes.
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Where, E1,E2...... En are computed according to
equation(2) after every transmission.

c) Move selected nodes

i. Initialize Total energy consumed of WSN
Tnew(E) to zero,

ii. Send messages from every node to base
station,

iii. Find high and low energy nodes in the
network after a message transmission and
move them near sensing area  for better
sensing,

iv. Find the Total energy Ty..(E) at the end of
simulation according to following relation:

Tnew(E) =E+Et +E,

Where, EL1E2...... En are
equation(3) after every transmission

computed according to

3) Record the events in the simulation before and after
sending the messages for every model mentioned in previous
step and analyze the events for different parameters of interest

C. Assumptions

1) A point sensing model is considered for simulations.
2) Number of nodes considered for simulation range from
10 to 50 sensors.

D. Input Variables

Input for experimentation is initial energy, number of nodes
and other values. Table 1 indicates the input variables and the
values acquired by them for the simulation.

TABLE I. INPUT VARIABLES
Name of the variable Range of values
Number of WSN nodes 10,20,30,40,50
Initial Energy(in joules) 10
Sending energy(Tx, in milijoules) 1.8
Receiving energy(Rx, in milijoules) 0.9

E. Limitations

1) The proposed work has following limitations.

2) Number of nodes considered for study is 10 to 50.

3) Sending and receiving energy is considered same for
all nodes.

4) All QoS parameters are not considered for study.

IV. PARAMETERS FOR STUDY

The work focuses on observing the change in the energy
consumption with respect to the number of packets sent and
because the movement of nodes in the sensing area. Hence,
throughput, delay between the packets and energy consumption
by the network are the parameters considered for study.

Vol. 10, No. 2, 2019

V. SIMULATION ENVIRONMENT

The work was simulated on Discrete Event network
simulator Ns-2.34 tool, a known tool for conducting Wired,
Wireless and Wireless Sensor Networks simulations. The WSN
environment considered for the work has set of nodes initially
randomly deployed out of which first node is made as base
station and others as sensors. According to the type of
deployment the sensors are made to send the sensed data (text
message) to the base station. The self-configuring logic is
implemented through the data collected from all the sensors in
the base station.

VI. RESULTS AND ANALYSIS

Simulation results were recorded for three different
parameters of studies, namely throughput, end-to-end delay
and energy consumed. In each of the tables from Table 2 to
Table 4, difference column (fifth column) is calculated to
compare the high energy moving kind of deployment with
respect to other deployments with respect to the parameters of
study. It is calculated as difference between the average of
fixed and all moving deployments and high energy node
movement deployment.

A. Throughput

Table 2 shows set of values of throughput observed for
different number of nodes for simulation

Analysis: The number of extra packets sent from the nodes
in the fixed and all moving kinds of deployment is found to be
more than the high moving nodes in the network. As in each of
the first two deployments, all nodes are sending the messages
to base station. Where as in high-energy node deployment, the
high-energy nodes get self-configured, move near the sensing
area and send the data to base station. This is done just to
ensure that high energy levels of nodes to be utilized instead of
using the energy of all nodes in the network. Hence in high
moving types of deployment less number of packets are sent
from nodes as indicated by Table 2 and Fig. 7. It is observed
that 10% to 15% decrease in the number of extra packets
transmitted in high-energy node movement deployment
compared to others with better sensing and better node energy
utilization.

TABLE II. THROUGHPUT OF ALL PACKETS
Numb ::)gvr;ng gl(l)ving Fixed .
er of Through | Through Through | Difference =
g 9 put (All+Fixed)/2 - High
nodes | put put (kbps)
(Kbps) | (kbps) P
10 82.09 83.93 87.14 3.445
20 134.79 138.07 138.32 3.405
30 190.12 201.48 219.85 20.545
40 241.83 258.4 259.91 17.325
50 305.8 321.51 351.36 30.635
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Throughput comparison

e High moving
Throughput
All moving

Throughput

Throughputin kbps

Number of nodes
Fig. 7. Throughput of All Packets in Network.

B. Delay

Table 3 shows set of values of end to end delay between the
packets delivered are observed for different number of nodes

for simulation.

Analysis: As we can observe from the Table 3 and Fig. 8
the change in the delay from less number of nodes to more
number of nodes in the network . Initially the delay is high in
all deployments because all nodes are directly connected to the
base station creating the load for base station to handle all the
requests. The delay is almost same in all types of deployment
but goes on decreasing as number of nodes increases and
packet delivery becomes faster via more intermediate nodes.
Finally, the delay becomes constant for all types of
deployments.

Vol. 10, No. 2, 2019

C. Energy

Table 4 shows a set of values of End to end delay between
the packet delivery observed for different number of nodes for
simulation.

Analysis: As we can observe from Table 4 and Fig. 9 that
the energy dissipation is less for high moving deployment than
other deployments. This is because for the reason that all nodes
are sending the data and in all moving nodes deployment all
nodes are moving towards the sensing point. However, in case
of high-energy nodes moving kind of deployment, only the
selected nodes (the nodes with higher energy levels than the
others at a instance of time) are allowed to move and transmit.
This will help in best utilizing the available energy of all nodes
and have better sensing effect as selected nodes are moving
towards the sensing point. It is found from the difference
column of Table 4 that there is an almost 6% better energy
utilization in high-energy node movement deployment than
other two deployment strategies.

Summary: In most of the HWSN application deployment of
nodes play important role in achieving better performance
without compromising the better sensing effect. Utilizing the
high energy of nodes can reduce the number of access packets
transmitted in the network. Even it can help utilizing the
energy better than the other deployments without any
concession on sensing effect. A better sensing effect means
that if a node or nodes move towards the sensing point the
quality of sensing definitely increases than the far away nodes.

TABLE Ill.  END TO END DELAY
High End | All moving .
Il)lg;nbe to End End to EKS%SQS to Difference = (All
delay End delay - +Fixed)/2 - High
nodes (inmsec) | (in msec) (in msec)
10 35.726 37.847 41.157 3.77645
20 24.595 23.260 22.075 -1.9269
30 16.971 14.301 15.471 -2.0854
40 11.386 10.300 10.724 -0.87365
50 8.997 8.872 8.655 -0.23403
End to End Delay comparison
45000
40.000
$ 35.000 )
wn —&— High EtoE delay
£ 30.000 \
£ 25.000 —— All moving EtoE
2 20.000 delay
g 15.000 Fixed EtoE delay
< 10000
=
w5000
S o000
5
o 10 20 30 40 50
w

Number of hodes

Fig. 8. Endto End Delay of All Packets in Network.

TABLE IV.  ENERGY CONSUMED BY THE NETWORK
Numbe High All moving | Fixed
rof moving Energy Energy Difference = (All
Energy (in (in +Fixed)/2 - High
nodes . ) . !
(in mjoules) mjoules) mjoules)
10 0.2709 0.3584 0.3048 0.060682
20 0.3767 0.4085 0.3570 0.0060195
30 0.3688 0.4132 0.3948 0.035184
40 0.3265 0.3558 0.3226 0.0126765
50 0.2773 0.3541 0.3253 0.0623898
Energy comparison
- === High moving
" \. Energy
) e==g=== Al moving
= Energy
o Fixed Energy
S
£
>
oy
)
c
I} Number of nodes

Fig. 9. Energy Consumed by All Nodes in Network.
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VI1.CONCLUSION

The main objective of most of WSN applications is the
deployment of the nodes and better energy utilization schemes
are key factors. Heterogeneity of nodes can play a vital role
achieving this. Several deployment strategies are proposed for
better sensing, less number of packet transmission, reduced
packet delays and increased energy conservation. The work
simulated three types of deployments like fixed node, all nodes
moving and high-energy node moving deployments and found
that high-energy moving nodes show 10% better throughput
and 6 % better energy utilization. This is possible as high
energy nodes (energy heterogonous nodes) in dynamic
deployment configure themselves to move towards sensing
area for better sensing. Hence, it is observed from simulation
results that dynamic deployment strategies with self-
configuration logic of nodes can achieve better performance
with respect to number of packets transmitted and energy
utilization. In future, this work is planned, to be extended by
computing the self-configuration logic using some Artificial
intelligence or some machine learning technique. Especially,
artificial neural network may be one of the best choices for it.
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Abstract—A two-year study by the Ministry of Research,
Technology and Education in Indonesia presented the evaluation
of most universities in Indonesia. The findings of the evaluation
are the peculiarities of various dissertation softcopies of doctoral
students which are similar to any texts available on internet. The
suspected plagiarism behavior has a negative effect on both
students and faculty members. The main reason behind this
behavior is the lack of standardized awareness among faculty
members with regard to plagiarism. Therefore, this study
proposes a computerized system that is able to detect plagiarism
information by using K-means and cosine distance algorithm.
The process starts from preprocessing process that includes a
novel step of checking Indonesian big dictionary, vector space
model design, and the combined calculation of K-means and
cosine distance from 17 documents as test data. The result of this
study generally shows that the documents have detection
accuracy of 93.33%.

Keywords—K-means; cosine distance; cluster; document
similarity; document frequency; inverse document frequency;
preprocessing; vector space model

I.  INTRODUCTION

There is a two-year study conducted by the Academic
Performance Evaluation team in the Ministry of Research,
Technology and Higher Education that found an indication of
plagiarism in various universities in Indonesia. The finding
starts from several anomalies in doctoral dissertations which
are published in electronic format. It is explicitly said in the
report that there are several irregularities contained in the
dissertation document footprint and a number of dissertations
similar to open source texts on the internet.

Plagiarism behavior has been identified for both students
and faculty members. One of the main reasons of this behavior
problem found is due to the different standard of plagiarism
issue between faculty members graduated from local
universities and those graduated overseas. There is a perception
amongst academics in Indonesian institution that overseas
graduates are stricter in plagiarism issue [1]. This perception
triggers reluctance amongst faculty members to raise the
plagiarism issue due to the fear of being harshly judged. There
should be a further concern about standards and consistency in
preventing plagiarism in higher education institutions,
especially in law enforcement. The detection of plagiarism is

non-trivial given the facts that there is an increasing amount of
information generated from an easy access of various websites,
large databases and social media that pose serious problems for
publishers, researchers and educational institutions.

Document grouping [2] is a technique to organize a large
number of documents. This technique is usually the
unsupervised learning which has no identification of any
classes. Unlike classifications technique, data are grouped into
groups according to their similarity. The obtained cluster
indicates a meaningful category. The result is used as a basis
for documents classification. Document categorization is also
useful for fast information retrieval and data mining. Any
documents have possibility of having word similarities within
the same topic. The cluster contains very similar documents.

One of existing non-hierarchical cluster methods is K-
means [3] that partitions existing data into one or more
clusters. It is important to note that K-means algorithm is
considerably sensitive to outliers. Outliers are data far from the
majority of other data, and thus inapplicable when inserted into
a cluster. This kind of data can distort the cluster mean value
excessively. Due to the time constraint, this research assumes
the outliers are insignificant to the result of the research.

This research aims to combine two different measurements
for detecting Indonesian documents similarity by utilizing
Indonesian big dictionary. In detail, the research objective is to
implement the document similarity detection system in order to
observe the performance of the proposed technique.

Il. LITERATURE REVIEW

A. Theoretical Background

Data analysis is currently the heart of most computing
applications, especially during the design phase. The data
analysis process is practically categorized as simplification and
exploration, which is based on the availability of a model that
appropriately represents the real data source. The main
procedures in both types of procedures during hypothesis
formation and decision making are clustering and classification
based on postulated model and analysis results.

Clustering is the arrangement technique of patterns (usually
described as points in multidimensional space or measurement
vectors) into groups based on similarity or dissimilarity.
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Clustering is a non-trivial method of analyzing particular data.
It is a method of creating a collection of items that are
somewhat related in one or more features. The purpose of
grouping is to provide similar data groups. Clustering is often
misinterpreted as classification. The simplest difference is
regarding to the measure. The measure in clustering is based on
the intra-cluster distance that should be reduced in order to get
the best clustering results. The term of clustering is commonly
used to refer a grouping method of data that are not yet labeled.
Clustering and classification [4] have different terminology and
assumptions for the grouping process components, as well as
the context in which grouping is being used.

A comprehensive survey is very important step due to the
large amount of literatures regarding to grouping issue.
Accessibility to the survey is another issue to reconcile
different vocabulary and assumptions regarding to grouping in
various research. Authors in [5] present that typical pattern
grouping activities involve the modeling of data point, the
calculation of data point relatedness, clustering or grouping, the
abstraction of processed data, and eventually the evaluation of
result. These activities are accommodated in our research to
fulfill the objective.

K-means is one of existing cluster partition algorithms. In
this algorithm, the partition that has data considered as cluster
k. Other clustering algorithms are also proposed to handle
document grouping tasks for automatic grouping and enhanced
partition of K-means algorithm, such as a method for
initializing centroid [6], [7], oncology-based K-means
algorithm, domain ontological grouping [8], and dataset based
analysis to increase the efficiency of the K-means algorithm in
case that the false document is given as input [9].

Cosine distance is a measure of the similarity between two
vectors based on the cosine angle between them. This study
proposes a document similarity detection system by clustering
and calculating the cosine angle between the examined
documents.

In a combined algorithm of K-means and Cosine distance,
there are n data points that are divided into k clusters based on
several similarity measurement criteria. The K-means
algorithm is relatively agile and thus considered as a common
clustering algorithm. Vector quantization, cluster assessment,
feature discovery are several examples of K-means utilization
as surveyed in [3].

K-means algorithm starts from selecting the number of k
clusters, assigning each data point to the nearest cluster center,
and moving each cluster center to the average and last data
points. These steps are repeated several times to achieve the
convergence. The final result of the K-means algorithm is the
suitable number of clusters. Creating the number of clusters
before implementing the algorithm is considered as
impractical. It also requires in-depth knowledge of the field of
clustering. Before applying vector space models to the text
documents, an information retrieval is performed through a
preprocessing. Preprocessing input is plain text documents and
its output is a set of tokens utilized in the vector model.

Vol. 10, No. 2, 2019

B. Related Works

There are several related works that are reviewed to
observe state of the art in the research domain. Rajeswari et al.
[2] implements K-means algorithm to a group of news articles
with 20 categories that requires predefined cluster names. The
result shows that K-means algorithm is unable to cluster the
article documents automatically without considering the
feature as a cluster label. Moreover, there is an issue of over
clustering. It means that there is a need of clustering repetition
until all documents are correctly clustered. Hence, it can be
inferred that the combination with another algorithm is
required in several domains.

Bhattacharjee et al. [10] proposes the use of cosine
similarity measure to cluster sentiment analysis between -2
(very negative) and +2 (very positive) for 8000 comments on
telecommunication domain. The result shows 82.09% accuracy
for two classes of negative and positive. It outweighs previous
works have 71.5% accuracy in average. It inspires us to include
cosine technique for clustering our documents.

Bafna et al. [11] proposes the combination of K-means and
hierarchical algorithms. It initially starts from small dataset and
advances to an extended one while different clusters are being
created. In total, there are 10,000 documents for the whole
classification process. The result shows that the combined
algorithm is able to classify two classes of positive-negative
and three classes of positive-negative-neutral.

Shirkhorshidi et al. [12] compares several similarity
measurements based on distance. He utilizes 15 generic
datasets to reproduce the clustering results. Hence, the
distance measurement performance can be measured based on
its category and dimension.

Rani and Sahu [13] compare several clustering techniques
in measuring textual contents and articles. The searching
keywords are identified based on the most relevant content.
Matrix of keywords is built to compare the different algorithms
in Matlab. However, it only chooses news article that triggers a
further research question for other article types.

I1l. SYSTEM DESIGN

The research of detecting document similarity by using K-
means algorithm and Cosine distance method is considered as
applied research. The result of applied research can be directly
incorporated to solve the problems. Moreover, the combination
between K-means algorithm and Cosine distance method
requires a specific process schema to fulfil the objective of the
research.

Fig. 1 illustrates the process flow of document similarity
detection system that emphasizes on the preprocessing. The
document requires preprocessing in order to calculate the
similarity between documents. More specifically, the purpose
of preprocessing is to extract special features on documents for
information retrieval. The first step in preprocessing is filtering
that eliminates any punctuations and special characters.
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Fig. 1. Process Scheme to Detect Document Similarity.

The second step is tokenization. It is a function to convert a
sentence into a list of words. The third step is stop word
removal. Any words that have no meaning in the vector space
are removed in this step. The fourth step is stemming which
uses Indonesian language stemming to convert any words into
their basic forms. The last step in preprocessing is pruning that
sorts all words and removes any words with low frequency.

Although the common preprocessing stage consists of
filtering, tokenization, stop word removal, stemming and
pruning; this study proposes to add one process before the
stemming process. It is a process of validating the term
whether it is registered in the Indonesian big dictionary (KBBI)
[14] or not. This process ensures that the term has a real
concept in Indonesian language and, therefore, is applicable for
any documents in Indonesian language.

Object oriented design with unified modeling language is
utilized to design the system. The design starts from the results
of data collection and literature study to obtain the system
requirements specifications. It includes program specification
design, system process design, system flow design and system
application interface design.

Once the system has been developed, the testing is
conducted by including the preprocessing, vector space model,
K-means clustering, cosine similarity, and accuracy testing.

It is important to note that this research uses purposive
sampling technique which is one of the common sampling
techniques in other research works. This sampling technique
deliberately takes samples based on predetermined criteria.
Hence, the size of the dataset is considerably not big since we
are focusing on the design of the system.

In order to acquire a better accuracy and performance of the
detection model, the document is preprocessed to prepare the
terms readable by K-means & cosine distance algorithm. The
weighting through the vector space model is also required by
the algorithm. This research uses dataset which consists of
three article categories, namely sports, news and finance. Each
category has 20 articles which are proportionally distributed in
17 similarity detection scenarios as provided in Table 1.

TABLE I. GROUPING THE DATASETS
1D Description
1 20 sport articles
2 17 sport articles
3 14 sport articles
4 11 sport articles
5 8 sport articles
6 20 news articles
7 17 news articles
8 14 news articles
9 11 news articles
10 8 news articles
11 20 finance articles
12 17 finance articles
13 14 finance articles
14 11 finance articles
15 8 finance articles
16 3 sport, news, finance articles
17 6 sport, news, finance articles
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Class diagram is generally used by the system developers
to obtain the glimpse of the system structure before the code is
written. It is also useful to ensure that the system is
implemented based on the most optimized design. Fig. 2 shows
the class diagram for similarity detection system using K-
means and cosine distance. In this diagram, there are four
classes designed to accommodate the system requirement:
Document, Distance, Tokenization and Term Frequency-
Inverse Document Frequency. Each class has its properties and
methods to seamlessly develop the application. Document class
behaves as main class and uses three other similarity
information classes due to the nature of document concept in
the real world.

The similarity detection system starts from the user input. It
advances all the processes until the system outputs the
similarity distance value in matrix view as illustrated in Fig. 3.

TOKENIZATION

Uses | +IDDOC: string
+TERM : string
-FREQ : int

DOCUMENT

A

+IDDOC: string
-DESC : string
-CREATEDDATE : date
__| -CREATEDTIME : time

+GetTerm(IDDOC): return string[];

-BODY : text TFIDF
-PATH : string Uses
. +IDDOC : string
+OpenFile(PATHY): return string; +TERM : string
-GetBodyText(PATH): return string; TFE: daﬁhle
" | -IDF : double
Uses -Weigh : double
DISTANCE
+CalculateTFIDF();
+IDDOC : string

+CLUSTER : int
-DISTANCE : double

+CalculateDistance()

Fig. 2. Similarity Detection Class Diagram.
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IV. EVALUATION

The evaluation is required to examine the reliability of the
proposed approach. Preprocessing is the initial stage for
processing input data before being processed in the main stages
of the vector space model. Preprocessing is required to
establish the uniformity and ease of reading during the
subsequent processes. In this study, the proposed preprocessing
steps are tokenization, stop word removal, stemming,
Indonesian big dictionary based checking and pruning. The
result of the preprocessing is represented in Table 2.

It can be inferred that the preprocessing is required to
process 17 documents with 52,805 words. It produces 30,969
words which equals to 58.64% of the total words in the
document being tested. It creates a vector of 1,500 unique
words in 7.997 milliseconds. In other words, it is around 0.47
milliseconds per document. This preprocessing time is
considered as reliable in this research.

Vector space model is tested to determine the time that is
required to process data provided during preprocessing. There
are three calculations during vector space model testing,
namely term frequency, document frequency & inverse
document frequency as normally used as an evaluation
technique in clustering [11]. Term weight is added in this
research to increase the reliability.

Each of the evaluation is represented in different figure to
show the clarity and interdependency of the calculation. Fig. 4
illustrates the testing of calculating term frequency for all
documents. The calculation of term frequency that is produced
by the system will be used as a reference for the calculation
process and word weighting process.

Fig. 5 is a graph of the application test in calculating the
document frequency. This graphs shows that the higher the
value in each document, the more terms contained in the
document.

Fig. 6 represents a graph of an application test in
calculating inverse frequency document. The more terms that
the document has, the smaller inverse value the document
implies. Accordingly, the fewer terms appear on a document,
the more inverse value is resulted from the document.

The application test of generating vector model space is
divided into several tests on 17 preprocessed articles. Each
article has a feature vector of 1,500 words. Hence, the matrix
dimension created during the term frequency process is 17 x
1500.

TABLE II. RESULT OF PREPROCESSING
Number of Terms
Duration (ms)

Before After
Total 52,805 30,969 7.997
Average 3,106.17 1,821.7 0.4704
Average Percentage 58.64%
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Table 3 presents the duration of the vector space model
generation. The total duration of Term Frequency (TF),
Document Frequency-Inverse Document Frequency (DF-IDF),
and weighting calculation has the average of 119.2969
milliseconds. For K-means and cosine distance testing, the data
are taken from the preprocessing and vector space model.

In Table 4, the cluster value represents similar documents,
while cosine value is the angular distance to other documents.
It can be concluded that the K-means algorithm and cosine
distance are able to detect the similarity of documents. Out of
15 total documents, there are 14 correct documents, and one
wrong document. It means that the arbitrary accuracy is
93.33%.
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TABLE Ill.  THE DURATION FOR GENERATING VECTOR SPACE MODEL (IN
MILLISECONDS)
TF DF-IDF Weighting

Test 1 27.0380 31.0140 58.5830

Test 2 26.5502 32.4380 59.3690

Test 3 27.9404 34.9580 60.0000
Average 27.1762 32.8033 59.3173

TABLE IV.  RESULTS OF K-MEANS TESTING AND COSINE DISTANCE

1D Short Text Cosine Cluster
1 11 finance articles.docx 0.839715 2

2 11 news articles.docx 0.804417 0

3 11 sport articles.docx 0.908695 1

4 14 finance articles.docx 0.961371 2

5 14 news articles.docx 0.924069 0

6 14 sport articles.docx 0.931172 1

7 17 finance articles.docx 0,966877 2

8 17 news articles.docx 0.929583 0

9 17 sport articles.docx 0.95024 1

10 20 finance articles.docx 0.948105 2

11 20 news articles.docx 0,908088 0

12 20 sport articles.docx 0.894802 1

13 3 sport, news and finance articles.docx | 0.42862 1

14 6 sport news and finance articles.docx | 0.507354 0

15 8 finance articles.docx 0.726018 2

16 8 news articles.docx 0.731459 0

17 8 sport articles.docx 0.857179 1

V. CONCLUSION

The documents are initially passed in the similarity
detection system by preprocessing them to get the vector. In
preprocessing, this research validated the terms in documents
to Indonesian big dictionary. Vector Space Model is used to
calculate the document similarity by combining the K-means
and cosine distance algorithms. The simple accuracy
measurement formula is applied to identify the results of
document similarity detection. In the test result, the processing
time of 17 document schemes at the preprocessing stage is

Vol. 10, No. 2, 2019

7.997 milliseconds, while the processing time of vector space
model process is 119,296 milliseconds. The system delivers the
document similarity detection accuracy of 93.33%. In the
future, it is expected to apply this research in a bigger dataset
by including online articles in order to improve its reliability.
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Abstract—The new age of mobile health is accompanied with
wider implementation of ubiquitous and pervasive mobile
communication and computing, that in turn, has brought
enormous opportunities for organizations and governments to
reconsider their healthcare concept. Alongside, the global process
of urbanization signifies a daunting test and attracts the expert
concentration towards towns that can obtain significant high
populations and service people in a human and efficient
approach. The consistent need of these two trends led to
evolution of the concept of smart cities plus mobile healthcare.
The given article is intended to provide an overview of smart
health, explained to be context-aware that is accompanied by
mobile health within the smart cities. The purpose of the article is
to offer a standpoint on the main fields of research and
knowledge explained in the procedure of establishment of the
new idea. Furthermore, the article will also focus on major
opportunities and challenges that are implied by s-health and will
offer a common opportunity for future research.

Keywords—Smart city; challenges; opportunities; smart health

I.  INTRODUCTION

Electronic health (e-health) is the contribution of (ICT)
implementation in the healthcare industry. This e-health
concept further helps in increasing efficiency and cost
reduction [1]. The e-health consolidation is followed by the
widespread preference of mobile devices with abilities such as
smart phones, which led to evolution of mobile health (m-
health) concept. One can understand m-health as delivering
healthcare services using mobile communication devices [2].
m-health offers astonishing opportunities being an addition to
the already existing of e-health that are associated with the
ubiquity of mobile devices, which includes immediacy, wider
availability, and global monitoring capabilities [3][4]. Even
when substantial innovations have been made in the field of m-
health, but the concept is still in its easy phases and is
consistently developing alongside another opportunistic and
promising idea of smart cities based on ICT and target to
handle local concerns ranging, transportation and local
economy to e-governance plus quality of life.

Local authorities, nowadays, invest hefting amounts in ICT
for equipping their smart cities with all needed technological
infrastructures that can foster social responsibility, support
ambient intelligence, and can enhance appreciation for the
environment. Hence, this indicates boundless potentials for the
smart cities plus organizations. Example, Intel and IBM are
partnering in a way to consolidate or merge their leadership in
the given industry. They have recognized various relevant
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fields in which smart cities can play a crucial roles and these
include energy and public utilities, public safety, education,
trade and industry development, healthcare, and social services,
etc. The sensors are the basis of the smart cities that offer
updated information regarding distinct variables that entail
humidity, temperature, pollution, concentration of allergens,
traffic conditions and many more. Explored the framework as
the ecological settings plus states that also help in determining
behavior of an application or in which event of an application
happens and is of interest to the user. These variables offered
by the infrastructure of smart city are the context that can help
in understanding the citizens’ living environment at any time.
Hence, by using this information in a proper way can help in
providing patients and citizens with the healthcare services and
applications with active awareness of the context (i.e., services
and applications that inevitably adjust to discovered context)
by making changes in the behavior of services and
applications.

The prime objective of the given work is to evaluation the
idea of Smart Health (s-Health) like an outcome of the natural
effort or collaboration of smart cities and m-health, from the
viewpoint of ICT, society, and that of individuals. The article
will then focus on advantages and challenges that are explored
by this new perception of health in the smart cities and analyze
its practical viability.

The remaining editorial is prearranged as follows. The first
segment recapitulates major and prime research field that
explains a primary role in the s-health development. After this,
the article will explain the idea of s-health and focus on its
importance, impact, feasibility, and timeliness. Following this,
the emphasis of the article will be the elaboration on the major
opportunities and challenges implied by s-health. Finally, the
article will be concluded by providing a summary of overall
contribution of the researcher to the article and some final
opinions and viewpoints about it [5].

Il. SMARTCITY

Smart city is still considered as vague concept that has not
been defined strictly. Caragliu in offered a definition of the
concept, which was further explained in Pérez-Martinez et al.
as: these are the cities that are powerfully created on ICTs
investing in social plus human capital enhancing the quality
lifestyle of their citizens by promoting economic growth, wiser
resource organization, engaging governance, efficient mobility,
and sustainability, while they assure the security and privacy of
the citizens [12].
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The Smart cities have become a forthcoming necessity that
has recently attained a great attention from both academia and
industry. Private organizations such as Siemens, Intel plus IBM
largely invest in smart cities. Additionally, the scientific
society has also ongoing undertaking an in-depth analysis of
the concept of smart cities [11].

According to the recent reports, there is an exponential
increase in the pace of urbanization. At present, around 50
percent of the globe people reside in cities, and this is
predictable to increase further to 70 percent by 2050. Thus,
infrastructural expansion to fulfill requirements of the large
population is vital. Furthermore, infrastructures of big cities
require efficiency in varied aspects that ranges from
consumption of energy to allocation of resources. Hence, the
only way in which cities can provide a quality life and
sustainability to their people is by using “smart”
communication on the gadgets through ICT to assure
admission to the desired context-aware information [6].

Various cities have by now initiated working towards
adopting this concept. There are four areas around the notion of
sustainability that was determined by Amsterdam and these
include mobility, working, public space, and living. The smart
projects are conducted in these four areas for improving the
city. In Amsterdam, they concentrate on reducing the
emissions of CO2, but the researcher could also discover some
examples that concentrate on facets also3. In some instances of
cities that are chasing “smartness” include Toronto, Vienna,
London, Paris, Copenhagen, New York, Barcelona, and Hong
Kong [7][8].

The prevalent and extensive implementation of specific
sensors in the smart cities offers supplement connections in the
course of participatory, people-centric, as well as resourceful
sensing [8, 9]. As per the given context, a smart city turns into
an enormous system of systems, which is required to offer the
processed information to its local authorities and citizens. In
most situations can offer personalized information that allows
them using the on-request service providers for managing cities
and creating the drive for corrective acts (Fig. 1).

“Smart health (s-health) explained as the provision of
health services in the preference to use context-aware net-
work and sensing infrastructure of the identified smart cities

[9].”
A. Smart Health

In reference to this definition, smart health can be grouped
as a subset of e-health given s-health is in relation to the ICT
infrastructure of the identified a smart city. Nevertheless, there
is a difference between s-health and m-health. For instance, in
s-health there is a possibility that the identified fundamental
communication may not be mobile or not [10] [11]. In reality,
for the majority of cases it may include established fixed
sensors. The identified examples that were illustrated in Fig. 2
will help in clarifying the aim of the above concepts, in
reference to the subsets that are exemplified in Fig. 2.
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1) Case 1—Classical health explained as generally
activity related to health, which means a doctor that visits
patients with the specified traditional tools, which do not
essentially entail ICT.

2) Case 2—E-Health entails usage of databases and
electronic health records (EHR) that help in saving or storing
patients” medical information[1],[2],[3].

3) Case 3—M-Health. The example of this type of
activity is when patient is able to check their prescriptions
from their personal mobile devices for guaranteed adherence
to the medications. This m-health explained as a subset of e-
health given it makes use of medical devices for accessing
medical related figures.
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4) Case 4—S-Health. The patient receives information or
data from an interactive pole of information for checking the
level of dust, pollen, plus pollution for which individual has
allergy. The information further helps patients in preventing
the areas that can prove to be hazardous for their health
conditions. The pole of information helps in providing the
patient with information about the best route or direction that
they can take to reach a destination and about the closest
pharmacies from where he can purchase antihistamine pills.

5) Case 5—M-Health amplified with s- Health.This can
be explained with a cyclist who is wearing a band or bracelet
that has in-built accelerometers and accident is the main
monitoring capability of the device. The body sensor network
will help in detecting the fall of the individual and will send an
notification to the city infrastructure. As soon as the system
receives notification, the traffic circumstances are being
evaluated, and an ambulance will be dispatched using the best
selected route [4]. Additionally, it is possible to adjust the city
traffic lights in a dynamic manner to minimize the time spent
before the ambulance arrives at the scene [5],[6].

This shows that the prime objective of s-health is
endorsement of health to a senior place within a community in
a private, efficient, secure, sustainable, and distributed manner
by re-utilizing the values of smart cities and m-health in an
identified new example of pervasive fitness.

The consolidation of the new s-health concept and its
definition will expand the health coverage from heath centers
and adjusted homes universally in the selected smart city. The,
article can also offer the ground or basis to develop new
models, techniques, synergies, and interactions that will further
helps in reducing the costs of health, enhancing the patients’
quality of life, early illness detection, gathering invaluable
research data, and the worldwide enhancement of communities
[71.[81.[9]-

B. S-Health Vs. M-Health

The concept of s-health can just be measured as an
expansion of improvement in the notion of m-health, which
simultaneously consists of sensing abilities of the smart cities.
In general, both these concepts are substantially different from
one another, which in turn, justify the adoption and application
of s-health concept. Even when it is evident that s-health notion
cannot be confusing with the notion of smart cities, it is
necessary to highlight the difference of s-health with that with
m-health. The main distinctions between the two concepts
include:

1) Distinctions in sources of information: The data or
information that is used in the concept of m-health is generally
comes from the patients. Nevertheless, the data used in s-
health concept are not just completely come from patient but
from independent sources such as the smart city sensing
infrastructure, which is considered to be the new information
source. This new source of information exceeds or is better
than the m-health and hence, it rationalizes the evolution of
the ideology of s-health [5],[10],[11].

)

Fig.3. M-Health.

Thus the revealed source of information exceeds m-health
and explains the manifestation of the new perception of s-
health [12],[4].

2) Distinctions in flow of information: m-Health is
generally user-focused or personalized approach, whereas s-
health is city-centric as well. This is proved by the face that in
m-health, information is gathered through patients and are
processes and the final outcomes go back to the patients only.
On the contrary, in case of s-health, which is not user-centric,
the information that is obtained by the patients also changes
the city’s behavior, which means the concept is city-centric.
As an example, if one can refer example 5 above, the fall of
the cyclist in the example shows changes in the whole city’s
behavior and also leads to changes in the traffic lights of the
city that also helps in ambulance’s easiest arrival (which
clearly is outside the m-health’s scope).

C. Challengesand Opportunities Challenges

The perception of s-health consists of an enormous research
that usually work in an independent manner and hence, in
certain cases lead to confusions. The citizens those adopt the s-
health paradigm needs certain kind of fulfillments including
financial, technical, logistics, as well as psychological needs
[13]. Some of the challenges that s-health is expected to
conquer include:

1) Multidisciplinary research and interaction: Explored
areas that are previously explained are generally being studied
all around the world by different practitioners as well as
researchers. Nevertheless, it is very much unusual for the
researchers to conduct study or work in same institution or
organizations; hence, this makes it extremely hard for them to
share their information for mutually leading to an integrated
solution like the s-health concept. Since, the notion of s-health
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is very new, there is an increasing requirement for
collaboration, cooperation and interaction among diverse
actors including researchers, practitioners, governments,
physicians, etc. for defining a common mutual ground from
the beginning, and hence, preventing redundant redesigns as
well as over-spending.

2) Security and privacy: Even when s-health approach can
help in mitigating various health related concerns, but its
capability to obtain unparalleled among of data can jeopardize
the citizens’ privacy. Protection of privacy and security of the
infrastructure is an inevitable issue that research community is
still trying to redress. Privacy protection and security is
foremost in around every facet of human life. Nevertheless, in
smart city context, it is even of greater importance and the
reason is because the information that is obtained is very
personal. From the data or information that is collected in a
smart city, it is possible to get knowledge about the habits of
citizens, their social status, other personal information, and
even the information related to their religion. All these
personal information variables are extremely delicate in
nature, and when they are integrated with the health
information of an individual, the outcome is even more
sensitive. Hence, it infers a great difficulty and several
challenges that are still required to be studied. Certain efforts
have been conducted to explain the concept of the privacy of
citizens and to offer possible solution to protect that privacy
[10]8]. In addition, various attempts are contributed towards
the privacy protection in heath, Trust- worthy Health and
Wellness (THaW) is one of the representative projects in this
context [7][13]. The concept of THaW aims to resolve diverse
challenges and difficulties to offer trustworthy and reliable
information systems for wellness and health. In a similar way,
the Strategic Healthcare IT Advanced Research Projects
on Security (SHARPS) is another project that aims in making
improvements in the foundations, requirements, development,
design, and deployment of security, as well as on privacy
methods and tools that are used for m-health. Such projects
are the research priorities and difficulties with them are
daunting [14][15].

D. Opportunities

The perception of s-health is created on a ground that it can
use the smart cities’ infrastructure that in turn can open an
array of opportunities or potentials for the expansion and
growth of new applications identified and explored services
that are associated with health. Some of the opportunities that
s-health can offer include:

1) Data collection, presentation, and analysis: It can help
in practical redesigning of data related to health, because
certain information that seems irrelevant can be of utmost
importance for healthcare services [16][17]. S-health makes it
possible to collect data from healthy people and patients in
real-time and can further be combined with the data or
information of city. Main routes, signs, as well as records of
every citizen could be seamlessly integrated or combined with
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the data that is derived using pervasive cameras, Sensors,
forecasts, and weather reports. Hence, proper use of all the
data can then become the prime pillar and basis for the s-
health applications [18].

2) Prevention as well as administration of critical
incidents: s-Health expected to also provide the precise
techniques for avoidance as well as proficient management of
acute plus chronic ailments plus accidents. Comprehend- s-
health expected to be helpful in identifying the circumstance
that needs intervention such as falls, cardiovascular events,
accidents, and can offer optimized and automated
management of such incidents such as providing the guidance
as well as notifications to the establishment (Example 5)
[19][20]. In the event, when there is a small and not very acute
event, the patient can easily be guide to reach immediately at
bordering health provider or pharmacy by using s-health. On
the other hand, during the life-threatening circumstances, the
traffic information can also be used to guide and dispatch the
ambulance so that it can reach patient as early possible.
Comprehensive and proper data or information analysis can
also offer various technigques for more efficient prevention of
disease, early detection of chronic ailments and diseases, and
even recognizing the new risks and threats related to health
[11[21][22].

3) Effectiveness and environmental assessment: Patient
expected monitor information also used for identification of
non-optimally manage situations or non-responsive patients to
offer them treatments as well as to provide them efficient and
effective healthcare assistance. As an example, s-health
systems can help in recognizing the patients with chronic
diseases with major signs that are inconsistent to the
medicines prescribed to them such as abnormal heart rate,
blood pressures, blood glucose, etc. Example of such data can
be combined with the location, status, and current actions of
patient for the sake of reducing false positives and recognize
bona fide actions that needs interference [23][24]. Such
application may also impose substantial influence on the new
interventions’ assessment in case of clinical trials. S-Health
systems can seamlessly integrate patient’s medical records,
long-term patient monitor system, and efficient assessment
methodologies with the data provided by city sensors. Such
integration act as an ideal setting for providing high-quality
personalized medicine. Environmental conditions including
pollution, temperature, humidity, etc. and daily routes and
activities of patients can also be used in order their dosing at
an unprecedented level of detail, while the capability of the
system to routinely and actively measure each intervention’s
effectiveness [10][25].

4) Engaging patients and families in managing their
health: In s-health approach, the citizens are substantially
empowered as well as assisted in an efficient manner for
participating actively in the management of their health. S-
health systems can make use of medical records data as well
as important signs for providing optimal and best guidance for
everyday activities, habits, and tasks within the city [15]. For
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example, an s-health application can also offer the heart
patients and those with respiratory diseases, with a best route
by preventing the areas with high level of pollution
[91[26][27].

5) Improving policy decisions: s-Health systems can also
enable health management of public. Laws and preferences
can also be “modified” to evaluate every district or city, on the
basis of the data that is resulting from health hazard,
population,  weather, environment, and  accessible
infrastructure. There are boundless or limitless potential that
arise from mining such data for the sake of optimizing
decision making related to public health.

6) Epidemic control: s-health data as well as
methodologies also radically enhance the competence of the
state in detection and control of epidemics. The vital signs,
activities, and locations of citizens can be utilized for
detection of possibly the new cases during an epidemic,
effectively recognizing the fields of enhanced risk, and
managing a ranging outbreak in an effective manner. Such
methods also be implemented in the detection as well as
organization of other widespread risks related to health such
as radiation or pollution from an trade incident [28].

7) Cost saving: Identified sectors that are exploited
previously may impose a substantial impact on reducing the
cost of health care [29][30][31]. Such reduction of cost will
also be included with simultaneous boost in the efficiency of
scheme and enhancement in the provision of services. Timely
[71[32], optimization of the prevention and management of
disease can further lead to decrease in unnecessary visits to
hospitals and the development of acute events due to poor
management of the patients with chronic conditions.
Additionally, reduction in the action time and effective public
health management can also offer optimal outcomes while
offering reduction in costs on a national scale
[33][34][35][36].

I1l. CONCLUSION

The extensive ICT adoption in the cities’ context led to the
evolution of smart cities. In a similar manner, using mobile
technologies and ICT for issues related to health will led to
appearance of monitoring of patient and health care in a
ubiquitous way using e-health and m-health. Whilst researchers
are already focusing on the further development of the
ideology of m-health plus smart cities, it can further believed
that there is an increasing requirement for a new concept that
can be known as smart health (s-health), which emerges by
amalgamating the identified smart cities with mobile and
electronic health services.

Upon introducing this new ideology of s-health plus by
providing clarification of the scope of this concept, the research
is trying to pave the way for prospect explore to have a
clarified plus better concentration as well as a common
explanation to enhance healthcare. The given editorial
provided overview of the s-health concept, and help in
analyzing most of the research fields related to it. The article

Vol. 10, No. 2, 2019

also helped in discussing the major challenges that are
generally faced during the development and implementation of
s-health, and it also focuses on highlighting all the
opportunities possible to implement the concept and the future
potentials of s-health, which according to the researchers are
boundless.

IVV. FUNDING

This research is funded by the Deanship of Scientific
Research and Graduate Studies in Yarmouk University, Jordan.

REFERENCES

[1] Mamra and A. Mamra, “A Proposed Framework to Investigate the User
Acceptance of Personal Health Records in A Proposed Framework to
Investigate the User Acceptance of Personal Health Records in Malaysia
using UTAUT2 and PMT,” Int. J. Adv. Comput. Sci. Appl., no. March,
2017.

[2] M. B. Alazzam, A. B. D. Samad, H. Basari, and A. Samad, “PILOT
STUDY OF EHRS ACCEPTANCE IN JORDAN HOSPITALS BY
UTAUT2,” vol. 85, no. 3, 2016.

[3] M. B. Alazzam, A. Samad, H. Basari, and A. S. Sibghatullah, “Trust in
stored data in EHRs acceptance of medical staff : using UTAUT2,” vol.
11, no. 4, pp. 2737-2748, 2016.

[4] M. B. Alazzam, Y. M. Al-sharo, and M. K. Al-, “DEVELOPING (
UTAUT 2 ) MODEL OF ADOPTION MOBILE HEALTH
APPLICATION IN JORDAN E- GOVERNMENT,” vol. 96, no. 12,
2018.

[5(] M. B. Alazzam, “Physicians’ Acceptance of Electronic Health Records
Exchange: An Extension of the with UTAUT2 Model Institutional
Trust,” Adv. Sci. Lett., vol. 21, pp. 3248-3252, Feb. 2015.

[6] A. S. MB.Alazzam, “Review of Studies With Utaut As Conceptual
Framework,” Eur. Sci. J., vol. 10, no. 3, pp. 249258, 2015.

[71 M.R.Ramli, Z. A. Abas, M. I. Desa, Z. Z. Abidin, and M. B. Alazzam,
“Enhanced convergence of Bat Algorithm based on dimensional and
inertia weight factor,” J. King Saud Univ. - Comput. Inf. Sci., 2018.

[8] M. Rasmi, M. B. Alazzam, M. K. Alsmadi, A. Ibrahim, R. A.
Alkhasawneh, and S. Alsmadi, “Healthcare professionals * acceptance
Electronic Health Records system: Critical literature review ( Jordan
case study ) Healthcare professionals ’ acceptance Electronic Health
Records system : Critical literature review ( Jordan case study ),” Int. J.
Healthc. Manag., vol. 0, no. 0, pp. 1-13, 2018.

[9] A. Mamra et al., “Theories and factors applied in investigating the user
acceptance towards personal health records : Review study Theories and
factors applied in investigating the user acceptance towards personal
health records : Review study,” Int. J. Healthc. Manag., vol. 0, no. 0, pp.
1-8, 2017.

[10] S. M.Alazzam, BASARI, “EHRs Acceptance in Jordan Hospitals By
UTAUT2 Model: Preliminary Result,” J. Theor. Appl. Inf. Technol.,
vol. 3178, no. 3, pp. 473-482, 2015.

[11] M. Doheir, B. Hussin, A. Samad, H. Basari, and M. B. Alazzam,
“Structural Design of Secure Transmission Module for Protecting
Patient Data in Cloud-Based Healthcare Environment,” Middle-East J.
Sci. Res., vol. 23, no. 12, pp. 2961-2967, 2015.

[12] Y. Mohammad Al-Sharo, G. Shakah, M. Sh Alkhaswneh, B. Zeyad
Alju-Naeidi, and M. Bader Alazzam, “Classification of big data:
machine learning problems and challenges in network intrusion
prediction,” Int. J. Eng. Technol., vol. 7, no. 4, pp. 3865-3869, 2018.

[13] J. L. Fernandez-Aleman, 1. C. Sefior, P. A. O. Lozoya, and A. Toval,
“Security and privacy in electronic health records: a systematic literature
review.,” J. Biomed. Inform., vol. 46, no. 3, pp. 541-62, Jun. 2013.

[14] R. G. Hollands, “Critical interventions into the corporate smart city,”
Cambridge J. Reg. Econ. Soc., vol. 8, no. 1, pp. 61-77, 2015.

[15] V. Inukollu, S. Arsi, and S. Ravuri, “Security Issues Associated With
Big Data in Cloud Computing,” Int. J. Netw. Secur. Its Appl., vol. 6, no.
3, pp. 45-56, 2014.

175|Page

www.ijacsa.thesai.org



[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

(IJACSA) International Journal of Advanced Computer Science and Applications,

T. Nam and T. A. Pardo, “Conceptualizing smart city with dimensions
of technology, people, and institutions,” Proc. 12th Annu. Int. Digit.
Gov. Res. Conf. Digit. Gov. Innov. Challenging Times - dg.o 11, p.
282, 2011.

D. M. Mendez, 1. Papapanagiotou, and B. Yang, “Internet of Things:
Survey on Security and Privacy,” Inf. Secur. J. A Glob. Perspect., vol.
00, no. 00, pp. 1-21, 2017.

A. Schaffers, Hans. Komninos, Nicos Pallot, Marc Trousse, Brigitt
Nilsson, Michael. Oliveira, “Smart cities and the future internet:
Towards cooperation frameworks for open innovation,” Lect. Notes
Comput. Sci. (including Subser. Lect. Notes Artif. Intell. Lect. Notes
Bioinformatics), vol. 6656, pp. 431-446, 2011.

V. Albino, U. Berardi, and R. M. Dangelico, “Smart Cities : Definitions ,
Dimensions , Performance , and Initiatives Smart Cities : Definitions ,
Dimensions , Performance , and Initiatives,” vol. 22, no. 2017, pp. 3-21,
2015.

M. Zineddine and 1. Privacy, “automated healthcare information privacy
and security : the uae context,” vol. 2012, pp. 311-318, 2012.

A Zanella, N. Bui, a Castellani, L. Vangelista, and M. Zorzi, “Internet
of Things for Smart Cities,” IEEE Internet Things J., vol. 1, no. 1, pp.
22-32,2014.

C. D. Huang, R. S. Behara, and J. Goo, “Optimal information security
investment in a Healthcare Information Exchange: An economic
analysis,” Decis. Support Syst., vol. 61, pp. 1-11, Nov. 2013.

J. Singh, “Big Data: Tools and Technologies in Big Data,” Int. J.
Comput. Appl., vol. 112, no. 15, pp. 975-8887, 2015.

D. Box and D. Pottas, “Improving Information Security Behaviour in the
Healthcare Context,” Procedia Technol., vol. 9, pp. 1093-1103, Jan.
2013.

K. Agbele, H. Nyongesa, and A. Adesina, “leT and Infonnation Security
Perspectives in E-Health Systems,” vol. 4, no. 1, pp. 17-22, 2010.

A. Solanas et al., “Smart health: A context-aware health paradigm
within smart cities,” IEEE Commun. Mag., vol. 52, no. 8, pp. 74-81,
2014.

[27]

(28]

[29]

(30]

(31]

(32]

(33]

(34]

(39]

(36]

Vol. 10, No. 2, 2019

K. Jammoul, H. Lee, and K. Lane, “UNDERSTANDING USERS ’
TRUST AND THE MODERATING INFLUENCE OF PRIVACY AND
SECURITY CONCERNS FOR MOBILE BANKING: AN
ELABORATION,” vol. 2014, pp. 1-11, 2014.

A. Gawlik, L. Koster, H. Mahmoodi, and M. Winandy, “Requirements
for Integrating End-to-End Security into Large-Scale EHR Systems,” pp.
1-12.

A. Glasmeier and S. Christopherson, “Thinking about smart cities,”
Cambridge J. Reg. Econ. Soc., vol. 8, no. 1, pp. 3-12, 2015.

D. Li, J. Shan, Z. Shao, X. Zhou, and Y. Yao, “Geomatics for smart
cities - concept, key techniques, and applications,” Geo-Spatial Inf. Sci.,
vol. 16, no. 1, pp. 13-24, 2013.

J. . Fernando and L. L. Dawson, “The health information system
security threat lifecycle: an informatics theory.,” Int. J. Med. Inform.,
vol. 78, no. 12, pp. 815-26, Dec. 2009.

I. Park, “Essays on information assurance: Examination of detrimental
consequences of information security, privacy, and extreme event
concerns on individual and organizational use of systems,” ProQuest
LLC, 2010.

L. Anthopoulos, M. Janssen, and V. Weerakkody, “A Unified Smart
City Model (USCM) for Smart City Conceptualization and
Benchmarking,” Int. J. Electron. Gov. Res., vol. 12, no. 2, pp. 77-93,
2016.

J. Jin, J. Gubbi, S. Marusic, and M. Palaniswami, “An information
framework for creating a smart city through internet of things,” IEEE
Internet Things J., vol. 1, no. 2, pp. 112-121, 2014.

I. De, T. Diez, M. Lopez-coronado, and M. Lépez-coronado, “Privacy
and Security in Mobile Health Apps: A Review and Recommendations
Privacy and Security in Mobile Health Apps: A Review and
Recommendations,” no. October 2017, 2014.

M. Elkhodr, S. Shahrestani, and H. Cheung, “Enhancing the security of
mobile health monitoring systems through trust negotiations,” 2011
IEEE 36th Conf. Local Comput. Networks, pp. 754757, Oct. 2011.

176 |Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 10, No. 2, 2019

Impact of Privacy Issues on Smart City Services in a
Model Smart City

Nasser H. Abosaq

Computer Science and Engineering Department
Yanbu University College, Royal Commission Yanbu, Kingdom of Saudi Arabia

Abstract—With the recent technological development, there is
prevalent trend for smart infrastructure deployment with
intention to provide smart services for inhabitants. City
governments of current era are under huge pressure to facilitate
their residents by offering state of the art services equipped with
modern technology gadgets. To achieve this goal they have been
forced for massive investment in IT infrastructure deployment,
eventually they are collecting huge amount of data from users
with intention of providing them better or improved services.
These services are very exciting but on the other side they also
pose a big threat to the privacy of individuals. This paper
designed and simulated a smart city model. This model is
connected with some mandatory communication devices which
also produce data for different sensors, Based on simulation
results and possible threats for alteration of this data, it suggests
solution for privacy issues which are to be considered at top
priority to ensure secrecy and privacy of smart city residents.

Keywords—IOT;  Public-Wi-Fi;
industrial 4.0; 5G; Secrecy; FIDO

Privacy; D2D; D2U;

I.  INTRODUCTION

With every passing day our cities are growing in population
and on the other hand demand for increasing quality of services
and latest smart services for city residents have been
increasing, city residents expect from their governments to
equip them with all latest technology gadgets which are helpful
to do routine tasks. A Smart City considered to be the
combination of variety of integrated small projects, which are
initiatives and applications carried out as joint ventures by
combination of public and private sector. These initiatives are
rapid response to facilitate varied groups of community,
therefore it not only results in un-planned selections by diverse
background of participant according to their vested interests in
any metropolitan area but keeping privacy as top priority, Thus
these collections of projects may be similar or having
heterogeneous nature of their operations and working. To
address needs of general public in a smart city mega project is
to address needs and interests of varied nature by facilitating in
their daily life routine tasks without affecting their privacy and
without any risks or threats in using these services. In this
Section-l have discussed the topics as given below. In
introduction section, technology background has been
discussed. In Section-Il describes 10T background and its
architecture, Section-I11 describes smart city services in context
of privacy. Section-IV describes about major privacy
challenges. Section-V describe about related work of privacy.
Section-VI shows simulation results of different sensors in
smart city environment. Section-VII describes challenges and

proposed solution for these challenges and the last Section-VIl1I
discusses about future work in this particular area. Section-1X
concludes this research based on all findings.

II. 10T BACKGROUND

The steadily increasing density of sensing nodes and
sophistication of the associated processing nodes will make
significant qualitative change in how we work and live.
Thanks to researchers of cutting-edge technologies and their
contributions which made it possible to avail all these state of
the art services just by a single click on their smart devices
ranging from paying their utility bills to managing their kitchen
appliances. Research in 10T [1] requires many directions as of
massively scalable architectures and dependencies, creating
knowledge from big data, robustness, openness, security,
privacy and human factors in the loop [2].

How we can consider a particular city as smart city. A set
of common multidimensional components when join together
by considering core services, build a smart city [16]. Here is a
list of basic building blocks which can play a vital role in
reshaping an ordinary society into a smart society within a
Smart City. Majority of connecting end user devices will be
IoT devices which will provide connectivity and
communicating services among different entities i.e. Device to
Device (D2D) connectivity as well as Device to User
Equipment (D2U) connectivity in order to use the 10T enabled
services. Sensors are the main part of smart city infrastructure
where all the communication among D2D either human
controlled or self-directed is being done through sensors.

In a broader context, we can say that when different
building blocks are connected together and integrated in such a
way in which the input of one part is associated with the output
of another part and in the same way the output one part
contribute to an input of any other building block and in a
broader picture, all these components are connected together to
form one big network which host all these services as platform
and provide them to inhabitants city government [3]. Smart
cities can offer variety of community services ranging from
smart signals, smart transportation, and smart houses till smart
medical services which seamlessly monitoring medical
conditions of patients and generate alerts and recommend for
pre-emptive measures for any medical problem to any specific
member based on his medical conditions. loT works on layered
architecture which is fully integrated and divided into layers,
based on different functionalities and nature of job starting
from perception layer till business layers as shown in Fig. 1.

177|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Business Layer

Application Layer

Middlewae Layer

Network Layer

Perception Layer

Fig. 1. 10T Basic Layered Architecture.

I11. SMART CITY SERVICES AND PRIVACY

A smart city is interconnection of devices with
heterogeneous computational and communication capabilities
so there is always a need for smooth data communication. As
far as usability of smart services is concerned, it is quite
interesting and appealing to use smart services offered by smart
cities but, on the other hand, we can see this as a graveyard of
privacy of people and their personal data. Aggregated data and
real-time data are two main sources of information in smart
city environment where data about a specific thing or place is
gathered in large quantities to spot trends for analysis. Many
such examples are already available where aggregated data is
utilized for analyzing traffic and add parking lots and provide
appropriate street lights as per needs and size of crowds in
parks. Because the data is aggregated, it is effectively
anonymized; advantage for this is that it can’t be used to track
individuals with respect to their changing location. There is a
model in some Cities which are gathering real-time data that
does focus on individuals. In 2013, a company called Renew
London piloted a program in which sensors installed in
recycling bins tracked the Wi-Fi signals from passing phones
[4]. Fig. 2 shows Location of recycling bins with only screens
and recycling bins with function of tracking devices.

Fig. 3 shows location of screen bins and tracking bins
which were mainly installed at different locations of city to
track individuals for marketing purposes for advertisement of
different promotions of products and offers available on nearby
shopping malls or hotels/restaurants based on their pertinent
interest which they extracted from internet browsing history
and liking of different blogs and forums, The sensors could
then be used the phone’s unique media access control (MAC)
address to target advertisements on that bin to the individual,
based on their movement within the sensor network. But on the
other side, if this information is hacked or misused by someone
it could be a great threat to privacy of these persons.

Renew [6] through this scheme in the beginning of
experiment they installed 100 recycling bins with very
attractive HD digital screens on various locations in entire
London before the 2012 Olympics. It was a great opportunity
for advertisement companies to buy space on these internet-
connected bins, and the city administration gets 5% of the
airtime to display public information. For further experiment,
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Renew installed new bins with gadgets that track smartphones.
The idea is to bring internet tracking cookies to the real world.
The bins record a unique identification number, known as a
MAC address, for any nearby phones and other devices that
have Wi-Fi turned on. That allows Renew to identify if the
person walking by is the same one from yesterday, even the
specific route down the street and how fast the person is
walking.

Sensor installation is no more a big deal with any urban
area. Existing infrastructure is sufficient for housing these
smart sensors, the only modification might require some extra
space on streetlight polls or on sign boards as shown in Fig. 4.
In a smart city environment a single installed device can house
variety of sensors based on specific needs of that particular
area or community, for example environmental sensors might
be having prime role in an industrial area to get latest info
about environment and to control pollution while on the other
hand pedestrian sensors might be having more importance on
roadside walkways and school areas.
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Fig. 2. Map of Smart Recycling Tracking Bins in London [4].
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Fig. 3. A Screenshot of Marketing Materials Issued [4].
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Fig. 4. Sensors Housing in Smart Street Light Poles [6].

IV. MAJOR PRIVACY CHALLENGES

In context of smart city services deployment following are
major privacy challenges related to Communication of loT
devices, which need to be addressed for gaining confidence
and trust of citizens. These challenges are Authentication,
Access control, Confidentiality, Trust, data secrecy, policy
implementation, and secure middle-ware. A lot of research
have been carried out to address these challenges. Here we are
discussing in detail of those contributions made by different
researchers. There are different areas of interests for hackers
through which they can inject some unauthorized connectivity
and start reading all communication among different entities
including sensors or actuators which are involved for device to
device (D2D) connection establishment and data transmission.

V. MAJOR PRIVACY CHALLENGES AND RELATED WORK

Based on popularity of smart cities and infrastructure
deployment many researchers have done a great job related to
privacy and security for 10T devices in smart city environments
to protect the data of individuals and companies. Privacy of
user’s data in smart city environment is very important issue.
Many projects have been started with regard to this
perspective. Butler’s project is one of them which is European
Union FP7 projects [5]. In this context, it is pertinent to
mention that in some countries privacy of individuals’ data is
very important and governments have given these rights in
many countries of Europe regarding their privacy and if
someone wants to use their data including pictures, videos or
even their visited places, they need to get permission from
them.

There is huge pressure on all kinds of administration who
are directly or indirectly involved for city planning and
management to provide viable services to its increasing
population of metropolitan with required services which should
be helpful to complete their day to day routine tasks with ease
while using application on their smart phones, tablets or
computers. In a standard smart city, any user may have access
to six basic services starting from smart people, smart
economy, smart governance, smart industries, smart
environment and smart houses. IOT is the backbone to achieve
this smart city goal for its users to get benefit of these services
which mainly relies on cloud services for data manipulation
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and management. Major research work is going on to protect
data on transit at the time of connection establishment for
device to device data communication. Researcher are working
on finding optimal way to protect data from unauthorized
injection during this session by external players which might
be using this private information for some hidden intensions
including selling of those data to criminals or even some
government agencies of some other countries which might
process that data and get some required results for their own
intensions. On the other side, researchers are also trying to
embed some encryption techniques for data privacy which
require minimal processing to encode data and its protection on
these IOT enabled devices.

As far as user data is concerned, there is always a challenge
to keep it private and way from unauthorized access after
putting it on public or community network, same is the loT
devices and the data they are transferring by using a public
infrastructure in community or metropolitan environment. It
covers vast range of challenges from technical sophistication,
absence of mature standard, and considering loT services as
commodity and challenges for manufacturers to design state of
the art products.

“Sensor communication model” is need of hour for
following layered approach for data collection in a systematic
order right from various attached sensors according to different
needs of communication at different times.

Since no direct processing is required so this collection of
data can be done by low end computing handheld devices
without compromising privacy of this data.

A. Smart Services in Urban Area

In urban area, there is a huge scope of smart services. Fig. 5
below is showing use of smart technologies in utilities,
transportation, telecom sector, government services, and
Environment control services. Smart cities generate massive
data through enormous and increasing network of connected
devices equipped with latest cutting-edge technologies that
power new and innovative services ranging from mobile
applications that can help drivers find route and different
parking spots as per their interests. The modern sensors are
also popular for testing water quality against different set
standards. In addition, these services can improve individual’s
efficiency resulting their lives with comforts. On the other
hand, massive use of these technologies can increase privacy
issues for city administration, which can be minimized by the
use of sophisticated data privacy programs to mitigate these
concerns.

B. Smart Transportation

Traffic controls react automatically to pedestrians in case
someone wants to cross a busy road, shared public bikes can be
managed by RFID tags, smart cars communicate with city
management system and with other cars [19]. Location beacons
can be used to support navigation for the blind people,
automated license plate reader cameras can be used to capture
images for passing license plates, through smart buses routes
can be managed based on demand from different regions of
city . Sensors measure traffic to optimize urban planning, drone
cameras can also be used to monitor traffic, rider can plan
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ahead with transportation through mobile apps for busses,
through smart rail network that can transmit data on usage and
breakdown.

C. Telecom

For inhabitants urban smart cards provide universal access
to city services, Cloud Services hold and process data, public
broadband connects services seamlessly and efficiently, public
Wi-Fi Kiosks provide free Wi-Fi to the residents of smart city
with public private partnership.

D. Smart Governance

Experimental studies show that the Smart cities governance
model initiatives follow the same principles of the governance
model preconized by e-government research area
[71[8][9][10][11], that is accountable, collaborative, involved
and open for all the residents.

Privacy mechanisms are divided into two categories which
are known as flexibility and limited access. Discretionary
access prevents cloning of data and limited access prevents
malicious attacks on user’s data. Secured domain name system
for smart devices which authenticate the authorized users and
prevent illegal attacks. Furthermore, the decentralized
anonymous privacy protection mechanism for 10T applications
defines the roles of nodes as data originators and data
collectors. Nodes authenticate themselves to the data collectors
through anonymous authentication credentials which encodes
the particular attributes.

VI. SIMULATION RESULTS OF DATA FOR VARIOUS SENSORS

In current era, it has been observed that residents of smart
cities start comparing their smart city services with the offered
services by some other smart cities. Eventually they are more

5
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demanding in terms of smart services regardless of their
different circumstances as compared to other cities. Therefore,
it is very important for city administration to decide which
services should be provided to them without compromising on
security and privacy of individual’s data.

There is a great need to propose an IOT communication
model which follows the layered approach and get data in a
systematic way from different sensors according to
communication requirements. This data can be collected by
using different low computing devices, including smart phones,
tablets or handheld devices. Below figures (depict data
collected from different devices by variety of sensors and on
next step this data is plotted against diverse range of values
which smart city residents might be using to monitor different
day to day activities of their concerned tasks at work place or at
home. These simulation figures show data results of smart
environment from different sensors.

To monitor data of different sensors and how they will be
working and responding in real world environment we have
created a simulation model in cisco packet tracer software [12].
For this simulation design, we used cisco packet tracer version
7.2 and created a prototype network design with some of
routine readings of sensors connected to a smart city
environment for end user services. Users will be using this data
for monitoring of different personal activities ranging from
their room temperature management to atmospheric pressure in
their vicinity. This data should be generated by Customer
Premises Equipment (CPE) Sensors and only concerned
authenticated users or administration of smart city should be
having access to this data and accordingly they must be having
rights to modify input or generate some alarms in case of any
special situation for different sensors.

Al.m+'

o\/“}
g

Fig. 5. Urban Sector being Served by Smart Technologies [6].
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Below series of Figures (6-13) show a detailed model with
interconnected devices where some of the links are connected
with wired network while others are connected wirelessly
(through IR, Sensor, WIFI, Bluetooth) and data is being
transferred through 10T enabled sensors. Strict security policy
has been implemented on this model network given in Fig. 6.
This network permits only authorized users with different level
of access to get into the system for data monitoring, data
alteration and data management which is generated by different
devices either through wired links or generated through
actuators which are part of complete smart city infrastructure.
Considering the situation, if this whole network data is
manipulated by some unauthorized person who manage to get
access to central database of smart city and start modifying it
as according his particular intensions. How it would be
affecting the life of smart city inhabitants. We have discussed
various including sudden or gradual increase and decrease in
data values and then its affects after manipulation of data for
different sensors.

This simulation is showing communication between
different smart devices and generation of data retrieved from
different sensors and its expected results in any particular
situation based on manipulated value of single sensor, multiple
sensors or all sensors.

Above Fig. 6 shows model network city model with
connected actuators to show readings of data on different
output at various levels this data is further calibrated in Cisco
Packet Tracer version 7.2, sensors can be added or removed as
per particular needs of environment before building a physical
topology for its deployment. Fig. 7 shows values which have
been taken in normal situation at different time intervals for
different levels of atmospheric pressure. In case if some
intruder breaks security wall of system and launch access
attack [26] by sniffing network traffic and then through
modification attack [27] try to modify this data for specific
goals. The results of such activities could be catastrophic since
they get some wrong results at some critical time which might
generate a great loss as City Central System and individuals
might be relying on information provided be these sensors.
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Fig. 7. Atmospheric Pressure.

Atmospheric pressure at some particular location in normal
conditions where Max=1.46, Min=1.35

Fig. 8 shows different levels of Carbon Dioxide at different
intervals of time, these values have been taken in normal
situation, In case if some intruder breaks security wall of
system and launch access attack by sniffing network traffic and
then through modification attack and try to modify this data
for specific goals. The results of such activities could be
catastrophic as people and Central system might be relying on
output values provided by these sensors. In case they get some
wrong results at some critical time which might generate great
loss if there is extra ordinary increase in CO2.

Fig. 9 shows different levels of ambient temperature
variation at different intervals of time throughout the whole
day, these values have been taken in normal situation, In case if
some intruder breaks security wall of system and launch access
attack by sniffing network traffic and then through
modification attack try to modify this data for specific goals.
The results of such activities could be catastrophic as people
might be relying on output values provided by these sensors. If
there is extra ordinary change in environmental temperature
and it might further make is critical for industry especial in the
presence of industrial 4.0 if it goes unnoticed due to fake
readings presented through any compromised 10T monitoring
system.

Suppose normal day temperature: T, Max=42C, Min=30

co2
Time: 12:30
Value: |22
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Fig. 8. Carbon Dioxide Levels.
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—+ Ambient Temperature

Fig. 9.  Ambient Temperature Variations throughout a Day.

Following Fig. 10 shows different levels of humidity at
different intervals of time, these values have been taken in
normal situation, In case if some intruder breaks security wall
of system and launch access attack by sniffing network traffic
and then through modification attack and try to modify this
data for specific goals. The results of such activities could be
catastrophic as people and Central system might be relying on
output values provided by these sensors. In case they get some
wrong results at some critical time which might generate great
loss if there is some extra ordinary change in humidity.

Putting all these together and plotting them all in one graph
for all different readings of simulation model of smart city
Fig. 11 showing overall trends for varied data collected from
different sensors. In case they get manipulated data which
ultimately produce totally different results pole a part from
actual situation at some critical time. Decisions made after
getting manipulated data might generate great loss e.g. if there
is extra ordinary change in environmental temperature,
atmospheric pressure, CO2, Smoke detection and humidity
level. It might further make it very critical and catastrophic for
industry especially in the presence of industrial 4.0 where in
place of human being some cyborgs will be working at
different power plants, industry units or even in some weather
forecasting systems. If this kind of situation goes unnoticed for
a longer period due to fake readings presented through any
compromised loT monitoring system.

Let’s consider scenario of modification for data on one of
the above sensors. Fig. 12 and 13 show data at different
modifications of sensors. We have considered data for sensor
associated with Ambient Temperature after Modification,
where T=2T & T=T/256 respectively, Look at the graph how
the values are changing and how it can affect the real life in a
smart city environment.

Keyframe Graph Advanced

Fig. 10. Normal Humidity Level throughout a Day.

-+ Ambient Temperature
Atmospheric Pressure
-+ C02

Humidity

Fig. 11. Combined Graph for Multiple Sensor’s Data.

After modification of Temperature T=2T & T=T/256.

Keyframe Graph | Advanced
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Fig. 12. Ambient Temperature for T=2T.
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Fig. 13. Ambient Temperature for T=T/256.

After getting all above information with readings from
different sensors, which are clearly showing normal situation
of any community or even normal situation of a model smart
home which is quite usual and its showing normal routine life
activities are going on without any extra ordinary situation. In
case if someone leave home for a couple of days or weeks and
at the mean time someone have access to sensor’s data for of
their home this could turn into following results.

e By eavesdropping someone can easily figure out
activities of residence by looking into sensor’s data
related to use of home appliances (e.g. air conditioners,
room heaters, water sensors or use of coffee machine
with timings).

e This will be a clear invitation for the thieves to visit the
visit for stealing of their valuables.

e They can also easily figure out the presence of some
particular members of family at home at some
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particular time by going deep into data processing after
viewing reading for past few days or months and can
easily see normal trends of data from sensors.

e In case if intruders get further access to system by
altering data of sensors or even in case change
sensitivity level of sensors and adjust them to some
specific values for fulfilling their particular goals this
can result in to catastrophic situation, based on
readings given in following diagrams which are clearly
showing sudden rise or fall of graph for different
sensors e.g. increase/decrease in  temperature,
increase/decrease in CO2, or even increase/decrease in
atmospheric pressure.

e In case intruders manage to get access to central
databases and from the main system if they alter
sensors for different city services the result of this act
might be a massive destruction with a huge loss to
property or even threat to lives of smart cities residents.

e At Governments level countries can misuse this
opportunity to destroy valuable properties or even
military installations of their opponents or their
enemies.

If privacy of smart city is breached it can result in tracking
of any particular personality or group of peoples.

VII. CHALLENGES AND PROPOSED SOLUTION

There are quite a number of challenges related to privacy in
smart city environment which are affecting privacy of
individuals. Following are major privacy challenges which
need to be addressed to win the confidence of inhabitants and
to provide them with better services and peace of mind.

A. Confidentiality

Different authors have various findings related to
confidentiality of devices and data. Custom encapsulation
mechanism which includes encryption with signature is one of
the proposed and very popular method used by different
researchers. There is also two-way security authentication
scheme which is also popular but is not that much strong in
terms of attack-resistance. These methods provide better
security with respect to confidentiality & authentication.
However, there is no authentic clue for implementers to take
concrete decisions regarding which layer need to be applied for
security mechanism.

B. Privacy

To enforce privacy data, tagging technique is considered
very effective. Data tagging is helpful in the information flow
and preserve the identity of individuals but this technique
contains lots of overhead to manipulate so it is not very helpful
in 10T because of their low processing capabilities. User
controlled privacy preserved protocol mechanism is also very
effective and popular where user define what kind of
information to deliver and what to hide from which person.
Another technique known as CASTLE i.e. continuously
anonymizing streaming data via adoptive clustering. It ensures
anonymity, freshness and delay constraints on data stream.
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To ensure privacy there must be step by step to ensure
authenticity of any user device which connect to network for
performing any tasks or to get data of any sensor. Below
Fig. 15 describes 10T privacy preserving by using a sequence
diagram to indicate occurrence of events sequentially with
interactive interfaces and communication among different
components which participate throughout this process. As
shown in Fig. 14, we recommend FIDO authentication Process
for device to network or device to cloud authentication.

C. Policy Enforcement in 10T

Enforcement means to apply the rules to maintain security,
privacy, order and consistency. First paper describes the
network security, security policy and policy enforcement and
firewall management. It uses services like encryption,
authentication, antivirus and firewall to secure data
confidentiality, trust and security. Second paper describes two
types of languages. One language describes policy enforcement
while the other describe the policy analysis. Policy
enforcement has several advantages, it reduces the gap between
different policies and development. Third paper describes
different type of languages like Web Service Policy and
extensible access control markup language (eXACML). Fourth
paper describes semantic based model for policy enforcement
cross domain boundaries. For example in hospitals, pharmacy
and medical schools there must be cooperation and
interoperability among different domains. Sometimes their
policies are different so there must be common policy
enforcement to maintain order. Fifth paper describes the
hierarchical policy languages for distributed systems. It is used
for policy enforcement in distributed systems. Policy monitors
control the information data and control the decision engines.
The decision engine can add and remove the signature from
metadata, encrypt or decrypt the confidential information.
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Sixth paper describes the security enforcement in e-commerce.
It uses two aspects like trustworthiness and customer
anonymity. Seventh paper describes the policy enforcement via
software defined approach. It is conservative approach so
Eighth paper describes liberal approach for security
enforcement of software defined system. Ninth paper describes
algebra for communication process (ACP) for concurrent
process and basic process algebra (BPA) for security policies
are described. Tenth paper describes the Policy machine which
is access control framework. It consists of authorized users,
objects, system operations and processes. Policies are grouped
under classes so one policy may belong to different classes
controlled by objects. It is further believed that Metropolitan
administration should involve citizens in the planning and
designing phase of Smart City which will eventually increase
the rate of return on investment on finance and political levels.
City administration in collaboration with business units,
universities, research institutes, nonprofit organizations and
residents can also share their expertise and findings to allow
maximum benefits delivery to everybody. Smart City is
considered as a complete set of many tiny blocks which might
consist of more virtual gadgets than physical building blocks of
any normal city.

Smart Applications, Internet of Things, Cloud Computing,
Big Data, Wireless Mesh Networks, Wireless Sensor Networks
and many other cutting-edge technologies would be the major
entities that will play their vital role in creating an optimized
Smart City.

D. Respecting Privacy by Creating a Secure Environment

Talking about privacy for end user data, privacy of
information is considered to be a major task in Smart City
services. This research intends to introduce a secure framework
of Smart City infrastructure, where user data could be taken by
network model which will be extracted by deep learning
algorithm [22]. On the other hand, this deep learning
algorithm might get information from hacker’s data sheet from
history of DoS attacks [23] or DDOS attacks [30], then by
applying matching algorithm if such thing is there or they find
some matching information it should not forward to
community cloud.

VIII. DiSCUSSION AND FUTURE WORK

This paper discusses different privacy issues related to
smart city infrastructure deployed for city residents to gain end
user services rights from their handheld devices. Future work
related to privacy of data for sensor to sensor communication is
also addressed [13]. We should also consider industry 4.0
standards where most of the communication will be from
machine to machine [18]. In a nutshell, we can consider the
following key future tasks which need to be completed to avoid
all the mentioned issues. [15] It also describes monitoring of
progress for smart cities offered services and their quality and
privacy by joining together cutting-edge research and the
findings from technical development projects from prominent
consultants to capture the transition to smart cities and also
paying subsidizes to the sustainability of metropolitan
development. A context aware framework based on
information based smart services can also be used [20].
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A. Policy Up-Gradation

There should be training and awareness campaign for
inhabitants through printed material, sign boards, billboards,
and through video tutorials about privacy setting of mobile and
all communication devices that they are accessing by using
internet. There should be well written and precise terms and
conditions for users and prominent points should be clearly
indicating consent of the users. Educational material should be
user friendly and unambiguous which should indicate data
gathering techniques and pertinent risks for that data, there
should be enough material for privacy setting, data selection
and analysis processes and the potential outcomes from user-
generated data and sufficient information on responsible data
management authorities of citizen’s data.

B. User Data Encryption

These risks can be minimized by implementing adequate
data encryption techniques [28] which are already very popular
and are used for privacy of medical data, genetic, and insurance
data. Private data of users can be protected against decryption
of data to expose their identity. There should be default settings
on every application which should encrypt end users data and
keep it in encrypted format.

C. Use of Elliptic Curve Cryptography (ECC)

Since 10T devices designed for light weight data
communication with low processing power and small antennas
are used with less battery consumption, there are possibilities
for communication bottlenecks. To optimize the consumption
of bandwidth and computational resources it is recommended
to use Elliptic Curve Cryptography (ECC). The main
advantages of using ECC are the greater computational
complexity of problems and the smaller key length required for
a particular security level at time of authentication [25].

D. The Right to be Forgotten

This right to be forgotten was instigated when there were
reports regarding publicizing private life events of inhabitants
which eventually is violation of citizen’s rights to privacy [29].
In 2012, the European Union expanded the right to be forgotten
to the internet data, which require the search engines to erase
personal data documents which was endorsed by European
Parliament and Council of the European Union in 2016. This
right to be forgotten is not available in most part of the world
but still it can be introduced at least in countries where city
governments are providing smart city services to their citizens
which is very important tool for privacy protection of users.
Better protection could be extended by making right to be
forgotten explicit for every smart city governments and non-
governments agencies [17]. In various countries still privacy
rules have not been implemented to address latest challenges of
privacy for inhabitants [21]. In conclusion, we can say that the
privacy of users’ data should be a main concern and it should
not be compromised while planning and designing the
infrastructure of smart cities. Both government and corporate
sectors should work together to protect users’ data from
exploitation, otherwise, trust on privacy of end users data
would only be a dream. More realistic research needs to be
conducted to develop an ideal infrastructure of a smart city
while keeping in mind different city governments, their data
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policies, ethics, and other cultural norms with consideration of
environment friendly green technology [14] for smart devices.

IX. CONCLUSION

Based on all above scenarios related to breach of privacy,
even there could be much worst scenarios which smart city
administration should seriously consider at the time of
planning, designing and at the time of infrastructure
deployment and at the time of activation of different services.
In conclusion we can say using state of the art services offered
by smart city infrastructure is fascinating but at the same time
we should also ensure secrecy of our private data. One should
not forget this while running in greed of some comfortable and
pleasant technology gadgets. Privacy should be considered as
integral part of smart city infrastructure. Both government and
corporate sectors should work together to protect user data
from exploitation otherwise faith for privacy of end user’s data
would considered only be a dream. Strict regulations should be
implemented from governments to punish the violators of
privacy either from administration side or from outsiders. Still
realistic research is needed to ensure user’s privacy. It can be
done by carefully examining smart city security and privacy
mechanism with implemented policies in according to specific
circumstances.
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Networking Issues for Security and Privacy in Mobile
Health Apps
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Faculty of Information Technology, Ajloun National University, Ajloun, 26810, Jordan

Abstract—It is highly important to give social care on the
personal information that is collected by mobile health
applications. There has been a rise in the mobile applications
which are applied in almost all the departments and this is as a
result of the high technological advancement globally. The
developers of these applications need to be somehow reluctant in
maintaining the privacy of information collected through the
applications because many release insecure apps. The aim of this
report is to analyze the status of privacy and security in relation
to mobile health. The analysis or the review has been done
through academic literature review, a study of the laws which
regulate mobile health in the EU and USA. Also, lastly, giving a
recommendation for the mobile application developers, on how
to maintain privacy and security. As a result, other certifications
and standards will be proposed for app developers and another
guide for the researchers and developers as well.

Keywords—Wireless networks; mobile;
analyses

security; privacy;

I.  INTRODUCTION

Wireless networks and mobile communications have been
appropriated by the tremendous advancements in informatics
and telecommunications [1],[2],[3]. There has also been the
advancement of mobile phones and more so smartphones
through modern features such as high processing capabilities,
high storage, and high network speeds [4]. It was estimated by
the end of May 2014 that there were about 7 billion mobile
subscriptions and in the year 2013, there were already 1.8
billion units of mobile phones. Additionally, for those units, 1
billion was for smartphone holders which shows the
significant progress [5]. The application market is a new part
of the software industry that was facilitated by the
smartphones. This is a market which is growing at a very high
rate. Forexample, Google Android and Apple 10S operating
systemsalready have more than 800,000 applications The
healthcare industry has taken full advantage of this market and
lives have been transformed through mobile health [6][7].
From the number mentioned Google and Apple Operating
systems have got 16,000 and 31,000 health care apps,
respectively  [8][9][10][11]. The medical applications
aredefined as public and medical health practices supported by
mobile devices or mobile health/mHealth by the World Health
Organization [12][13].

In the development and release of apps, for one to
berecognized some key aspects have to beproperly considered
and among them,there is security and privacy more so for
these apps which deal with non-transferrable and personal
data. Mobile applications are today storing privates and
personal health information and even health status and this

data should be for the individuals to use [14][15][16], control,
acquisitions and use according to the National Committee for
Vital and Health Statistics (NCVHS) of the United States [17].
Confidentiality is supposed to be highly observed and this
refers to the obligations as to which will receive certain
information so as to maintain the owner's privacy
[18][19][20]. On the other hand, security refers to the
administrative, technological, physical tools and safeguards
that are wused in protecting health information from
unwarranted disclosure or access [21].

Reliability and mobility have been the growing
requirements following the introduction of new technologies
such as cloud computing and the internet of things and easy
access to mobile devices [22]. However, the internet has not
been able to meet the design demands and hence the
complexity has jeopardized scalability and performance.
Consequently, researchers have looked into ways that the
design of the internet can be changed to meet the changing
demands. There have been new approaches for internet
protocols, mechanisms, and services. Some of the
researcher'sproposedsolutions have not taken into account
compatibility with current internet and hence it has not
Wireless networks and mobile communications have been
appropriated by the tremendous advancements in informatics
and telecommunications [1],[2][3]. There has also been the
advancement of mobile phones and more so smartphones
through modern features such as high processing capabilities,
high storage, and high network speeds [4]. It was estimated by
the end of May 2014 that there were about 7 billion mobile
subscriptions and in the year 2013, there were already 1.8
billion units of mobile phones. Additionally, for those units, 1
billion was for smartphone holders which shows the
significant progress [9][5] . The application market is a new
part of the software industry that was facilitated by the
smartphones. This is a market which is growing at a very high
rate. For example, Google Android and Apple 10OS operating
systems already have more than 800,000 applications The
healthcare industry has taken full advantage of this market and
lives have been transformed through mobile health [6][7].
From the number mentioned Google and Apple Operating
systems have got 16,000 and 31,000 healthcare apps,
respectively. The medical applications are defined as public
and medical health practices supported by mobile devices or
mobile health/mHealth by the World Health Organization
[23][11].

In the development and release of apps, for one to be
recognized some key aspects have to be properly considered
and among them, there is security and privacy more so for
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these apps which deal with non-transferrable and personal
data. Mobile applications are today storing privates and
personal health information and even health status and this
data should be for the individuals to use control, acquisitions
and use according to the National Committee for Vital and
Health Statistics (NCVHS) of the United States [24] [25].
Confidentiality is supposed to be highly observed and this
refers to the obligations as to which will receive certain
information so as to maintain the owner's privacy [26]. On the
other hand, security refers to the administrative, technological,
physical tools and safeguards that are used in protecting health
information from unwarranted disclosure or access [19].

Reliability and mobility have been the growing
requirements following the introduction of new technologies
such as cloud computing and the internet of things and easy
access to mobile devices [1],[3],[27]. However, the internet
has not been able to meet the design demands and hence the
complexity have jeopardized scalability and performance.
Consequently, researchers have looked into ways that the
design of the internet can be changed to meet the changing
demands. There have been new approaches for internet
protocols, mechanisms, and services. Some of the researcher's
proposed solutions have not taken into account compatibility
with current internet and hence it has not been adopted. It
would be good if the proposed architectures were designed
from scratch so as to provide better performance and
abstraction which will be based on new principles [28].
However, the clean slate approach which is proposed by
researchers do not adopt a future internet architecture. It is
good that the whole architecture is remodeled so as to take
into consideration all the possible aspects. Reliability of the
intent new structure needs to be highly addressed and with it,
there must be mobility of control, scalability, quality of
service, flexibility, and security [29].

There is a dire problem that patients and clinicians have
got a high rate of mobile technology adoption compared to the
rate that the designers and developers are making the
technologies more private and secure. Health Information and
Management Systems Society (HIMMS) conducted a survey
on mobile technology uses by the clinicians. 93% are said to
be using their phones to access EHR while the collect 45% of
data at the bedside which is an increase from 30% in the
previous year [30],[31]. Most of the medical student and
physicians are not usually aware of the security and privacy
aspects of the mobile application which they use during their
daily activities. It wouldbe good if the proposed architectures
were designed from scratch so as to provide better
performance and abstraction which will be based on new
principles [23][32][25]. However, the clean slate approach
which is proposed by researchers do not adopt future internet
architecture. It is good that the whole architecture is
remodeled so as to take intoconsideration all the possible
aspects. Reliability of the intent new structure needs to be
highly addressed and with it,there must be mobility of control,
scalability, quality of service, flexibility, and security.

There is a dire problem that patients and clinicians have
got a high rate of mobile technology adoption compared to the
rate that the designers and developers are making the
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technologies more private and secure. Health Information and
Management Systems Society (HIMMS) conducted a survey
on mobile technology uses by the clinicians. 93% are said to
be using their phones to access EHR while the collect 45% of
data at the bedside which is an increase from 30% in the
previous year [29][26]. Most of the medical student and
physicians are not usually aware of the security and privacy
aspects of the mobile application which they use during their
daily activities; Fig. 1 shows the components of E-health
networking.

Sensitization is needed in this area because the current
understanding and knowledge are low [18][16]. Physicians
and medical students need to be aware of security and also
health institutions which are okay with the Bring-Your-Own-
Device (BYOD) approach. The reason for this is that there are
potential cost savings and conveniences associated with the
approach. Another issue is that cultural and legal differences
in the m-health field need to be overcome between nations and
regions. In this field, there are the telecommunication and
medical devices which are continuously converging. Most of
the regulators are challenged when it comes to keeping up
with the converging [17][13].

There are some researchers whom in their papers have
addressed m-Health privacy and security but they have done
in general [33]. There is a few numbers of researchers who
have addressed security and privacy laws regarding mobile
health. As a result, the aim of this report is to have the current
status evaluated and then give guidelines that developers and
designer of apps can follow so as to meet the security and
privacy need [23],[20]. The authors of the paper will develop
a privacy and security laws review on m-health in the already
developed countries with much focus on the USA and the EU
[21]. Secondly, a systematic review will be developed from
the existing bibliography about issues and concerns that have
been found entailing security and privacy in m-health
applications [26]. Lastly, with the understanding gained from
the reviews, recommendations will be given regarding security
and privacy so that the different laws’ requirements can be
fulfilled. Fig. 2 shows the interactive between components
with controller device.

Complox Blomedical Data
Bicsigoals and Images Pa

Standard Interfaces

t& | (HL7,COA...)
P T

Accoss for Patients
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Fig. 1. E-Health Networking.
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Il. RESEARCH METHODOLOGY

The laws from Asian countries have been compared to
those of European and American countries because they are
different. In the report, the privacy and security laws of the
researchershave covered the laws of countries such as Japan
and China which are considered by the developers and
designers before the development of apps. The United States
regions and the EuropeanUnion have been appointed as those
zones with high market for mobile apps since they are
occidental developed countries [34]. A limitation of the
research is that it has considered the legal laws and not
frameworks or certifications about privacy and security. The
legal laws have been the only once regardedbecause theyform
part of the useful frameworks that lead to the issuance of
certifications that are critical aspects taken into account by
designers. The problem with the mobile apps industry is that
there are many individual app developers rather than
organization or companies and hence people are not first given
the certificates. Part of the study hasalso taken into
considerations the ISOIEC 27002/2013 because it is also the
foundation of security expert regulations.

However, the huge attention of the authors was given to
the m-Health aspects. The first part of the study is that of
privacy and security laws review for the mobile health in the
United States and the European Union. The procedures which
were undertaken in first getting a good understanding of the
laws following thorough reading, the main differences,and
common aspects are then retrieved from the laws. The last
objective is getting together the laws which should be
considered by each and every app developer and designer in
consideration to the m-Health applications. One researcher or
author was in charge of the process for identifying, reading
and extracting the key laws. A second author did a further
verification during the results revision stage. Any changes
which were necessary were made into effect. The part which
followed is that of the literature review where a thorough
review was done on the security and privacy aspects which are
applied when it comes to matters of app development.

Vol. 10, No. 2, 2019

The authors of the paperpreferred to seek secondary data
from published papers and the databasesystem which were
used to source the articles are Explore, IEEE, PubMed, Web
of Knowledge and Scopus. The keywords which were used to
retrievedata from the articles were: Health and Smartphones,
Privacy and Security, Mobile and Health [7],[35], Health and
Apps. All the paper types which were used in the search were
applied in the study; encryption, Privacy, and Security in apps,
system proposals, authentication, privacy reviews,and secure
data transfer techniques. Despite the privacy and security
terms beingcompletely different, the researchers were using
them for two main reasons: one is that the results were limited
and the authors had a special interest of the similarities
between them. In the determinationofthe articles which could
bereviewed, it was those papers published in English and
whose date of publication was not more than eight years ago.
Therefore they were papers from 2007 to 2014 [22].
Additionally, all the sources must have covered health-related
information. The process for paper selection is as shown in
Fig. 3.

From a first search from the system, a total of 636 papers
were returned. 389 papers were repeated and from the
remainingpapers, only 46 were disregarded because they were
not addressing the study issues. As a result, a total of 201
papers were used for the study. Since the exclusion and
inclusion of the papers depended on the author's opinion,
independent verification was done on the papers because it
was not all clear from the articles abstracts. The search for the
articles was done by one author while the others reviewed the
papers. After the determination of the researchmethods, the
articles were classified into groups. The results obtained from
the articles was what used to draft the recommendation for the
security and privacy laws. The researchersalso convened so as
to discuss those techniques which should be the most

appropriate in fulfilling the studied laws.

Initial
Browsing
636

Duplicate Deep
Research Evaluation

389 236

Disregarded Total Relevant
46 201

Fig. 3. Flowchart of the Literature Review Steps.
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I1l. RESULTS

From the study of privacy and security laws in the United
States and the European Union, it was clear that the European
Union has got a law which addresses privacy and security in
mobile health. It is more of a general directive that guides
member states what they are expected to apply in their laws. It
is the European Union Data Protection Directive 95/46/EC
structured in the year 1995 [36]. In the year 2012 [37], a draft
of the EU Data Protection Regulation was approved When a
law is passed by the European Union there is no need to have
the member states implement it because it is already enforced
[32][38],[39].

Contrary to the European Union, the USA usually provides
a number of laws regarding security and privacy in the mobile
health. In the United States, the law which applies to mobile
health issues has got similar concepts as that of the EU and it
is the Health Insurance Portability and Accountability
Act(HIPAA) [40]. The law does protect digital health
information privacy which is also part of the FTC Act in
Section 5. FTC stands for the Federal Trade Commission. The
law was also successful in regulating mobile Health privacy
aspects in the report. The aspects include “Mobile Privacy
Disclosures” where trust is wusually built through
Transparency. There is also a special law which protects the
children under the age of 13.it is called the Children’s Online
Privacy Protection Act (COPPA) the law was structured in the
year 1998. It prevents gathering of information from children
without the consent of legal tutors or parents. There are also
certain state laws but their content was not considered in the
study [41][42]. A law restrictiveness is based on the
mentioned laws points compared to others based on common
requirements of the information.

The summary of restrictive points in all the mentioned
laws was sorted by the different requirements which were
based on a Thompsons Reuters study. Table 1 shows the
classification of papers based on their contents. In each
category, the number of appropriate articles has been listed in
the second column. From the Table 1, it is clear that there
were a good number of different research lines.

Fig. 4 showed all elements that effect on security issues in
E-health sector. For example, [43] created a hand device
which enables a secure and trustworthy path for mobile health
devices to effectively communicate with the person wearing it
but it was found that there were weaknesses with the device
authentication techniques. This suggests a scheme for
telemedicine information systems, which will solve the
weaknesses of other information systems.

Also, proposes a three-tier architecture for the mobile
health applications which uses authentication protocols and
data confidentiality so as to preserve the privacy of patients.
Green had established necessary procedures for the healthcare
finance leaders that must develop good strategies [44]. PHI
that were stored, accessed and transmitted via the tablets or
phones in the systems monitoring were evaluated and
designed through a framework that secures the health
monitoring systems despite the common security flaws.
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Fig. 4. Internet of Things based E-Health.
TABLE I. CLASSIFICATION OF THE LITERATURE REVIEW RESULTS
Content Type #Papers
Authentication System/ Technique 19
solution proposal/Secure system 23
privacy and security in cloud computing 23
Privacy and security in the Body Sensor Networks (BSNs) 11
Privacy and security in monitoring systems 14
Privacy and security laws 9
Privacy aspects and General Security 14
Encryption Technique 6
Security in a specific context/place 7
Privacy and security analysis of a system 6
Privacy and security in knowledge evaluation 16
Privacy and security in the mHealth emergency system. 6
Transmission of data security and privacy 5
Privacy and security in the Radio Frequency Identification 5
Systems (RFID)
Privacy and security evaluation of systems. 5
Privacy and security in mobile health social networks 6
Security guidelines of mobile health 5
BSNs authentication technique 3
BSNs encryption technique 3
Location privacy 2
Privacy mechanism 2
Health IT review 3
Privacy and security common aspects in applications 3
Data storage secure techniques 2
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IVV. DISCUSSION

From the results analysis, there are a number of interesting
conclusions which can be made. From the results which entail
existing laws in the security and privacy of the mobile health,
it comes out clear.

That there are no statements which are well defined or
there exists no strong lines about the topic both in the United
States and the European Union. Most of the laws which are
mobile health and information technology related were drafted
many years ago. HIPAA was put into law in the year 1996 and
applied in the United States while the data protection directive
of the European Union was put into law in the year 1995.
During those years there were no concepts which could be
said to be directly dealing or enforcing on mobile health. The
statements from the results have addressed the obsolete
technology in a wide range of years and most of the technical
staff would only have been applicable in the electronic health
field. However, the concepts of electronic health could easily
be extended into the mobile health field.

When trying to put the laws in practice of the mobile
health field, an issues present is that the laws are too old and
too open and as a result need to the reformulated and revised
by taking into account the current, industries, technologies and
the overall healthcare fields while giving more attention to the
mobile applications industry. Despite some of the laws being
in enhancement such as the European Union Data Protection
Regulation the regulations are by far too general and hence
cannot enforce security and privacy of mobile health
application to the expectations of many. As a result, it is
necessary that rules which are more specific get drafted so that
it is made sure that the technical mechanisms for private apps
are mentioned so that the common security problems can be
solved. By addressing the literature review results, one can
easily find out that the fields which were highly researched are
those which propose techniques or secure systems that are
usually used for privacy and security such as encryption,
authentication and data transmission. From the results, there
was a special mention of the BSNs techniques and aspects
which lately are highly extended [42],[45].

The new ideas are highly important, but there is a
considerable field addressing the issue but research has not
been done. For example, there are few privacy and security
recommendations for the already existing mechanisms and
which was one of the paper writing reasons. With mobile
health, a lot of research needs to be done on the location
privacy, since the violation of healthcare privacy is also a
violation of all the general aspects. Articles which addresses
privacy and security with mobile health applications deserve a
special mention and the reason for this is that health apps are
usually created every day but with them there lack privacy and
security mechanisms which can effectively maintain the
confidentiality of the app users’ data. Most of the mobile apps
used today lack users’ consent collection and privacy policies.
From the literature review, there were only seven articles
addressing applications that were identified [46].

Three articles were about privacy and security in the
general terms while four had proposed guidelines. Albrecht et
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al. article had very interesting concepts and it was the only
article that was proposing for app-synopsis but with some
guidelines for designers so that transparent information can be
offered about the apps and at the same time presenting vital
information on privacy and security information With the
considerable amount of information obtained from the
literature review, it was highly possible to prepare
recommendations for the application designers about privacy
and security methods that should be followed towards
satisfaction of the United States and European Union
satisfaction of laws. However, considering only the minimum
requisites could be enough in guiding law observance.

Since PHI must be intensely protected and it is highly
sensitive, requisites should be applied. Although certain
security mechanism has already been proposed which include
RSA, VPN, and AES these are not the only security
mechanisms which are to be considered or implemented in the
modern technology. There are many more methods which can
be even more effective and aim to meet the same standards.
The authors selected the three security mechanism identified
above because they have been common in a good number of
papers and internationally they are well studied. However, it is
again important to remember that the final decisions usually
depend on the designers or app developers.

For future research, there a good number of research lines.
The current work can be extended by studying all those laws
which regard security and privacy in other zones such as the
Asian countries. For the purpose of coming up with complete
recommendations, future researchers should consider looking
at more zones and not only the EU and the USA. Much work
of this research has been addressed on the privacy and security
on m-Health applications, but crucial issues such as
interoperability have been left out. As a result, it is good that
aspects are combined so as to obtain interoperable secure
systems which imply complex studies and processes.

Another future direction in research is the inclusion of
recommendations that are proposed in the development of
mobile applications so as to evaluate the problems and
complexity that appear in processes. However, challenges to
be expected are higher workload and processing times for the
developers and designers. It is for this reason that they prefer
not to integrate these concepts into their apps. Ultimately there
is limited awareness is privacy and security law
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Abstract—The world wide web is more vulnerable for
malicious activities. Spam-advertisements, Sybil attacks,
Rumour propagation, financial frauds, malware dissemination,
and Sql injection are some of the malicious activities on web.
Terrorist are using web as a weapon to propaganda false
information. Many innocent youths were trapped by web
terrorist. It is very difficult to trace the impression of malicious
activities on web. Many researches are under development to
find a mechanism to protect web users and avoid malicious
activities. The aim of the survey is to provide a study on recent
techniques to find malicious activities on web.
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I.  INTRODUCTION

The application of web is increasing exponentially in
various fields. E-commerce, social networks, mobile
applications, and search portals are some of the applications of
web. Machine learning applications are under development to
provide flexible interface to web users. Recent studies from
Netcraft [1] show that there are more than 1.8 billion websites
in web. In 2016, Google [2] has stated that the number of
hacked websites rose by 32% comparing to previous year. The
reason for the malicious activity is some sort of
compromisation in security.

Hackers are monitoring the web using robots, and web
cookies. When users have tried to open an anonymous
websites, the cookies will be stored into their system. The
malicious cookie will send the activities of users and their
navigation pattern. They will trap the users using the
information collected from their system.

Robots are used to scrawl content from web, monitor user
activity and communicating the pattern to the robot owners.
Search engines are using robots to index the websites. Hacking
is not only a malicious activity; web terrorism is also a part of
it. Web terrorist are using web as a weapon to spread falser
information about a community, an organization and a country.
Rohingya incidents of Myanmar were the proof for the rumor
propagation on social networks [3]. Researchers are focusing
on malicious behaviors on web. Existing studies are helping to
find out the malware, and culprits but there is no tool to
intimate users about the suspicious activities [4]. The following
Fig. 1 will show the malicious activities on web.
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Fig. 1. Malware Activities on Web.

Spam, malware, and rumour propagation are the keys of
malicious activities on web. Spam are used to redirect the users
towards anonymous activity [5]. Malware are software or
cookies which monitor user activity. Rumour propagation is
used on social networks. Terrorist are using rumour
propagation technique to trap innocent people into terrorist
activity. Hackers are targeting websites, web users and social
networks. A cyber-attack can be anything which targets the
users of a website and a social network. The following part of
the survey is organized as follows: Section 2 will provide
review of literature on malicious activities. Section 3 will give
information about the malicious attacks on web. Section IV
will describe the techniques which can be used to find
suspicious activities on web. Finally, the conclusion part will
conclude the survey.

Il. REVIEW OF LITERATURE

Frank Vanhoenshoven et al., [6] have proposed a method to
detect malicious URLs as a binary classification problem and
studied the performances of machine learning methods like
Naive Bayes, support vector machine(SVM), Multi-layer
perceptron, Decision trees, Random forest(RF), and K—nearest
neighbours. The blacklists services are array of techniques
which combines manual reporting, honey pots, and web
crawlers with site heuristics. The authors have discussed the
merits and demerits of techniques based on machine learning
methods. The study has suggested that RF or SVM are
competitive methods for the classification of web data. The
process of feature selection will be difficult for a dataset
consisting of over 2 million entries. In that case, the pattern
detection and correlation become more complex or difficult for
computation. They have used a group of three feature set for
the purpose of experimentation. Each features are binary than
non-zero value to describe the information about the URL.
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They have compared the methods with the metrics like
accuracy, precision, and recall. 121 datasets were used as the
test set; a non-stratified independent random sample with
equal probability is used from a set of row numbers between 1
and 20000. All predictions have achieved 65% of overall
classification accuracy. RF and SVM have achieved an average
accuracy of 97.6% and 96.10%.

R.V. Bhor and H.K. Khanuja [7] have developed a security
mechanism and attack detection technique to avoid sql
injection attack. Sgl injection and Denial of service (DOS) are
the threats found in web applications. Sql injections attack is
the process of altering Sql statement by the use of web forms.
DOS is the attack on network resources. The authors have
developed a distributed vulnerability and attack detection tool
(DVADT) to protect web users from sqgl injection and DOS
attacks. It is necessary to find out the attacks efficiently to
reduce its effect on the web. The existing system for the attack
detection is limited to 50% to 60%. Monitoring stage, Injection
stage, Attack payload creation stage, Exploit stage, Detection
and testing stage, and Classification stage are the stages
involved in DVADT. The monitoring stage will monitor the
communication between the web browser and web application.
The injection stage will detect the locations which are
vulnerable for injection attack. The concept of vulnerability
operator is to find the vulnerable location and protect code
location. The attack payload creation stage is used to generate
payload to avoid malicious attacks. The set of possible
malicious activities will be generated with possible solutions.
The exploit stage is used to upload vulnerable source into web
application. Sgl probe and HTTP probe are used to capture the
interaction data between the web server and the web browser.
The detection and testing stage is used to observe the
communication between the web application and the database
server. The classification stage is used to analyse the type of
attacks. A neural network classifier is used to classify the data
sent by DVADT. The experimental results have shown that the
security policies and mechanism related to web applications
are inversely proportional to rate of attacks.

K. Srividya and A.Mary Sownjanya [8] have developed a
method for the analysis of internet messaging and detection of
malicious activity. The authors have discussed the adverse
effect of internet messaging in social networking sites like
Facebook and Whatsapp. The methodology of the research is
based on the Latent semantic analysis (LSA). The text
messages were processed and alarm if malicious activity were
following the emotion analysis technique rather than proper
attention to internet messaging. Social networking service
consists of a representation of a user profile and their social
links and different types of additional services. Keyword
matching, semantic analysis and frequency counting are the
phases involved in the process of behavioural analysis and
malicious activity detection. The keyword matching phase is
the difficult phase, finds abusive words using bag of words
technique. The words were categorized as flagged, non-
flagged, and highly—flagged according to their general usage
and the number of occurrences is used to signify an abusive
and explicit meaning. Tokenization technique is used to extract
data from messaging service. The semantic analysis phase is
used to extract data from messaging service. The semantic
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analysis phase is used to derive the meaning of the message.
LSA algorithm is used for the analysis of data. A custom score
is used to extract the different emotions like joy, anger, sadness
and so on. The frequency counting phase is used to predict the
exact score of a message which are processed by the previous
phases. An average cumulative score is computed for the entire
message and compared with threshold values. The results have
proved that some improvement in the process of detection of
malicious activity comparing to its peers.

Shahab saquib and Rashid Ali [9] have proposed a
technique to investigate malicious behaviour in online social
network (OSN). They have analysed the suspicious and
unusual behaviour in OSN. A framework for the detection of
malicious behaviour was developed by the research. The data
about the users of OSN will be stored by the OSN provider.
Rumour propagation is one of the malicious activities present
in all the OSNs. The study has classified malicious behaviour
analysis into two parts: Illegitimate content analysis and
illegitimate user detection. The authors were argued about an
attack called Sybil. A Sybil attack is the process of creating
fake accounts to create fake forums and deceive user into it.
Illegitimate content analysis is used to identify and suspend the
malicious node in OSN. It has three functions namely rumour
spread mechanism, rumour containment strength and source of
information. The rumour spread mechanism is used to analyse
the rumours which were spread in OSNs. A randomized
rumour spreading model is deployed to calculate the ratio of
rumours in OSNs. The rumour containment strategy is the
study of cost involved in rumour containment, rumour
containment within a deadline and marking protector nodes in
OSNSs. The source of information part is used to detect the
source of rumour in order to give punishment to users. K —
suspector problem technique is employed to detect the K — top
most suspended source of rumour. Illegitimate user detection
has two parts namely attack mechanism and defence strategy.
The attack mechanism was discussing possibilities to
understand the psychology of illegitimate user. The defence
strategy is used to find the deceptive users in OSN. The
framework which is proposed by the research has analyzed the
details of individual user and the content published by different
users. The output of the research will be useful to study the
users in social network.

Pedro Marques et.al.,[10] have proposed a method to detect
web scraping activity using diverse detectors. Robots were
employed to extract content and data from a website. Search
engine bots, and price comparison bots are considered as
legitimate web scraping robots. Copyrighted content scraping
and Boosting sale robots are illegitimate robots. A commercial
tool and an in — house tool called Arcane were employed in the
research for the detection of web scraping activity. An Apache
HTTP access log from an e-commerce application is used for
the experimentation purpose. The authors have analyzed the
similarity and diversity in finding the alerting behaviour by the
two tools. Both tools were similar in generation of alert for 1.2
millions HTTP request but there is a difference of 43,648
HTTP requests by commercial tool and 9305 HTTP request by
Arcane only. They have also analyzed the breakdown of those
alerts based on the HTTP status. The study had the ability to
analyze trade — offs between false positives and false negatives.
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The result has proved that their system can protect the network
from malicious web scraping activity.

Devan Gol and Nisha Shah [11] have discussed the
detection of web application vulnerability based on Rational
Unified Process (RUP). The authors were argued that the
existing vulnerable detection tools are failed to detect latest
attacks in web. The research has demonstrated the
vulnerabilities in web applications. Vulnerabilities were
occurring from improper codes, computer viruses, or a cross
sided script (XSS) and SQL injection attack (SQLIA). SQLIA
is against a database driven application. It will inject invalid
input strings into the database and modify for the deliberate
usage. A successful attack will pass a SQL attack code into the
back — end system and execute the vulnerable application. The
XSS attack is the process of passing client side script into a
web server to perform malicious activities. The four phases of
RUP framework are inception, elaboration, construction, and
transition. The initial module of the framework is used to crawl
a set of websites for the system. The second module is used to
launch the attacks against the collected websites. The third
module is used to analyse and verify whether the attack was
successful or not. The last module is used to provide a report of
whole process involved in vulnerability scanning method. The
framework which is proposed in the research will be useful to
detect vulnerability in the network. The research did not
provide any proofs to show the performance of the framework
in real time network.

I1l. TYPES OF MALICIOUS ATTACK

A malicious attack is an online code executed by a
programmer with an intension to break the privacy of an
individual or an organization. Hackers, web terrorists and
eavesdropper are some of the titles for the programmer who
executes the malicious code [12]. The following part of the
section will discuss the types of malicious attacks on web.

A. Websites—Malicious Attacks

The prime target of malicious attackers is the websites.
Fig. 2 shows the classification of attacks targeting websites. A
website will have more number of visitors and a malicious
code can easily broadcasted into visitors’ system.

1) DOS: It is an attack that blocks the user from using the
resources of a network. Web servers of organizations such as
Bank, E-Commerce, Service portals, and Media portals are
the targets of DOS attack.

Flooding a crashing services are the general concepts of
DOS. Buffer overflow attacks, ICMP flood, and Sync flood are
the familiar flood attacks under the concept of flooding
services. Slowloris, NTP amplification, and Zero — day are the
familiar methods under the concept of crashing services [13].
A distributed DOS is a multitude of Dos attacks. Fig. 3 is the
illustration of DOS attack. An attacker can employ flooding or
crashing services to block the services to the customer or user
of an organization.
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Fig. 2. Websites Related Malicious Attacks.
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Fig. 3. DOS Attack.

2) Man in the middle: It is a type of attack which
intercepts the message between the sender and the receiver.
Both parties are not aware of the attack [14]. The attacker will
find out the loopholes of the security of a network and inject
malware. They have the ability to modify all messages
communicating between two victims. Authentication, tamper
detection, and forensic analysis are the detection techniques to
detect the attack. Fig. 4 shows the scenario of man in the
middle attack.

Sender

Sent Message

Attacker

Receives modified message

Receiver

Fig. 4. Man in the Middle Attack.
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3) Drive by attack: It is also called as Drive by downloads
attack. The criminal will search a insecure websites and attach
a malware script with HTTP and spread the malware into
visitors’ system. The installed malware may create a [IFRAME
and redirect the visitor to a site maintained by the criminal.
This kind of attack will wait for the visitor to visit the website
to pass a malware code.

4) XSS attack: XSS is a cross-side script used by the
criminals to inject a malicious code into vulnerable website.
Stored and Reflected are the two types of XSS. The stored
XSS is also called as persistent XSS. The persistent XSS is
activated when a malicious code is triggered by the vulnerable
web application. It is very dangerous and cause more damage
to the website. The reflected XSS is passed to the user browser
when a user is trying to open a web page. Fig. 5 is the
illustration of XSS attack.

5) SQLIA: It is an older method to gain access of a
website. The attacker will search a weaker website and apply a
coding technique to enter into website. It is applied against
data—driven applications. Many sql statements which are
useful for injection attack are available in Internet. Modern
prevention techniques are developed to challenge the SQLIA.
Cyber criminals are still using SQLIA to steal the valuable
information of a website.

B. Web User-Malicious Attacks

The intention of cyber-criminal is to steal individual
information to access of their resources. The prime focus of
criminals on a website and their final target is the individual
who is visiting the particular website. Cookies are the key for
the criminals to gather information about the information.
Some websites are pretending as a legitimate site and offer
software for free to users. Users will provide some of their real
data to the site and accessing the software provided by them.
The software will plant malicious code and cookies into the
user system. The malicious code and cookie will communicate
with the server and pass information about the user. The
criminals will use the valuable of the user for monetary
benefits. The following part will discuss the malicious
activities related to web users.

Passing XSS
Hacker > Web
Data transferred to /
Hacker .
Visitor

Fig. 5. XSS Attack.
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1) Password attack: Password is an attribute of security
mechanism to authenticate a user into a website or a network.
The password attack is against the user privacy. Generally,
attackers are applying brute—force, dictionary attack, and key—
logger methods to break the user password. Brute force
method is a guessing technique based on random approach by
trying various combinations. Dictionary attack method will
supply a set of common passwords to gain user access. A key
—logger attack is a latest technique to track users’ key strokes.
The attacker will use a key logger program to store user key
stokes during a day or a session.

2) Phishing: It is a type of attack which is used to steal
user information. An attacker will recreate or clone a
legitimate site and invite users with an intention to steal their
credentials and apply the details on the legitimate site.
Installation of malware, blocking of antivirus and firewall of a
system, loosing valuable information and ransomware attacks
are the consequences of phishing attack. Spear phishing is the
typical kind of phishing attack which cannot be traced out by
the highly secured organization. E-Mail spoofing is one of the
examples of spear phishing.

3) Birthday attack: The cyber criminal will use hash
function and generate message digest (MD) and replace it with
a user message. The Birthday attack is recently discovered in
web and difficult to identify the original message. It is
basically a cryptographic attack based on the birthday problem
in probability theory.

4) Malware attack: Malware is a computer worm or virus
that has the capability to spread all over the system. The
malware is injected by the attacker through a legitimate
application or website. It is a proper code or software written
by an experienced programmer to damage a network and a
computer. Macro viruses, polymorphic viruses, boot infectors,
Trojans, logic bombs, adware, and spyware are the common
types of malware exist in web.

5) Spam dissemination: Spam is an advertisement that
disseminates malware into a client computer. It is a primary
contact of a cyber criminal to know the behaviour of a user or
a recipient of spam. Criminals are using web cache, and
cookie to study the user attitude on web. Many countries have
restricted the spam dissemination on web. Many innocent
people were trapped by spam benign advertising methods.

C. Social Networks—Malicious Activities

Social network is a communication tool for people to
communicate with friends and relatives. Whatsapp, Facebook,
Twitter, and Instagram are the familiar social network medium
on web. Criminals are using the medium to trap people.
Rumour propagation and Sybil attack are the major problems
in social networks.
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1) Rumour propagation: Criminals are using a social
media as an instrument to spread rumours. They will make
fake identities and form a group to gather more people.
Rumours were created more problems in all over the world.
Terrorism on social medium has become a threat for national
security. Rumours are the prime reason for the communal
violence. There is no tool available to detect the rumour
seeders.

2) Sybil attack: The attacker will use the loop holes of
social media security to gain access and make fake identities.
Recent security breaches in Facebook were an example of
Sybil attack. The Facebook management has declared that 50
millions of user identities were exposed by the security
breach. Identity — based validation method will be a solution
to protect identity of a user from Syhbil attack. The censorship—
free nature of social medium will not allow implementing
identity — based validation technique.

IV. DETECTION METHODS

The detection of malicious ad suspicious activities on web
is a complex process. Existing methods are not up to
expectation in finding malicious activities. There is a need of
intelligence in the detection of malwares. Machine learning
methods are the better replacement for the existing detection
methods. RF, SVM, Atrtificial neural network (NN) and Q —
Learning are the machine learning techniques which can be
applied in the process of detection of malicious activities on
web. The remaining part of the section will discuss the details
of the machine learning methods.

A. RF

RF is a supervised learning technique and useful for
classification and regression problems. It is based on decision
tree algorithm [15]. It is a flexible machine learning algorithm
which will produce optimum results for complex or difficult
problems. The RF has the ability to handle the missing values
or outliers. The number of trees in RF will not over fit the
model. The number of decision trees will be increased depend
on the situation of a problem. Figure 6 shows the process
involved in RF. The possible solutions for a problem will be
divided into multiple decision trees. A voting method will be
followed for each trees and generate the final solution. The
following procedure is followed in RF to make a decision for a
problem. Time and space should be calculated for each
machine learning methods to evaluate the performance.

1) Procedure-RF

Step 1: Input the dataset.

Step 2: K—features will be selected randomly where k<<m.
Step 3: Best split point will be applied to calculate a node.

Step 4: Step 2 to 3 will be repeated until a perfect number
of node is generated for the trees.

Step 5: Step 2 to 4 will be repeated to build forest.
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Step 6: Select a test feature and apply rules to predict
outcome from generated forest.

Step 7: Calculate the votes for predicted outcomes.

Step 8: Consider the high voted predicted outcome as final
prediction.

2) Advantages
¢ RF will not be affected by overfitting problem.

e It can be used for the extraction of important features
from dataset.

3) Disadvantages

e Generation of large number of decision trees lead to
make algorithm slower and generation of decision will
take more time.

e Itis purely depend on the bootstrap sampling.

e The algorithm may not notice rare behaviour and
impressions of user.

B. SVM

The algorithm is based on the structural risk minimization
principle. It is a supervised learning method widely used for
classification and regression tasks.

SVM is using the concept of train and test dataset [16]. The
classifier will be trained with target values and features in train
set. The trained classifier will be tested with new features
without target value. The algorithm will produce high
dimension of generalization than the original set of data.

1) Procedure

Step 1: Pre—process the dataset.

Step 2: Split the dataset into train and test set.
Step 3: Input the train set with attributes.
Step 4: Input the target value.

Step 5: Calculate the time and space of the classifier during
training phase.

Step 6: Input the test set with attributes for the generation of
target values from classifier.

Step 7: Generation of target values.

Step 8: Calculate the time and space of the classifier during
testing phase.

2) Advantages

e Computation speed will be more comparing to RF.

e There is no possibility of overfitting problem in SVM.
o Interpretation of features will be easy.

o Parameters will be optimized according to the model.
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Dataset

Tree 2

Vote Vote Vote

Final Prediction

Fig. 6. Processes-RF.

3) Disadvantages

e It is an older technique. Training phase will take more
time comparing to testing phase.

o Determination of parameter is a difficult process.
e Consume more space for the computation of results.

C. ANN

ANN is a tool to develop machine learning applications
[17]. 1t is also called as multi-layer perceptron. Input, output,
and hidden layers are the part of ANN. The hidden layer will
perform operations related to the given problem. The user can
have multiple hidden layers to get the optimum results. ANN
environment provides Feed forward, Recurrent, Convolutional,
Botlmann machine, and Hopfield networks to the users.

1) Procedure

Step 1: Split the dataset into train and test dataset.
Step 2: Train ANN with train set.

Step 3: Teach ANN with possible target values.
Step 4: Calculate time and space.

Step 5: Test ANN with test set.

Step 6: Generation of target.

Step 7: Calculate time and space

2) Advantages

e It has the ability to model non-linear and linear
applications.

e It can find hidden pattern from the target dataset.

e It does not have any restriction on input variables.
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3) Disadvantages
e Training time will be more for larger dataset.

e Computation cost will be more.
e A fine —tune is required to attain better performance.

D. Q-Learning Method

Q-learning method is also called as reinforcement learning
method. It is based on Markov decision process technique [18].

The method will work according to the policy. State and
action are the input variables. It will instruct an agent to take
action from state to state. A reward or a punishment will be
given to the agent for the performance. A successful
performance of an agent will yield more rewards.

1) Procedure

Step 1: State and action variable has to be assigned for the
environment.

Step 2: Input the policy
Step 3: Train with train dataset with target values.

Step 4: Agent will learn to achieve target with maximum
rewards.

Step 5: Test with test set.

Step 6: Generation of results.

Step 7: Calculate time and space.

2) Advantages

e Accuracy of the results will be more.

e Computation cost will be less.

o Generalization of high dimensional data will be high.
3) Disadvantages

e Training time will be more.

o Asmall error in the system will affect whole model.

V. CONCLUSION

A malicious activity is an act of security breach which
affects an individual privacy on web. The survey has provided
the information about malicious attacks and methods to detect
malicious activities. A web user is a final target of cyber
criminals. A website will be used by the criminals to inject
malware into the user machine. RF, SVM, ANN, and Q-
learning methods were discussed in the survey. Machine
learning methods are the solution for the detection of malicious
activities. The future work will be a development of detection
technique to detect malicious activities on web.
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Abstract—Vascular Dementia is often Clinically diagnosed
once the effects of the disease are prevalent in a person’s daily
living routines. However, previous research has shown various
behavioral and physiological changes linked to the development
of Vascular Dementia, with these changes beginning to present
earlier than clinical diagnosis is currently possible. In this review,
works focused on these early signs of Vascular Dementia are
highlighted. However, recognizing these changes is difficult.
Many computational systems have been proposed for the
evaluation these early signs of Vascular Dementia. The chosen
works have largely focused on utilizing sensors systems or
algorithmic evaluation can be incorporated into a person’s
environment to measure behavioral, and phycological metrics.
This raw data can then be computationally analyzed to draw
conclusions about the patterns of change surrounding the onset
of Vascular Dementia. This compilation of works presents
current a framework for investigating the various behavioral and
physiological metrics as well as potential avenues for further
investigating of sensor system and algorithmic design with the
goal of enabling earlier Vascular Dementia detection.

Keywords—Vascular dementia; pattern recognition; machine
learning; artificial intelligence; algorithmic disease detection;
vascular dementia onset

I.  INTRODUCTION

Vascular Dementia has been considered a distinct diagnosis
since 1991, when a consensus was reached for the diagnosis
criteria for vascular dementia at the National Institutes of
Health [1]. However, the intermingling of vascular events and
dementia was recognized far earlier. As knowledge of vascular
pathology and behavior increased through the 19th and 20th
centuries, researchers came across the association of vascular
events and cerebral changes, at the time thought synonymous
to the onset of traditional dementia [1, 2]. This finding became
a major hurdle in the field-- the quickly advancing research
into the realm of vascular disease brought forth the need for
research in the field of cerebrovascular disease which proved
more elusive [2, 3].

While findings slowed during this time, effort did not.
While much research focused on dementia symptoms as a
whole, some researchers discussed the effects of vascular
events on the progression of dementia, leading to the eventual
differentiated vascular dementia from other forms of dementia.
Otto Binswanger did just in his 1910 publication that is

considered the origin of the modern study of vascular
dementia. In this publication, Binswanger suggested that
cerebral impairment was a result of vascular insufficiency
[2, 3].

Despite this early proposition, it wasn’t until 1991 that
Vascular Dementia was clinically differentiated, and 1995 that
Vascular Cognitive Impairment, the precursor of Vascular
Dementia, was considered a unique diagnosis [1]. Currently,
Vascular Dementia and Vascular Cognitive Impairment are
considered diagnosis distinct from other forms of dementia and
cognitive impairment respectively. From this, it follows that
Vascular Dementia and Vascular Cognitive Impairment have
symptoms and onset patterns that are specific to the disease.

Pattern recognition is a realm of computation that has
proved very successful in various environments [11]. Given
that the onset of Vascular dementia has been associated with
particular changes in biometrics, it is proposed that a
combination of these biometrics may lead to more precise and
accurate diagnosis.

A. Motivation

When it comes to pattern recognition, algorithms and
learning systems have proven successful solutions in a broad
range of industries including cyber-security, fault detection in
safety-critical systems, textual anomaly detection, image
analysis (such as facial recognition, object identification or
analysis of medical imaging) and biometric detection [11, 12,
13]. One specific method of pattern recognition used for cyber-
security is the artificial immune system-- the system seeks to
identify and classify changes that happen to itself. Some
changes may be considered safe changes while others pose a
risk to the system [12]. This is widely applied to cyber-
security, however, the evolutionary nature of evaluating the
“risk” of a detected occurrence could be applied disease
diagnosis as well. In the case of biometric detection
methodologies, we can see the distinctive and identifiable
nature of biometrics such as gait. It follows that a significant
enough change to a biometric measure over time would also be
observable [13].

These examples depict how current applications of
computational pattern recognition can translate to the problem
of disease detection. With that being said, applying pattern
recognition strategies to the problem of diagnosing vascular
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dementia, and generally healthcare data, involve many of the
identified “challenges data features” discussed in the survey of
Anomaly Detection by Chandola et al. [11] that contribute to
the difficulty of the detection of the pattern recognition
problem. Specifically, healthcare data is such that:

1) “Normal (Healthy) Region” of specific data measures
can vary person-to-person and can even fluctuate in response
to other factors.

2) Health is an evolutionary domain, in which natural
changes such as aging make it so a current representation of
“Normal Region” may not be sufficient representation in the
future.

3) The severity of a fluctuation depends on the metric
being used to measure and the meaning associated with that
metric. (1 degree of fluctuation in heart rate may be
considered ok, whereas the same fluctuation in temperature
would be of concern.

4) Often data contains join which tends to be similar to
anomalies and hence make it difficult to distinguish and
remove.

5) The cost of incorrectly classifying a anomaly as normal
can be very high.

Diagnosing Vascular Dementia using pattern recognition
therefore poses many challenges. With that being said, given
that Vascular Dementia is first recognizable through biometrics
and lifestyle observations, specifically executive functioning
tasks, non-invasive sensor systems and pattern recognition
tools that are based on daily functioning and biometric data
have the potential to identify early traits of dementia onset.

B. Contribution

In this paper, we present a taxonomy for the categorization
of current computational pattern recognition developments
within the realm of Vascular Dementia onset and progression.
Following this, each category is discussed in detail, looking at
the innovations and contributions to the particular niche, all
within the context of the current Vascular Dementia knowledge
base. In included contributions have a focus non-invasive, non-
imaging measures that have proposed correlations to vascular
dementia onset.

For each category, the unique assumptions that apply in
terms of pattern recognition and anomaly detection are
discussed and the supposed complexity of the techniques in a
wide-scale implementation. We conclude the review with a
comparative discussion of all current sub-domains of
contributions and future works.

The remainder of this paper is organized as follows:
Section 2 briefly reviews vascular dementia progression and
diagnosis, Section 3 discusses the major sub-domains of
computational pattern recognition, Section 4 presents the
taxonomy of pattern recognition techniques in the domain of
vascular dementia, Section 5 through 8 discuss the application
of pattern recognition in the following sub-domains: cognition
and executive functioning assessments; behavioral and
emotional assessments; eye tracking; gait analysis; motor
control; linguistic patterns; sleep patterns; and health-record
mining respectively in relation to supporting early
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identification of dementia onset. A discussion and concluding
remarks follow.

Il. BACKGROUND

A. Vascular Cognitive Impairment and Vascular Dementia

Since Vascular Cognitive Impairment and Vascular
Dementia originate from a vascular event, the risk factors are
the same as that for cardiovascular disease, including
hypertension, stroke, atrial fibrillation, aortic fibrillation,
diabetes mellitus type 2, obesity, lack of active lifestyle,
depression, sleep apnea and smoking [4]. Within the diagnosis
of Vascular Cognitive Impairment and Vascular Impairment,
the disease progression can future sub-divided as: Pre-clinical
Vascular  Cognitive  Impairment, Vascular  Cognitive
Impairment, and Mild, Moderate, Moderately Severe, or
Severe Vascular Dementia.

Pre-clinical Vascular Cognitive Impairment: During this
initial stage, the cerebral changes have no measurable
symptoms displayed-- changes are not detectable on clinical
assessments and symptoms are either not noticed or of such a
weak intensity that they are diagnosable. Because of this, much
of what is known about the pre-clinical stage is learned from
retrospective study of diagnosed cases. One study found that
patients had memory complaints 12 years prior to diagnosis
and had experienced declines in activities of daily living 5to 7
years previous to diagnosis [5]. While vascular dementia
patients had memory complaints 12 years prior to diagnosis,
comparable to that of other forms of dementia, there is
comparatively less deterioration in the preclinical stage as
compared to other forms of Dementia. “Executive
Functioning” is a term that encompasses many of the cognitive
tasks that experience deterioration throughout onset and as
early as the pre-clinical stage including: cognitive flexibility
(problem solving through different means, thinking about a
situation in different ways), working memory (comprehending
and recalling information), and inhibitory control (self-control,
ignore distractions, regulated emotions and impulses) [6].
Additionally, mental health concerns arise during the pre-
clinical stage including depression, lack of interest or
motivation, and loss of energy. This association still remains
significant after adjusting for memory complaints, showing
that depression symptoms are more than a by-product of
perceived cognitive difficulties.

Vascular Cognitive Impairment: The transition from pre-
clinical to vascular cognitive impairment is difficult to
unanimously identify. Vascular Cognitive Impairment is
loosely defined as case where one or more cognitive domains
become significantly affected [7, 8]. At this stage of
progression, symptoms are sometimes clinically diagnosable
and while symptoms can be noticeable in daily living, they are
not to limiting in this respect.

Vascular Dementia: Onset of vascular dementia is marked
by cognitive impairment severe enough to interfere with
everyday activities [9]. The Diagnosis of Vascular Dementia
can be subdivided further into mild, moderate, moderately
severe, and severe.

Just as onset revolves around a variety of symptoms, there
is no single test that can diagnosis Vascular Cognitive
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Impairment or Vascular Dementia. Diagnosis is based firstly
based on the presence of cognitive impairment and the
presence and assumption that cerebrovascular disease is the
cause of the present cognitive impairment. If this is the case,
assessments of thinking (measured using neuropsychological
tests), behavior, daily functioning, neurological reflexes and
coordination, brain imaging, and carotid ultrasound are all
possible tools used to verify the presence and identify the
assumed cause of the symptoms [9, 10]. In addition, medical
records play an important role by providing a history record of
any past memory complaints and risk factors (as previously
discussed) [10]. Identifying the onset of Vascular Dementia is
challenging for multiple reasons. Because it is a delayed onset
disease, symptoms present in increasing severity, identifying
the beginning of onset presents one challenge. Additionally,
the disease can present with varying symptoms, resulting in
case-by-case variability. Despite the difficulties, early
diagnosis is vastly important as it can lead to treatments that
reduced the impact and progress of the disease.

B. Developments in Computational Pattern Recognition

Pattern recognition is central to most tasks we perform on a
daily basis. Indeed, even at a young age, children can recognize
letters and numbers, despite differences in penmanship or fonts
[14]. This example reinforces the findings of Herbert Simon,
economist by training who’s research largely focuses on
factors and motivators of decision making and the
corresponding outcomes: the greater the number of relevant
patterns, the better the resulting decision will be [15, 16].
While on the surface, simple, the idea of discovering and
utilizing many relevant patterns is at the heart of most pattern
recognition problems. Indeed, in the healthcare realm, and
more specifically in the study of delayed chronic disease onset,
there is no one stand-alone indicator for disease. Therefore,
searching for multiple indicators of disease is necessary so
together, this information can be used to formulate a more
accurate prediction.

The process of pattern recognition can be described in the
following three stages:

1) Observing the environment

2) Distinguishing patterns of
background

3) Concluding reasonable decisions about the categories
of the patterns.

interest from their

In the first step, the agent (either human or computer) uses
the data available to it or data that it can aggregate through
sensing the environment or making assumptions about the
environment to build a conceptual view of the its surroundings.
It’s important to note that the created view will never
completely capture the actual environment [17]. In the process
of building a view of the model, the accuracy of each metric
and dependency placed on each metric must also be
considered. In terms of a human building a view of their
environment, an individual might place more trust in one sense,
such as sight or hearing, and less determinants in others,
depending on the individual’s confidence of accuracy in the
“data” coming from that particular source. Comparability, in
computational models, this weighting is accomplished through
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sensor fusion. Sensor fusion methods aim to reduce uncertainty
but combining information from various sources in a way that
reduces noise variance with the end goal of making the
resulting dataset more accurate than the individual data sources
used individually [18]. This process of reducing uncertainty in
data ties into the following step; distinguishing patterns of
interest from their background. As alluded to earlier, the
complexity of the environment leads to the necessity of
simplification. The second step of pattern recognition is
distinguishing  meaningful  trends from  background
information. This means evaluating the weight of trust that
should be placed on the result of each pattern recognized in the
data, eliminating noise and recognizing background data,
reducing noise and like mentioned in regard to sensor fusion,
reducing uncertainty in data [19]. In the final step, these trends
and patterns are used to make the best-available decision.
While this process is intuitive and largely automatic for
humans, computationally mimicking the pattern recognition
process has proven to have individual challenges but, in
specific cases, has led to improved outcomes [19, 20]. Various
techniques of computational pattern recognition have been
theorized or implemented. These techniques can fairly neatly
fall into three main groups: intelligent algorithms, statistical
models and machine learning.

Intelligent algorithms follow a structured methodology,
making decisions based on rules that have been developed
based on past data trends. While complex, each decision is
traceable through the decision algorithm [21]. Positively,
intelligent algorithms have high approval with practitioners
because understanding the method of decision making is
approachable for most, regardless of background training [22].
With that being said, intelligent algorithms do not scale to
growing types of data without intervention. If a greater variety
of data is incorporated into the record, the intelligent algorithm
would need alterations to utilize the growing knowledge
available. Intelligent algorithms are in essence a rule-based
system, taking the format: “if a condition holds, do the
following”. Because of this condition-checking structure of
these algorithm, to effectively implement an intelligent
algorithm underlying knowledge of the data must exist [21].
Typically, these systems are used to codify known correlations
between data values and the outcome in question. Since
intelligent algorithms are based on known knowledge, so while
they play a role in diagnosis, the discover of new correlations
between data is unlikely through this method.

Statistical models build on this idea by describing
relationships between variables in mathematical equations and
utilize relationships between variables to predict outcomes
[23]. Similar to intelligent algorithms, the outcomes of
statistical models can be traced to the equations that derived the
particular outcome. In this way, statistical models too are
approachable across disciplines. In terms of drawbacks,
statistical modeling methods have limitations very similar to
that of intelligent algorithms: incorporating growing data
sources into the model requires human intervention and an
underlying knowledge of data correlations is often a
prerequisite for building statistical models [23].

Machine learning, a sub-discipline of artificial intelligence
and opposed to both intelligent algorithms and statistical
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models, machine learning is an algorithm that can learn from
data without the use of predefined rules or programming. An
additional benefit is that machine learning methods can adapt
to different sets of data and growth of data types with minimal
alterations [24]. In the realm of medical research where types
of data are continually increasing, the ability to grow the model
with the growing data source is a notable benefit. Additionally,
such models are knowledge of the underlying correlations is
not required to build an effective model. Likely, correlations
between variables may be suspected, yet not concretely
defined. Machine learning models can identify commingling
factors and can even lead to knowledge discovery. Machine
learning methods come in many varieties, from regression
models, Bayesian networks, neural networks and nearest-
neighbor based techniques among many, all used to build
relationships between variables and predicted outcomes [24,
25]. Machine learning models often suffer in understandability,
making the inner-workings of models not readily accessible to
outside of the discipline. Despite this drawback, machine
learning has shown much potential in the realm of disease
diagnosis.

I1l. TAXONOMY FOR CLASSIFYING TECHNIQUES FOR
PATTERN RECOGNITION OF VASCULAR DEMENTIA ONSET

There are many instances of pattern recognition being
applied to vascular dementia. Fig. 1 shows our proposed
taxonomy for classifying the proposed non-invasive techniques
for pattern recognition of Vascular Dementia onset. Current
research in the field is categorized by the source of the data.
The first of these categories is validated survey-based
assessment tools and encapsulates all pattern recognition that is
based on data from clinically validated assessments. The
second category looks at multiple tools that measure and
classify based on biometrics such as gait, balance, motor
impairments and eye focus. This realm of research has become
especially entwined with technology, as tools are developed to
collect biometric data precisely, more frequently and in a more
accessible format for patients. Third, tools based on
psychological and behavioral based measures. Two primary
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areas of research in this subdomain include measuring the
difficulty and variety of linguistic choices made by the p