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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.
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LSB based Image Steganography by using the Fast
Marching Method

Xiaoli Huan', Hong Zhou?, Jiling Zhong®
Department of Computer Science, Troy University, Troy, Alabama, USA™?
Department of Mathematical Sciences, University of Saint Joseph, West Hartford, Connecticut, USA?

Abstract—This paper presents a novel approach for image
steganography based on the Least Significant Bit (LSB) method.
Most traditional LSB methods choose the initial embedding
location of the cover image randomly, and the secret messages
are embedded sequentially without considering the image pixels’
values and positions. Our approach utilizes the user-selected
seeds in the cover image to avoid the smooth/flat areas where
cause a higher detection rate. Then the fast marching method is
used to calculate T (the time of arrival of the front of the seeds)
and propagate the seeds by computational dynamics. The front
propagation process decides the embedding positions of the
secret messages. The same algorithm can be used to retrieve the
hidden information as well. The coordinates of the seeds are used
as the shared key only known to the sender and receiver to add
additional security protection. Peak Signal to Noise Ratio (PSNR)
is evaluated to measure the quality of resulting images. The
experiments show that the proposed approach generates results
with high payload capacity and satisfied imperceptibility.

Keywords—Image steganography; LSB; the fast marching
method; coordinates; PSNR

I.  INTRODUCTION

Steganography has been an ancient practice to hide secret
information within a media in such a way other people cannot
easily detect the presence of the hidden contents. Cryptography
and steganography are both techniques used to prevent the
third party from reading the secret messages. However, they
differ in the respect that cryptography makes the data
exposable but not understandable without having the proper
key to decode, while steganography hides the secret data inside
a media and this modification of the original media cannot be
easily perceived. In nowadays, steganography is used in many
legal or illegal applications. For example, embedded digital
watermarking techniques are developed to identify the
ownership of the property. It is also reported that terrorist
groups had used steganography to exchange information due to
their affordability compared to dedicated secure networks [1].

The basic structure of image steganography is composed of
the following:

e Secret-message: The information is to be hidden and
delivered.

e Cover-image: An original image is used as a media to
embed the secret-message.

e Stego-image: After the cover-image embeds the secret-
message, the resulting image is known as the stego-
image.

e Stego-key: Additional information is used for
embedding and extracting the secret-message. The
stego-key is a shared key known to the sender and
receiver only.

Il. RELATED WORK

Least Significant Bit (LSB) steganography is a popular
technique in which the least significant bits (lowest bits) of
pixels of the cover-image embed the secret-message. The
changes to the cover-image are minimal and imperceptible to
the human visual system [2]. However, the secret-message can
be easily detected in the traditional LSB methods since the
embedding positions are generated randomly and data are
embedded sequentially [3]. These methods call for higher
security features.

Steganographic methods which utilize a pixel's dependency
on its neighborhood and psycho-visual redundancy to
determine the smooth areas and edged areas in the gray level
images are presented in [4]. However, in this method distortion
is introduced and anyone is possible to recover the image due
to its lack of stego-key protection. The approach in [5] uses a
secret key to hide a secret-message in different channels of the
LSB of a cover-image to protect it from unauthorized
receivers. This method does not consider the pixels’ values and
positions in the cover-image. Therefore, the smooth/flat
regions in the cover-image will be contaminated and cause low
visual quality after data hiding. Edge adaptive schemes have
been investigated. For example, the edge-detecting filter is
used in [6]. Mean and standard deviation and canny edge
detection are used in [7]. Methods hiding data around the edge
boundary of an object are proposed in [8]. However, when the
cover-image is mostly smooth or without sharp edges, the
payload is limited in these approaches.

In our proposed method, we use the level set method to
determine the embedding positions of the secret-message. The
level set method (LSM) was proposed by S. Osher and J.
Sethian in 1988 [9]. LSM is a computational technique for
tracking interface motion over time and has various
applications including image processing [10], fluid dynamics
and physical modeling. LSM involves propagating a
continuous scalar variable. “Considering G(t) to be a moving
closed curve in two dimensions. An Eulerian formulation for
the motion of the interface is produced. The motion of the
interface propagates along its normal direction with speed F,
where F can depend on many factors, including the curvature,
normal direction, shape, position of the front, or underlying
fluid velocity. The interface G(t) can thus be represented as the

1|Page
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zero-height level set of a function ¢”. For a more detailed
description of level set methods, the reader is referred to
Sethian’s published book [11].

Let’s assume that the interface either moves “outward” (F >
0) or “inward” (F < 0) during the interface motion. The arrival
time of the interface front at each grid point (T(x,y)) can be
calculated and used to determine the propagating process of the
front. This is the so-called fast marching method. In this
method, all the arrival time values are composed of a function
T(x,y) which renders a surface. This surface tells the position
of the interface front at any actual time T. “This surface is
called the arrival time surface because it gives the arrival time
of the interface passing at each grid point” [12].

The equation for the arrival time function is called
boundary value formulation, which is

|VT|F=1, F=¢/VCsI(xy2)l o

T=0on T, where T is the initial location of the interface. o
is the fast marching method exponential coefficient which is
set to 60 in our algorithm. T was discretized by the quadratic
equation [12]:

12

max (D} T,0)*+min (D;}T,0)*+ y 2
} . = /F..
max (DijT,O)Z-i- min ( D:ij,O)2 b

D' and D" represent forward and backward difference
operators. Equation (2) is solved at each grid point in the
propagating process, and the root with the largest value is
chosen as the correct viscosity result.

The advantages of using the fast marching method for LSB
image steganography are the following:

e The seeds initially selected can be encrypted as the
stego-key to add additional security protection.

e The user can choose seeds in hon-smooth/flat regions in
the cover-image to avoid low visual quality data hiding.
The fast marching method enables image segmentation
[13].

e The algorithm is straightforward to implement. The
same algorithm can be used for embedding and
retrieving the secret-message.

I1l. PROPOSED ALGORITHM

A. Finding the Embedding Positions by the Fast Marching
Method

Equation (2) is applied in our image stenography algorithm.
T=0 is assigned to the user-selected seeds in the cover-image.
The user can select the seeds in the non-smooth/flat regions to
avoid higher detection rate, and the seeds’ positions can be
encrypted as the stego-key. By solving (2), the front position at
any time T can be obtained. This equation can be solved for
each pixel in the cover-image until two times of the number of
the hidden bytes is reached (one byte is hidden over two
pixels). These pixels can then be mapped in a queue in the
increasing order of T. The pixel with the smallest T is called
first to hide the secret-message. In this way, the embedding

Vol. 10, No. 3, 2019

order of pixels in the cover-image is obtained. Fig. 1 shows the
user-selected seeds in non-smooth/flat regions, and the seeds
propagate by using the fast marching method.

R ;:

Fig. 1. The user-Selected Seeds Propagate by the Fast Marching Method.

2|Page
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The scheme of FMM has been briefly described above. A
detailed process is shown in the following:

1) Initialize four vectors: alive,
neighbor.

2) Assign max T (e.g.,, DBL_MAX in C++) for all pixels
in the cover-image and set their status as far-away (push them
into the far_away vector).

3) For each user-selected seed point:
a) set the smallest T (zero) value.

b) Remove it from the far_away vector and set the
status as alive (push it into the alive vector).

c) Check its four adjacent points (up, down, left and
right) in the cover-image and set their status as try (push them
into the try vector). Calculate their T values by the following
equation;

T(x,y)=1/exp(-1 * 60 * grad_mag[x][y])

grad_mag is the gradient magnitude value of the pixel. The
cover-image first uses a Gaussian smoothing filter. Then the
gradient magnitude values are computed in all color channels,
and the values in the channel with the largest magnitude are
picked [14].

4) For each point in the try vector:

a) Pick the point with the smallest T. Set the point as
alive (push it into the alive vector) and remove it from the try
vector.

b) Check its four adjacent points (up, down, left and
right) in the cover-image. If the neighbor point is alive status,
do nothing. If it is in the try vector, push it into the neighbor
vector. If it is in far_away vector, push it into both the try and
neighbor vectors and remove it from the far_away vector.

¢) For each point (i, j) in the neighbor vector: Update its
T. s1(a,b,c) and s2(a,b,c) are the functions to get the two roots

. . -bt_[b*-dac )
of a quadratic function T There are 16 possible roots
to consider for (2) and the largest root is picked as T:

double F = 1.0/ exp(-1 * 60 * grad_mag[i][j]);

root[0] = s1(2, -2 * (T[il[j-1] + TLi-210LD), TLilG-10* TIill-1] +
TL-1101* TO-1]01 - F* F);

root[1] = s2(2, -2 * (T[il[j-1] + TLi-210LD), TIIG-10* TIilG-1] +
TO-1]01 * TO-1]0] - F* F);

root[2] =s1(2, -2 * (T[i][j-1] + T[i+1101D), TLil[-11* T[il[i-1] +
TLi+1]1[j] * T[i+1]1[j]-F * F);

root[3] =s2(2, -2 * (T[i][j-1] + T[i+1101D), TLi[-11* T[il[-1] +
TLi+1][j1 * T[i+11[j]-F * F);

root[4] = s1(2, -2 * (TI[+11+T-110D), TLIG+1] * TLIG+1]
+T[i-1][] * TO-1]101 -F * F);

root[5] = s2(2, -2 * (TI[+11+TL-110D), TLIG+1] * TLIG+1]
+T[i-1][] * TO-1]101 -F * F);

root[6] = s1(2, -2 * (T[i][j+1]+TLi+110GD), TLilL+1]1* TLil[j+1] +
TLi+1][j1 * T[i+1]1[j]-F * F);

far_away, try and
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root[7] =s2(2, -2 * (T[i][j+1]+T[i+11[1), TOI[+11* TLil[+1] +
TLi+11[4] * TLi+11[]-F * F);
root[8] = T[i][j-1]+F;
root[9] = TIi][j-1]-F;
root[10] = T[i][j+1]+F;
root[11] = T[i][j+1]-F;
root[12] = T[i-1][j]+F;
root[13] = T[i-1][j]-F;
root[14] = T[i+1][j]+F;
root[15] = T[i+1][j]-F;

d) Repeat step 4 until the number of points in the alive
vector is greater than two times the number of hidden bytes.
The pixel points in the alive vector are ordered by T
ascendingly.

Fig. 2 shows an example of embedding orders with two
user-selected seeds in a cover-image. T is calculated by using
the fast marching method based on the image pixels’ values
and positions. The bands in the same color represent the pixels
on the bands with the same T values. Pixels embed the secret-
message in the increasing order of T.

©),
: image

The colors represent T values of bands. The
pixels on the bands of the same color are chosen
to embed the secret messages in order.

Fig. 2. Illustration of the Embedding Order with Two User-Selected Seeds.

B. Encoding the Secret-Message

After the embedding positions are obtained above, the
algorithm starts the Least Significant Bit (LSB) encoding
process. One byte of data is hidden into two adjacent points’ R,
G, B and Alpha channels in the alive vector. Any byte M from
0 to 255 can be extended to the form:

M=2a.2"+b, 2" +¢;2% +d;2° +a,2% +b,2° +¢,2° + d,2’

If p* and p? are two adjacent elements in the alive vector of
the cover-image and (p*, p'y p'y, P'2) and (p, pg, Pb, Pa)are
their RGB and Alpha values, the two new pixels’ (p™,p"?)
values after M is embedded are:

p}'=p;-p, %2+a,
Py =Py-P,%2tb,
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Ph =Py Py %2tc)
Py =P, P, %2+d,
P =p;-p; %62 +a;
Py =pyP%2+h,
Py =Py Py %2 He)
Py =P;-pa%2+d,

C. Decoding the Secret-Message

Extracting the hidden data from the stego-image works
similarly. The coordinates of the user-selected seed points can
be encrypted as a shared stego-key. The extracting order is
done by the fast marching method as the embedding process. If
p* and p? are two adjacent elements in the alive vector of a
stego-image and (p',, p'y, o, p'a) and (p%, p’y, P, p%) are their
RGB and Alpha values, the secret data can be constructed by:

M=(p; %2)2°+ (p| %2) 2'+(p} %2)2%+(p} %2)2*+
(7 %2)2*+ (p2 %2) 2°+(p2 %2)2%+(p? %2)2’

IV. RESULTS AND ANALYSIS

The experimental results presented in this section compare
the effectiveness of our proposed algorithm with existing
methods. Several main factors affect an information hiding
scheme: visual quality of the stego-images (HVS-human visual
system) [15], embedding capacity, and error metrics such as
PSNR.

Our experiment results show the proposed method achieves
plausible HVS quality based on luminance similarity, structure
correlation, edge similarity, and color similarity due to the
nature of the fast marching method. It can have a larger
payload capacity than methods such as [8].

We use the Mean Square Error (MSE) and the Peak Signal
to Noise Ratio (PSNR) as the error metrics to evaluate stego-
image quality. The MSE is computed by averaging the
cumulative squared error between the original image and the
stego-image, whereas PSNR represents a measure of the peak
error. The following is the equation to compute MSE
composed of d number of channels:

Zna [11(m,n)-L, (m,n)7]’
dxmxn
The higher the value of PSNR, the closer is the stego-image

to the cover-image. To compute the PSNR, the following
equation is used:

MSE=

PSNR=101 I*MAXZ
~10log,, (g™

I_MAX is the largest possible variation in the input image
data type. It is 255 in case of the simple single byte per pixel
per channel.

Table | is the results of PSNR on original LSB, edge-based
LSB [7] and our method. Our method has higher PSNR values.

TABLE I. COMPARISON OF PSNR OF LSB, EG_LSB AND THE PROPOSED
METHOD

Method Image Size Hidden bits PSNR

LSB 512*512 36584 51.12

EG_LSB 512*512 36584 54.22

Our Method 512*512 36584 65.67

Fig. 3 shows the cover-images Lena, Baboon and Pepper,
the secret-message (image Baboon) and stego-images by using
the proposed method. Table Il is the comparison of PSNR of
LSB with Four Neighbor method [4], Secret Key [5] and our
method.

' -
Fig. 3. Cover Images, Secret Messages and Stego Images by our Method.

TABLE Il COMPARISON OF PSNR OF LSB wITH FOUR NEIGHBOR
METHOD [4], SECRET KEY [5] AND THE PROPOSED METHOD
Cover Hidden PSNR PSNR PSNR
image bits neighbor secretKey 2:{ho d
Lena 392208 41.15 53.76 55.48
Baboon 435223 36.52 53.75 55.03
Pepper 393567 41.03 53.78 55.44
V. CONCLUSION
In this paper, a novel approach for LSB image

steganography by using the fast marching method is presented.
The approach can avoid non-smooth/flat regions and the user-
selected seeds can be used as the stego-key. The embedding
and extracting positions are determined by the computational
technique fast marching method based on image pixels’ values
and positions. The experiments show that the proposed method
has plausible visual quality and desirable PSNR. Future work
can include testing by using different kinds of steganalysis
algorithms and extend the proposed method to other
steganographic medias such as audio/video.
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Developing Deep Learning Models to Simulate
Human Declarative Episodic Memory Storage
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Abstract—Human like visual and auditory sensory
devices became very popular in recent years through the
work of deep learning models that incorporate aspects of
brain processing such as edge and line detectors found in
the visual cortex. However, very little work has been done
on the human memory, and thus our aim is to model
human long-term declarative episodic memory storage
using deep learning methods. An innovative way of deep
neural network was created on supervised feature
learning dataset such as MNIST to achieve high accuracy
as well as storing the models hidden layers for future
extraction. Convolutional Neural Network (CNN)
learning models with transfer learning models were
trained to imitate the long-term declarative episodic
memory storage of human. A Recurrent Neural Network
(RNN) in the form of Long Short Term Memory (LSTM)
model was assembled in layers and then trained and
evaluated. A Variational Autoencoder was also used for
training and evaluation to mimic the human memory
model. Frameworks were constructed using TensorFlow
for training and testing the deep learning models.

Keywords—Convolutional neural network; long short term
memory; Variational Autoencoder; deep learning; memory model;
machine learning

I.  INTRODUCTION

The aim of this research is to construct a deep learning
model to simulate the human brain long-term declarative
episodic memory storage, focusing primarily on the computer
science perspective of the Rosenblatt Model for experiential
storage in neural networks [1]. It is not known completely
how human memory remembers past events. Previous work
showed that Convolutional Neural Networks (CNN) models
work well for classification of spatial data while CNN was
unable to store the hidden layers for future predictions [2].
Our new hypothesis is that an integrated framework of CNN,
Long Short Term Memory (LSTM) and Variational
Autoencoder (VAE) adequately stores images for future recall.

Deep learning models can produce highly accurate results
while trained and tested on datasets. However, the dataset
might not generate accurate results while used inaccurately
and larger dataset increase the amount of inconsistency of
generating errors [3]. This issue can be resolved through
additional training on the larger dataset.

The MNIST (Modified National Institute of Standards and
Technology) is a well-known database of handwritten

characters for image processing comprised of 60,000 training
set examples and 10,000 test set examples [4]. MNIST is a
subset of NIST which have been size-normalized and have
been aligned in the center [4]. The current test error rate for
MNIST is very low reported to be 0.23% using CNN [5].

This research focuses on simulated deep learning memory
models using simple CNN and pre trained CNN transfer
learning VGG16, ResNet, Inception, MobileNet, LSTM and
VAE to mimic the human brain’s long-term declarative
episodic memory of human mind. The research experiment
and result show that the deep learning models built using
TensorFlow API (Application Programing Interface) works
well store the model for future usage. Our experiments in this
journal uses CNN, LSTM, VAE conducted on MNIST
handwritten dataset images with TensorFlow frameworks to
simulate the human brain’s long-term declarative episodic
memory of human mind.

Il. LITERATURE REVIEW

Deep learning is a subsection of machine learning where
models are graph structures with multiple layers and typically
non-linear. Both supervised and unsupervised methods are
used for fitting models to data. Deep learning is used for
prediction and generation and its application domains are
image, audio and texts. Our literature review focuses on
proving the similarities with human memory and deep
learning model while also explaining on the deep learning
algorithms such as CNN, LSTM, VAE which is the primary
focus for this research to be used for storage mechanism to
mimic human memory model.

Both human memory and deep learning models are mostly
comprised of neurons. Hebbs states that the basics of human
learning are that when a neuron accepts input from another
neuron and if both neurons are highly active, the weight for
both of the neurons should be strengthened [6].

A. Deep Learning and Memory Model Similarities

Human brain and deep learning core functionality is
memory or storage [7]. Deep learning neural network contains
input, weight parameters and works with calculated dataset
and memory in brain acts similar way. Deep learning stores in
dynamic RAM (DRAM), static RAM (SRAM) internally and
externally which is the functionality of classical computers to
save new data where as human brain dynamically and
nomadically the patterns of neurons and synapses accomplish
the behavior of neural networks storage mechanism [8].
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Brain stores the input dataset of pattern recognizers in the
hippocampus and learns from the frequency of the high-level
features from cortical neurons and in similar fashion neural
network store the complete dataset in the computer memory
for frequent access to the dataset for learning the data
behavior [9].

B. Long-Term Declarative Episodic Memory

Atkinson-Shiffrin memory model divided primarily into
three categories named as sensory, short-term and long-term
which are very popular for understanding memory as shown in
Fig. 1. This research primarily studies the long-term
declarative episodic (experiential) memory. This study is the
focus of storing experiences and events that took place in
different times in memory in a serial form and human can
recreate these events and experiences that happened in a
person lifetime that might have been forgotten for the time
being. The permanent storage of the long-term declarative
episodic (experiential) memory is infinite and limitless. The
invention of Miller [11] discusses on the short-term memory
that can hold only 5-9 chunks of information (seven plus or
minus two) and a chunk is somewhat meaningful unit. The
meaning of chunk is digits, words, chess positions, or people’s
faces. All the following theories of memory after Miller’s
chunk invention followed the concept of chunking and the
limited capacity of short-term memory as a basic. The long-
term memory comes from short-term memory once the
memory saved permanently.

C. Convolutional Neural Network

Convolutional neural network known as CNN is very
popular in deep neural networks aka deep learning for image
processing and analysis. CNN apply multilayer perceptron
with input, output, single or multiple hidden layers and does
not require preloading of the images [12]. The CNN interprets
images into pixels and features to classify the objects in the
images during the training of the model. The images output
classification allocated a probability from the numeric
translation and learnt data as the training of the model
completes.

Human Memory

Short- Term Memory
{Working Menory)

(=1min)

Sensory Memory Long- Term Memory
(=1 sec) (Life-Time)

— ——1

Implicit Memory
{Unconscious)

Explicit Memory
[ Conscious)

Declarative Memory
(Facts, Events) Procedural Memory

(Skills, Tasks)

Semantic Memory
(Facts, Concepts)

Episodic Memory
(Events,Experiences)

Fig. 1. Types of Human Memory (Adapted) [10].
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CNN model training consists of several steps. Primarily
the model takes an input from the image for sample analysis.
Convolution is an evaluation of the sample area of pixels
known as ‘features’ with the other parts of the image. The
model uses a simple mathematical formula to select a match of
these features. The network applies multiplication of each
pixel to match the feature with is the source area. This method
applied throughout the image to match every pixel. The model
will apply these matches everywhere possible to attempt the
highest accuracy of the image. The other subsamples are
recognized and this technique repeated across the complete
image. Pooling known to shrinking the large area of an image
for calculation also applied. CNN also applies "Rectified
Linear Units" which is known as ReLU where model swaps
out negative calculations from convolution for a zero. ReLU
helps identify the valuable units of the images and keeps the
accuracy into stable position.

Fig. 2 below an input image (e.g. dog.jpg) sent to
convolution layer for the CNN model to train. The CNN will
train the model using the neural network hidden layers,
acquire the features of the image, and extract the labels from
the pre-trained weights to identify the output label of the
image. We used VGG16, ResNet50, MobileNets and
InceptionV3 pre-trained CNN transfer learning models with
TensorFlow framework used in this research. However, these
experiments are not presented in this journal.

D. Long Short-Term Memory (LSTM)

Long Short-Term Memory (LSTM) introduced in 1997 by
Hochreiter & Schmidhuber is a branch derived from Recurrent
Neural Network (RNN) [14]. LSTM remembers previously
stored information into memory as needed. It has mechanism
to forget and utilize the newly stored information or mix the
newly stored input with the old stored memory information.

Fig. 3 below shows the architecture of RNN with three
gates (input, forget and output) for LSTM. The input gate
collects the new information and transfers to output gate with
the current time stamp whereas forget gate deletes the
information that is not required anymore.

The RNN gates act on incoming signals as to pass or block
the data utilizing its strength and import that is similar to the
neural network’s nodes. The filtering of RNN works with
weights as well. The weights used through iterative process of
guesses, backpropagation error. The input and output states
monitored through weights using recurrent network learning
mechanism. The weights adjusted through gradient descent.

—Cat

—Dog

— Person

00 Oeee DD O DO O

Convelution  pax pocling Fully
Flatten
conngcted S0ftmax

FEATURE LEARNING CLASSIFICATION

Fig. 2. A General Depiction of the Convolution Process (Adapted) [13].
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Output
0y Gate

Fig. 3. RNN with Input, Output and Forget Gates [15].

Fig. 4 below shows the LSTM with inputs, outputs
normalization and vector operations components in detail. The
network takes three inputs. The LSTM network takes three
inputs. The input is the X_t keeps track of current time step.
h_tis the output and C_t is the memory of the current LSTM
network. C_t-1 is known to be the “memory” of the previous
unit plays a very important role. h_t-1 is the output of an
LSTM.

Our research focus will be mostly on building an LSTM
model to preserve episodic memory like the human brain.
LSTMs can preserve the errors through time and layers using
backpropagation. A supplementary constant error maintained
through the recurrent nets learning using time steps that opens
a channel to link sources and outcome remotely. This study
looks through the LSTM deep learning model to imitate the
episodic memory of human brain.

E. Variational Autoencoder (VAE)

Autoencoder is a function used in model to process the
input data with restrictive sensitive manner. Variational
Autoencoder (VAE) is a form of Autoencoder divided into
two parts known as encoder and decoder. Encoder collects the
input data and adds the most important data features to a
vector form with a lower dimension than the original input.
Decoder reconstructs the features vector to represent the
output. Below Fig. 5 illustrates the VAE. VAE can take a
principled Bayesian approach toward building systems. It's
mostly used for semi-supervised machine learning. VAEs
have one fundamentally unique property very useful for
generative modeling different from vanilla autoencoders.
VAEs contain latent spaces provide random sampling and
interpolation with continuity by design.

R
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4 4 4 4
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6 116 1fe s
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Inputs: outputs: Nonlinearities:

° Input vector

Memery from A outputof dly Hypersolic 4L
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Outputof
previous block gias: (@)

Fig. 4. lllustration of a Single LSTM Building Block [16].
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Fig. 5. Variational Autoencoder [17].

I1l. METHODOLOGY

The focus of this research is to learn and study the deep
learning models with a c-system added on incorporated from
the Rosenblatt Brain model [1] with storage mechanism. The
deep neural network models are built from scratch using
TensorFlow estimator framework. Experiments conducted on
MNIST dataset to see how the representations work and stored
for future predictions. In these experiments and results, CNN
image classification and recognition tasks generated excellent
output. In addition, CNN learning and storing of the model for
future predictions were successful in these deep learning
models.

Finally, we extended our MNIST experiments on LSTM
and on VAE, using TensorFlow save and restore framework.
In these experiments and results, MNIST image classification
and recognition tasks generated excellent output and we were
able to store the model for future predictions as well.

Our experiments and results focuses on the following:

A. Framework used to Store the Models for Future Extraction

The initial experiments were unable to store the dataset for
future prediction using plain vanilla CNN and transfer
learning CNN experiments. Therefore, our new deep learning
experiments behave as long-term declarative episodic memory
models using a framework with CNN, LSTM and VAE. The
new experiments and results prove that the added framework
combined with simple CNN model or pre-trained CNN
models using input dataset MNIST handwritten dataset were
able to classify the dataset and restore the output at later time.

Fig. 6 below depicts our architecture of the deep learning
model in the visualization form that described below.

The newly proposed models collects input images from S-
system, hidden layers shown in A-System and output layers
are for R-System a normal display of a neural network
classification model. The extended C-System works as the
memory unit to store the output of the classification model for
future retrieval. The C-system will maintain connections with
both A-system (hidden layer) and R-system (output layer). We
use different mechanisms to build our proposed C-system that
explained later section in detail.
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Input Layer

Input X1 _
— =

Input X2 ~
Input X3 - .
— :

Hidden Layers

Qutput Layer

i Output Y1
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S-System A-System i R-System -

C-System

Fig. 6. Proposed Deep Learning Model Storage Architecture.

Our initial experiments were not able to store as complete
memory model similar to human memory model while
experiments conducted using CNN with MNIST images,
LSTM with computer-generated numbers, ImageNet datasets
applied on transfer learning CNN models such as ResNet,
VGGL16, InceptionV3 and MobileNet [2].

B. Proposed C-System

The proposed C-system is built using the TensorFlow
Premade and Custom Estimators APl and Save and Restore
APl frameworks. We also used the pre-trained ImageNet
models transfer learning mechanism to test the C-system
storage mechanism.

Google Brain team developed the TensorFlow framework
which is an open source machine-learning framework [18].
TensorFlow bundles together multiple deep learning and
machine learning models and algorithms to make the models
useful. TensorFlow and open source platform helps to write
lazy evaluation, imperative programs, graphs, sessions,
variables, debug, etc. [1]. This framework is build using C++
works on Python. Tensorflow can train and run various deep
learning models such as word embedding, image recognition,
handwritten digit classification, recurrent neural networks,
natural language processing, and sequence-to-sequence
models for machine translation.

Our goal using the TensorFlow API to enable the C-
System storage and retrieval feature as required. The Figure 7
below shows the hierarchy of TensorFlow APl which is
mostly divided into three levels. The top level of this
hierarchy encapsulates the framework into a deep learning
model. The mid-level APIs are a set of reusable packages to
create computational graphs. The low level API give access to
the runtime. In this level, tf.Session provides the flexibility to
fine tune the models as needed. We customized the estimator
of the High-level API to build our proposed C-system for
majority of our experiments. We also use save and restore
low-level API with tf.Session in our LSTM and VAE MNIST
experiments to enable the C-system features. Below are the
descriptions of high-level API Estimator and the low-level
API Save and Restore that we used to build the C-system.

Vol. 10, No. 3, 2019

High-Level
TensarFlow APIs

=)= =)
. [10) ) 0 )
|
|

Low-Level
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TensorFlow
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w19 (o] (o] (T v )

Types

Fig. 7. Tensor Flow API Hierarchy [19].

C. Estimator APl Framework

An Estimator API framework works well to specify, train,
evaluate and deploy machine learning models and can be used
with distributed platform utilizing the TensorFlow distributed
training support [4]. This framework saves the complete deep
learning neural network model if configured correctly. Google
internally benefited introducing the TensorFlow Estimators
where multiclass classification models perform 37% better
accuracy and reduced required lines of code from 800 to 200
[4]. Estimators can be on the details of initialization, model
save and restore, model logging, and other various features.
The Estimator APl used for training a model, estimating
model accuracy, and generating predictions.

Cheng, Heng-Tze, et al. [4] mentions that an internal
survey has shown that the Google codebase checked in with
1,000 Estimators and it is recorded that more than 120,000
experiments conducted within one year since Estimators
framework is introduced and the prediction is that the true
number of experiments are much higher. Fig. 8 below shows
in percent usage of multiple Estimators at Google. Our
MNIST CNN memory model experiment built showing both
pre-made and custom Estimators. We used pre-made
DNNClassifier in this experiment. The other pre-trained
MNIST CNN memory models experiments using custom
Estimators.

TensorFlow has a collection of tf.estimator to implement
deep learning algorithms and the Estimator APl comes from
tf.estimator.Estimator. Estimator APl has functions train(),
evaluate(), or predict(). Fig. 9 shows how the Estimator is
build. It automatically writes the checkpoints and the event
files to the disk.

Other Estimators

{10.2%)
‘\
\\
Custom Estimatars Linear DNN
(42.6%) (20.2%) (19.3%)

DNMLinearCombined
(7.7%)

Fig. 8. Estimators Framework usage at Google [20].
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train() 4—‘

<+——  Checkpoint

Input
Function

]

— Estimator | EEC)

predict() 4—'

Data Files

Fig. 9. Estimator Restore the Model [18].

Checkpoints created at training time are the versions of the
model. Events files used for visualization on TensorBoard.
The Estimator saves the model every 10 minutes (600
seconds) by default until model completely trained (if no steps
are defined) in a custom directory defined by the developer
through model_dir function call. We used /tmp/mnist_model
as storing location for one of our experiment. The Is command
in UNIX shows the objects in that directory. The Table 1
below $ Is -1 /tmp/mnist model are the objects and
descriptions are shown as comment as displayed in model_dir
which is our proposed C-system. The directory retains five
most recent checkpoints.

TABLE I. PROPOSED C-SYSTEM FILES DESCRIPTION
Object Name Comments
checkpoint model parameters will be reloaded

from the checkpoint

events.out.tfevents.
timestamp.hostname

TensorFlow events files with summary
data; uses to create visualizations

File saves the complete graph (meta +

graph.pbtxt data). To load and use.

model.ckpt-1.data-00000-0f-00001 | stores the values of each variable

identifies the checkpoint; store index

model.ckpt-1.index of variables

model.ckpt-1.meta Meta graph stores the graph structure

Our experiments used the default values and did not use
the tf.estimator.RunConfig function. Estimator restore the
model and saving to a specified directory. There exists two
kinds of Estimators as shown in Fig. 10: Pre-made Estimators
and custom Estimators. Pre-made Estimators and custom
estimators displayed at a later discussion. The pre-made
Estimators are plain vanilla models with default setups to
build regular machine learning/ deep learning models such as
Random Forests Classification/Regression and Linear
Classification /Regression, and Deep learning models for
classification and regression. Google YouTube Watch Next
video recommender system (a user can choose a list of videos
from a ranked list after watching the current video) uses a
deep model with TensorFlow Estimators (DNNClIassifier)
framework where it takes multiple days to train a model and
model training data are continuously updated [4]. The pre-
made Estimators perform the tasks below:

Vol. 10, No. 3, 2019

‘ tf.estimator. Estimator l Custom Estil
\ Instantiates

Subclasses|

‘ DNNClassifier I ‘ DNNRegressor ‘

‘ LinearClassifier ‘ ‘ LinearRegressor ‘

‘ DNNLinearCombinedGlassifer ‘ ‘ DNNLinearCombinedRegressor ‘

Pre-made Estimators

Fig. 10. Estimators API [18].

e Single or multiple input functions created.
e Feature columns for the model defined.

e Estimator defined with the feature columns and various
hyperparameters.

e Estimator objects call single or multiple methods and
with required input function for the source dataset.

Estimator requires customization built using custom
estimators.

D. Custom Estimator APl Framework

Custom Estimator API is a lower level method utilizes as a
custom black-box model to reuse easily. We customize this
API to build our C- system memory unit to store our deep
learning models. The deep learning model is stored in a
method called the model_fn(). A model_fn on a deep learning
model illustrated in Fig. 11 below.

The function of the model has the code to outline the
process of training the model. It may include identify the
labels, loss function, model prediction, evaluation and training
the model as well. Both pre-made and custom Estimator class
contains three major methods, which are, the train(),
evaluate(), predict().

e To train a dataset in the deep learning model train()
method is called and this method is used for iteration
through a set of training operations.

e To evaluate a dataset performance by iterating through
a set of evaluation operations evaluate() method is
called.

e To make predictions predict() method called on a
trained model.

def model_fn(features, target, mode, params):
predictions = tf.stack(tf.fully connected,
[58, 50, 1])
loss = tf.losses.mean_squared_error(target,
predictions)
train_op = tf.train.create_train_op(
loss, tf.train.get global step(),
parans[ 'learning rate'], params'optimizer'])
return EstimatorSpec(mode=mode,
predictions=predictions,
loss=1oss,
train_op=train_op)

Fig. 11. Tensor Flow Framework Model_fn Pseudo Code.
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Both pre-made and the custom Estimators require writing a
method to input the dataset into the pipeline. Both training and
evaluation of dataset require this method named model_dir.
As model_dir method called during the estimator training, a
checkpoint is stored using TensorFlow. This store in a folder
in the hard disk storage initialized in model_dir. Every
following call to model_dir during training, evaluation, or
prediction the following happens:

e A model graph is being builds through estimator by
running the model_fn().

e The most recent checkpoint stores the weights of the
new model initialized by the estimator.

It can also be said that using checkpoints TensorFlow
rebuilds the model as the following function call evaluate(),
train(),or predict(). Each model training should be built in
separate directory to avoid the bad restoration of the model
[21].

The model and checkpoint require being compatible for a
model to be restore using checkpoint. For example, if a model
trained on DNNClassifier as shown in Fig. 12 below Estimator
using two hidden layers where each hidden layer have 10
hidden nodes:

Once the training is completed and checkpoints are created
in model_dir and the hidden layer parameters are modified
from 10 to 20 to retrain the model will fail because of the state
of the checkpoint is incompatible with the new model. It will
fail with the following error as shown in Fig. 13.

Different versions of a model should run from separate
model_dir. This isolation helps the recovery of the
checkpoints.

Estimator’s checkpoints can easily save and restore
models. Here developer can define the function parameter
steps to train the model partially.

E. Save and Restore APl Framework

Save and Restore API is a low-level TensorFlow method
for saving and restoring deep learning models. Export and
import of models using SavedModel is not language
dependent, easily recovered, and works on serialization
format.

e The graph variables saved and restored using the saver
variable through the tf.train.Saver() object.

e To save the variables in a session, session instance run
and stored in a directory passed through save_path
method. model.ckpt is a prefix added to the checkpoint
filename by system while storing the checkpoint files
in model directory.

e saver.restore is called to restore the Graphs variables,
build the graph and run the session instance.

Save and Restore low-level API with tf.Session is used in
our LSTM and VAE MNIST experiments to enable the C-
system storage and retrieval features.

Vol. 10, No. 3, 2019

classifier = tf.estinator.DNC1assifier(
feature columns=feature_columns,
hidden units=[19, 19],
n_classes=3,
model dir="/tmp/mnist model')

classifier.train(
input_fn=lanhda:train_input fn(train x,train y, batch size=108),
steps=200)

Fig. 12. Model Code with DNN Classifier Estimator.

InvalidArgumentError (see above for traceback): tensor name =
dnn/hiddenlayer 1/bias/t B/Adagrad; shape in shape and slice spec [18]
does not match the shape stored in checkpoint: [28]

Fig. 13. Tensor Flow Error Code.

IV. PROJECT REQUIREMENTS

To experiment all the proposed deep learning models,
some programs and libraries installation required. It requires
Python 3.5, Keras and TensorFlow 1.10 and numpy and
matplotlib need to be installed. TensorBoard 1.10 required for
graph visualization. Furthermore, a background knowledge of
CNN, LSTM, pre-trained transfer learning, VAE, TensorFlow
API and knowledge of Rosenblatt experiential storage model
is required for the comparison of the architectures. We mostly
used a local laptop environment to conduct all the
experiments. Google Colab a free tool could be used for small
experiments and Google cloud ML engine with VM instance
and CUDA GPU can be utilized to achieve better performance
for these experiments as well.

V. EXPERIMENTS AND RESULTS

Deep learning models such as CNN, LSTM or pre-trained
CNN models without any framework unable to retrieved the
complete c-system with storage mechanism [2]. Pre-trained
CNN models transfer the weights of previously trained models
but unable to replicate the proposed c-system. We needed a
mechanism where we could store the complete model into c-
system for future use. The new proposed TensorFlow
framework added with CNN, pre-trained CNN (ResNet,
VGG16, MobileNet, InceptionV3), LSTM or VAE provided
the solution of storing the complete model. It also helps us
visualize the model using TensorBoard.

Our new experiment models using TensorFlow Framework
APl on MNIST datasets elaborated in this journal include

e CNN memory model with Premade DNNClassifier
Estimator

e CNN memory model with Custom Estimators

e LSTM MNIST Model
Framework API

e VAE Memory Model
Framework API

with Save and Restore

with Save and Restore
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Often we had to train with a small dataset instead of
the complete dataset. As deep learning models consumes
enormous powerful resources and it takes significant
amount of time running the complete dataset that makes
the process very slow. For example, it would take us
about 70 days to train ResNet model for 60,000 MNIST
dataset in an ordinary machine. We ran for 2000 dataset
for our experiment that took us more than 3 days.

MNIST CNN memory model contains two experiments.
One experiment conducted using pre-made estimator while the
other experiment was conducted using custom estimator. Both
experiments were trained successfully for 2000 MNIST
datasets as shown in Fig. 14 below. The evaluations conducted
by restoring the trained model in both cases. In addition, the
predictions were done from restoring the model in both cases
to see if the correct images are predicted.

A. Experiment#1 CNN Memory Model with TensorFlow DNN
Classifier Estimator

The purpose of building this MNIST CNN memory model
with learning and training on MNIST hand written dataset to
identify for image classification and recognition. The
motivation of this experiment is to identify the sample images
and store the model for future use. This experiment is to train
a CNN deep learning model from scratch with learning and
training on MNIST dataset and extend the model to build the
proposed C-system for storing images or model for future
prediction. We enhanced the model with tf.estimator.DNN
Classifier using a 3-layer hidden units with 512, 256 and 128
units respectively for pre-made estimator. The model_fn()is
built for custom estimator. Both experiments utilized the
70,000 MNIST dataset using training-set: 55000, validation-
set: 5000 and test-set: 10000. Below is the snapshot of the
input dataset with label before training. We trained the model
up to 2000 datasets as our research interest is to build and test
the storage mechanism for C-system. Therefore, it’s not
required to train the model for entire 55000 datasets. The C-
system storing location was defined as model _dir =
"./checkpoints CNN_DNN" on pre-made DNNClassifier
Estimator and model_dir= "./checkpoints_ CNN_Custom/" for
custom Estimator C-system storing location.

Initially the code calls the required imports and loads the
MNIST data. Here is the high-level description for both pre-
made and custom Estimator model experiments.

o Define functions for inputting data to the Estimator.

e Train the Estimator using the training-set defined in
step 1.

e Evaluate the performance of the Estimator on the test-
set defined in step 1.

e Use the trained Estimator to make predictions on other
data.

We added the model implementation code of the model
including comments in the Appendix section.
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True: 7 True: 2 True: 1
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True: 0 True: 4 True: 1

4 A s

True: 4 True: 9 True: 5

Fig. 14. MNIST Input Images and Labels used.

B. Experiment#1 Result

Fig. 15 below is the snapshot of DNNCIassifier Estimator
experiment image output with true and predicted label.

Fig. 16 below is the snapshot of DNNCIlassifier Estimator
Model Evaluation result.

Fig. 17 below is the snapshot of C-system disk
(./checkpoints CNN_DNN) directory after training and
evaluation for DNNClassifier Estimator.

Fig. 18 below is the snapshot of model graph visualization
through TensorBoard for DNNClassifier Estimator from the
C-system disk (./checkpoints CNN_DNN /graph.pbtxt)
directory.

True: 0, Pred: 0 True: 4, Pred: 4 True: 1, Pred: 1

True: 4, Pred: 4 True: 9, Pred: 9 True: 5, Pred: 5

Fig. 15. MNIST Predicted Images and Labels after Training with Pre-Made
DNNClassifier Estimator.

{'accuracy': B8.9677,
‘average loss': B8.111842394,
"loss’: 14.157266,
"global step’: 20800}
Classification accuracy: 96.77%

Fig. 16. Pre-Made Estimator Model Evaluation Result.

Name Date medified Type Size
eval

|| model.ckpt-0.data-00000-o0f-00001

|| model.ckpt-2000.data-00000-of-00001

10/13/2018 7:21 PM  File folder
10 A-00000
1
|| checkpoint 1
1
1
1
1
1
10/

21PM 4434 KB
21PM 4434 KB
21PM  File 1 KB
21PM  INDEX File 1 KB
21PM  INDEX File 1 KB
21PM  LAPTOP-97DEGRA] File 524 KB
21PM  META File 16 KB
21PM  META File 16 KB
8T:21PM  PETXT File 262 KB

|| model.ckpt-O.index

|| model.ckpt-2000.index

|__3{ events.out.tfevents. 1539472891
|| model.ckpt-0.meta

|| model.ckpt-2000.meta

|| graph.pbtct

Fig. 17. Pre-Made Estimator C-System Disk Directory.
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Main Graph Auxiliary Nodes

Fig. 18. Pre-Made Estimator Model Graph Visualization.

C. Experiment#2 CNN Memory Model with TensorFlow
custom Estimator

Fig. 19 below is the snapshot of custom Estimator
experiment image output with true and predicted label.

Fig. 20 below is the snapshot of custom Estimator Model
Evaluation result:

C-system disk (./checkpoints_ CNN_Custom) directory
was created after training and evaluation for  custom
Estimator and graph visualization through TensorBoard for
custom Estimator from the C-system disk
(./checkpoints_ CNN_Custom/graph.pbtxt) directory:

D. CNN Memory Model Summary

The MNIST CNN memory model classify the images well
and stores the model where there is a mechanism for future
prediction while combined with TensorFlow Estimator
framework if this model needed to be retrieved at a later time..
In conclusion, based on the above experiments and results,
even though CNN deep learning models alone cannot be used
to replicate long-term declarative episodic memory. However,
we can achieve the research objective while a CNN model is
combined with a deep learning framework like Estimator API.

We also conducted custom estimator experiments on pre
trained CNN deep learning models such as ResNet, VGG16,
InceptionV3 and MobileNet and enable storage capability in

similar fashions.
7 2 |

True: 7, Pred: 7 True: 2, Pred: 2 True: 1, Pred: 1

e 4 |/

True: 0, Pred: 0 True: 4, Pred: 4 True: 1, Pred: 1

o o ¢

True: 4, Pred: 4 True: 9, Pred: 9 True: 5, Pred: 5

Fig. 19. MNIST Predicted Images and Labels after Training with Custom
Estimator.

{'accuracy': 0.9789, 'loss': 0.86929768, 'global step': 2080}
(lassification accuracy: 97.89%

Fig. 20. Custom Estimator Model Evaluation Result.

Vol. 10, No. 3, 2019

E. Experiment#3 LSTM Memory Model with TensorFlow
Save and Restore Framework

This experiment is to train a LSTM deep learning model
from scratch on MNIST dataset and extend the model to build
the proposed C-system for storing the model for future
prediction. This experiment uses TensorFlow low level API
framework tf.train.Saver to save and restore a model by
utilizing the tf.Session. We build the LSTM model and pass it
to the framework using tf.Session. The model is saved in
“/tmp/Istm/” to be our C-system and restored from the same
location. The following steps are required to build this model:

1) Make the environment ready through importing the
needed libraries.

2) Define the configuration variables

3) Define the Functions

4) Load and preprocess the MNIST dataset and other
input parameters to build the Model

5) A functioning Model implementation by TensorFlow

6) Model training on the prepared data

7) Results analysis

F. Save and Restore API Require of the following Steps

1) creating an instance of tf.train.Saver() class

2) save the model inside a session

3) Define the Saving Location

4) Call the tf.train.Saver.restore() to restore the model

We added the model implementation code of the model
including comments in the Appendix section.

G. Experiment#3 Result

Model was trained successfully for 1000 datasets. The
evaluation was conducted by restoring the trained model. In
addition, the restored model was tested to see if the correct
data are preserved. We also captured saver session and restore
session log snapshot to observe the memory consistency.
Similar to CNN model we observed the C-system disk
(tmp/Istm/) directory after training on MNIST using LSTM.
Also, we were able to visualize graph through TensorBoard
for LSTM from the C-system disk (/tmp/Istm/) directory.

In conclusion, the LSTM MNIST memory model satisfies
the requirement of classifying the images and store the model
for future retrieval.

H. LSTM Memory Model Summary

The LSTM MNIST memory model classify the images
well and stores the model where there is a mechanism for
future prediction while combined with TensorFlow Save and
Restore framework if this model needed to be retrieved at a
later time. Therefore, it is an ideal model to use independently
for the objective of this research. In conclusion, based on the
above experiment and result, even though LSTM deep
learning model alone cannot be used to replicate long-term
declarative episodic memory. However, we can achieve the
research objective while a LSTM model is combined with a
deep learning framework like TensorFlow Save and Restore
API.
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I. Experiment#4 VAE Memory Model with TensorFlow Save
and Restore Framework

This experiment is to train a VAE deep learning model
from scratch on MNIST dataset and extend the model to build
the proposed C-system for storing the model for future
prediction. VAE MNIST uses TensorFlow low level API
framework tf.train.Saver to save and restore a model by
utilizing the tf.Session. We build the VAE model and pass it
to the framework using tf.Session. The model is saved in
“/tmp/Istm/” to be our C-system and restored from the same
location.

J. Experiment#4 Result

Model was trained successfully for 10000 datasets. The
evaluation was conducted by restoring the trained model. In
addition, the restored model was tested to see if the correct
data are preserved. We observed the Saver session and Restore
session C-system disk (/tmp/vae/) directory was created after
training on MNIST using VAE. We observed the graph
visualization through TensorBoard for VAE from the C-
system disk (/tmp/vae/) directory.

In conclusion, the VAE MNIST memory model satisfies
the requirement of classifying the images and store the model
for future retrieval.

K. VAE Memory Model Summary

The VAE MNIST memory model classify the images well
and stores the model where there is a mechanism for future
prediction while combined with TensorFlow Save and Restore
framework if this model needed to be retrieved at a later time.
Therefore, it is an ideal model to use independently for the
objective of this research. In conclusion, based on the above
experiment and result, even though VAE deep learning model
alone cannot be used to replicate long-term declarative
episodic memory. However, we can achieve the research
objective while a VAE model is combined with a deep
learning framework like TensorFlow Save and Restore API.

Finally, we can draw a conclusion based on all these
experiments and results that we can produce a desired C-
system which can remember and replicate the previous events
that occurred while building the deep learning model.
Therefore, we can draw a conclusion that deep learning
models can be replicated to incorporate human long-term
declarative episodic memory storage.

We also conducted experiments on TensorFlow Custom
Estimators Framework APl on MNIST datasets for CNN
ResNet, VGGL16, InceptionV3 and MobileNet and enhance the
models to be used as storage mechanism.

V1. DISCUSSION
Was a correlation found with human brain?

We assume there is a keen relationship and similarities
with human brain long-term episodic memory storage and c-
system memory storage unit we built using Tensorflow API.
Human long-term episodic memory illustrates events and
experiences of previous occurrences. Our deep learning
models with c-system storage also originate on events and
experiences. Here an event is triggered when a deep learning

Vol. 10, No. 3, 2019

model is being trained. In addition, the model gathers the
experience from the behavior of the data is being trained on.
After model gains the experience meaning trained on the data
we store the model permanently into the c-system which is a
permanent storage location of a disk specified by the
framework. In our case, we used our C drive folder to be the
replica of the c-system storage unit. In the event, we want the
system to bring back the memory we connect the model using
framework and the model is able to retrieve the information
correctly. We can claim that our model storage capacity is
much bigger than a human brain. Herbert Simon’s chunk or
George A. Miller’s magic chunk [11] as illustrated before are
very small in comparison to our deep learning memory
storage. Here we can store the entire model that may have
learn for days and worked on a large set of chunks or
numbers. Therefore, we can draw the conclusion that we are
able to find a correlation with our deep learning models and
the human long-term declarative episodic memory.

VIlI. FUTURE WORK

We have explored into building a framework to build our
proposed c-system storage mechanism. However, there are
still other different techniques can be applied to build c-
system  storage  mechanism. Below are  some
recommendations.

e Combine the CNN and LSTM together to build the c-
system. CNN will work as the classification model and
LSTM will work as the storage unit.

e Other dataset besides MNIST dataset can be tested and
evaluated to check how the storage mechanism
behaves.

e Our research was to work with images. This research
can be enhanced to work with video frames.

e More work can be done to build comparison between
human memory storage and the proposed c-system
storage.

e Our research was limited to CNN, RNN-LSTM and
VAE or pre trained CNN models. This can be
expanded to work with other deep learning/ machine
learning algorithms.

e We focused into TensorFlow framework for storage.
Other frameworks can be evaluated to build the storage
mechanism.

e TensorFlow framework low level API allows coding
into other languages besides python. This research can
be enhanced into multiple directions such as
visualization to the web integrating other languages as
well.

e TensorFlow.js also can be used to implement web
mechanism to connect to the c-system.
VIIl. CONCLUDING REMARKS

Finally, we reached into conclusion that deep learning
models require building a framework to build the c-system to
achieve the storage mechanism for an image classification
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model. In addition, we can replicate the human memory model
by enhancing the deep learning classification to model with
storage unit.
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Abstract—The paper presents the mathematical realization of
the trajectory that the colonoscope should have in the medical
intervention, as well as the mathematical demonstration of the
functions that make up the colonoscope. The goal of this work is
finding a method for reducing the medical doctor's effort, by
using intelligent control of colonoscope movement for improving
the comfort of the patient subjected to a classical colonoscopy
and reducing the risk of perforation of the colon. Finally, some
experimental results are presented, validating the model and the
control solutions adopted in the paper.

Keywords—Intelligent  control;  colonoscope
classical colonoscopy; mathematical model

movement;

I.  INTRODUCTION

Colon cancer is rarely seen before the age of 45. After this
age the mortality increases in 5 years with a ratio of 50%.
Statistically, this type of cancer occupies second place on the
rate of death in both women (after breast cancer) and men
(after lung cancer) [1] [6].

Colonoscopy is considered the reference exam because it
allows to visualize the total colon surface and performs, if
biopsy is required, by taking samples of polyps. Two elements
predispose to the development of colon cancer: polyps with a
particular clinical form and inflammatory diseases
(hemorrhagic colitis, Chron malady). In addition to the two
elements mentioned above, there are certain factors that
predispose to the appearance of polyps: eating, the
environment, sedentary, genetic factors, etc.

The goal of this work is finding a method for reducing the
medical doctor's effort, by using intelligent control of
colonoscope movement for improving the comfort of the
patient subjected to a classical colonoscopy and reducing the
risk of perforation of the colon.

Il. ARCHITECTURE AND FUNCTIONS OF COLONOSCOPE

The human colon is a muscular organ of 1250 mm in
length, which contributes to three major functions of the
human body: the absorption of non-digested foods, the
digestion and concentration of faeces, their storage and
evacuation [6]. Functionally, the colon can be divided into two
parts separated by the transverse portion (right colon and left
colon), as shown in Fig. 1.

The right colon (or cecum and ascending colon) plays a
major role in the absorption of water and electrolytes, but also
in the fermentation of undigested sugar. The left colon (the

colon, the sigmoid colon and the rectum) interfere primarily in
stopping and evacuating salt from food.

Colon cancer is mainly located in the sigmoid region and
the colorectal junction (65% of the localizations) and very
rarely in the transverse portion [6].

It supports the cecum being the widest of the human colon
allowing the development of the tumors before the symptoms
occur. There is obviously a classification of the stages of
evolution of these cancers: cancer with a survival period of 5
years (category A) 90% of the cancers are classified in this
type, type D (hepatic metastasis) 5% types of cancer.

The colonoscope consists of four main parts: the
connectors, the universal cord, the clamping system and the
distal end [7].

The colonoscope has an operator channel that allows the
passage of medical instruments such as for sampling, of
coagulation or a laser fiber. Changing the angle of the
colonoscope is done with a cable system inserted into the
extremities of the device and is driven by two wheels that
allow the endoscope head to move in two orthogonal
directions that roughly can make all angles of the three-
orthogonal system [4].

Colon polyps £

Fig. 1. The Anatomy of the Colon and the Sigmoid Region with Polyp.
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I1l. MATHEMATICAL MODEL OF THE COLON

The paper presents the mathematical realization of the
trajectory that the colonoscope should have in the medical
intervention, as well as the mathematical demonstration of the
functions that make up the colonoscope. We achieved the
mathematical model of these functions with Matlab [4].

This simplistic mathematical model of the colon could
diminish the perforations achieved by the colonoscope
collision with the walls of the colon [2], [3]. Practically these
equations could represent a trajectory of the geometric site
where the colonoscope would not touch the walls of the
intestine, as shown in Fig. 2.

The mathematical model of the colon was performed in
four steps:

e We performed the projection on a vertical plane and
tried to find the size of the colon.

e We wrote the equations for each portion.

e We split the graph into mathematical continuously
functions, and then we set the points of discontinuity.

e We have set the conditions of continuity at the
intersection points of the arc.

Mathematical functions:

a) The left curve: The curve is of the form
x =ay? — 24, it must intersect points A (-20 -13); B (-20-13).
Final equation is:

4 l—3\/x+24
x=—_y?_24 12
109 B
2
y @

Fig. 2. Colon Mathematical Model.

b) Central parabola BCD with the top C(0,3) and other
two points B(-20 -13); D(20 13)

Vol. 10, No. 3, 2019

The parabola is symmetrical with respect to the OY axis,
which will result in the shape y:ax2 +c but the points B, D

should verify the equation => 13 = 400a + ¢ for B (-20,13), the
equation must verify the coordinates of the point C, in the
above equation resulting in the final equation of the central

1 .
curve y = 4_0X2 +30r we can write:

. J40y—120
|- Jaoy—120

@

c) The DFK curve is symmetrical to the ALB parabola
resulting in the direct writing of the equation:

1—23\/—x+24
2
4 Y __ _xio4 Bon

D(20 13); K(24 0); F(20 -13)
d) FG curve with points F (20 -13) and G (25-16)
-16+13 3 3
= v_= y=—=x-1
FG 5 5=> 5 (4

e) The HVG curve is symmetrical with the axis parallel
to QY at the point V(14 -27)

The equation is form y:ax2+bx+c with the tipe V

(_E,_ﬁj and H(3 -16), G(25-16)
da

These two points must verify the initial equation.
The final equation of the HVG curve is:

__xt 28 251
11 11 11 (5)
f) The IH segment I(1 -32), H(3 -16)
-32+16 -16
H=—5— My=—F1=8
1-3 = -2 =>y=8x-40 (6)
Because the graph was approximated with six

mathematical functions, their number should be reduced [5],
[8]. According to the mathematical analysis theorem to define
a continuous function over an interval, it should be no parallel
to the OY axis that intersects the graph into a single point.

e The LBCDK portion can be approximated by a single
function by discontinuity points B, D. The equation of
the LB arch is:

yzg*\/x+24

(the positive side of BLA arch) ©)
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Equation of DK arch is:

y:g*\/x—m

(the positive side of DKF arch) 8)
First of the four continuous functions is:

1—23*\/x+24 ..................... for..x e[-24-20)...LB
nuy:if%+3 ....................... for...x e [-20.20)....BCD
%;*J—x+24 ................... for...x €[20.24)....DK ©)
Arch KF of the equation (10) for x e (20,24]:
13
Zx-x+24
f2(x) = 2 (10)

f —=*x-1
3= O (11)
The fourth continuous functions is
13
FAXA28 for..x e[-24-20)
fi(X) =48*X—40. i for......... X €[1,3)..
2
X—+§*X—E ................ for...x €[3,25)
11 11 11 (12)

So we approximated the graph with four continuous
mathematical functions, as presented in Fig. 3.

i 2N
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/r S e \
St f \ - d \ 4
\H_____/
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|
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Fig. 3. Graph of the Function Performed in Matlab.

IV. EXPERIMENTAL RESULTS

The acquisition board of this practical application is called
DSPACE DS 1104, this component can deliver in real-time
communication between the external environment and the
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computer. It has a fully programmable processor, and it is
possible to program it even with the block diagram
programming Ianguage (Fig. 4)

s o 1
BT H
DSP 10 :
e PWM H
3 Wweace p— | X 3-FHE% L
i mEd
intemupt Control
Unit v :
32 MEyte TMS320F240 4 Capture :
E4eh Timars ‘ 5P I Iputs e
Memory Contrciler ; 1 i
Sertal !
Dusl Port
[ POWSIFC €038 RAM ——‘ petipheral =i
I Lo |
!
2
0
| @ 24 BIVO Bus D L oua :
B | | I | (33 !
i ‘ ! { { 1 : ;
:
: ADC DAC et acod Sertal Intertace |
i || ach 16be 8 channals PS232R5485/ '
i ‘ ach 1208 1500 i s Ro22 ;

i
_Dbstioa H

gm#{pfﬁ

Fig. 4. Block Diagram of DS1104.

At the end of each engine attached to the colonoscope
there is an encoder. Incremental encoders are of real use in
automated driving processes. They have under construction a
light source that penetrates phototransistors in order to have
numerical signals on the three channels A, B, 1.

The programs of this application are executed in Simulink
using Matlab’s compiler C and are generated for Control
Desk, the latter being a purely experimental program that can
handle different parameters and various automation functions.

Control Desk is the central module of this experimental
work. Allows the tools listed above to be managed in the most
comfortable way possible. This program has a purely
experimental goal using Control Desk we can use the same
experimental environment for multiple purposes.

Fig. 5 presents the control panel obtained with Control
Desk. The acquisition board provides two MLI signals to the
converter that feeds the two engines, but at the same time it
generates a predefined information of the colonoscope on the
predefined trajectory. The two imaginary voltages of circular
currents in the two motors are measured by the analogue
converter integrated into the acquisition plate. The encoders
are connected directly to DSPACE to give the real-time
information needed to keep the colonoscope on the predefined
trajectory.

In the above diagram from Fig. 6 we can see that it is not
necessary for all the blocks to be connected. These were the
orders to pilot the colonoscope. In order to be able to make a
connection with the Control Desk, we need to give the
building command and then reopen with Control Desk.
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Fig. 5. Control Panel Obtained with Control Desk.
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Fig. 6. The Colonoscope Movement with SIMULINK.

After the operating scheme was performed in SIMULINK,
a second Control Desk interface was created for changing the
direction of colonoscope movement. So, the positioning
interface from Fig. 7 was created.

)
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Fig. 7. The Colonoscope Positioning Interface.
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V. CONCLUSIONS

This paper has achieved the goal of finding a method for
reducing the medical doctor’s effort, improving the comfort of
the patient subjected to a classical colonoscopy and reducing
the risk of perforation of the colon.

The central idea of this paper was to achieve the
mathematical model of the colon’s axes and to try to maintain
the colonoscope on the given trajectory. With this hypothesis,
we can diminish the contact points with the intestinal walls.

The entire paper was commissioned by an interface created
under the Control Desk program that can control the DSpace
acquisition board. We have implemented a program that
complies with this trajectory, with compiler C in MATLAB.

The practical work was done with 8 Simulink-compatible
function blocks and the DSpace library included in this
software.

Of course, this mathematical model cannot answer all the
problems that exist in the case of a traditional colonoscopy.
For better realization of this model, more studies are needed
on the human body, to find a common trajectory for all
people; there are problems of different conformation of
different people.

It is achieved the goal of making an alternative model to
traditional colonoscopy and diminishing contact points with
the intestinal walls. If there was an emphasis on more
scientific research on this subject, there might be a solution to
achieve a totally automated or partially computer-controlled
colonoscopy. All technical implications in medicine that can
improve the condition of the patient and make the medical
doctor's task easier can be considered a success.
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Abstract—A key issue facing operators around the globe is the
most appropriate way to deal with spotting black in networks.
For this purpose, the technique of passive network monitoring is
very appropriate; this can be utilized to deal with incisive
problems within individual network devices, problems relating to
the whole LAN (Local Area Network) or core network. This
technique, however, is not just relevant for troubleshooting, but
it can also be castoff for crafting network statistics and analyzing
network enactment. In real time network scenarios, a lot of
applications and/or processes simultaneously download and
upload data. Sometimes, it is very difficult to keep track of all the
uploaded and downloaded data. Wireshark is a tool that is
normally used to track packets for analysis between two
particular hosts during two particular sessions on the same
network. However, Wireshark as some limitations such as it is
not a good tool for keeping track of bulky network data
transferred among various endpoints. On the other side, an open
source solution “ntop” offers active as well as passive packet
analysis which can be handy for system administrators,
networkers and IT managers. Additionally, with ntop VolP
traffic can also be monitored. In this research work, the ntop
solution has been deployed to a network facility and performance
analysis of ntop solution for various application processes (on
application layer) such as HTTP, SSDP (based on HTTPU)
against their associated protocols such as TCP/IP, UDP, and
VolIP have been analyzed. Additionally, above said processes and
protocols have been comprehensively analyzed relating with their
client/server breakdown, duration of the connection, actual
throughput, total bytes (bytes received and sent) and total
bandwidth consumed. This study has been helpful to see the
weakest and strongest areas of a particular network in terms of
analyzing and deploying network policies. This research work
will help the research community to deploy ntop solution for
real-time monitoring actively and passively.

Keywords—ntop; network monitoring; packet analysis; the
application layer; transport layer

I.  INTRODUCTION

Today’s internet-enabled infrastructure has resulted in the
vast majority of applications to require networks of some sort
[1-9]. All kinds of networks require essential security ensure
communication is transmitted through appropriately protected

4,5,6

means [10-13]. Fig. 1 shows the difference between intranet
and extranet.

Tracking and investigating traffic can be carried out for
various reasons (Fig. 2) to examine the usage of network
resources, measure the performance of network applications,
adjust Quality of Service (QoS) policies in the network, log
the traffic to fulfil the law, or create accurate models of traffic
for academic reasons [14-21].

In order to examine where network resources are being
consumed, there are a number of steps. The first step is to
analyze the performance levels of network applications,
adjusting Quality of Service network policies, recording the
details of traffic according to regulations, or create accurate
models of incoming and outgoing traffic for the purposes of
academic objectives.

In order to fulfil all objectives, the scope and extent of
research questions need to be identified. This concerns
methods for appropriately classifying traffic, which may be
applied to process big data near instantly, with reduced CPU
and memory means. Other questions may be related to
techniques related to the real-time approximation of the
application of Quality of Service.

It is essential for all network operators to be aware of the
performance levels of their network, in order to deliver
reliability on the services they offer their customers.

Active and passive measurements are also a tool to
troubleshoot their networks, in addition to simply measuring
performance [22-27]. In certain instances, network faults may
result in traffic being routed the wrong way. One way to tackle
this can be through faults generating artificial traffic flows to
inspect the behavior of traffic.

The Internet services are deep-seated part of higher
education institutes [28-46]. Access to higher education is
always beneficial for the public since higher education
institutions maintain a foundation mission of research that is
available through Internet high speed in higher education’s
environments. Table | shows some of the Popular Online
Education Initiatives taken so far recently.
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@) IP Traffic Monitor

(=] © i

: Ele View Tools Help

Do FD

Traffic Summary:
DL: 936.81KB UL: 140.55KB

_J

DL & UL First a

Time elapsed: 00:05:19
http: /fwww.iptrafficmonitor.com

Real Time Local source(PID): po... Remote IP: port Remote host i
@ chrome.exe{2316) 417.03 KB 7.07 KB 42410KB 8/26/.
oo by mstsc.exe(2496) 3305KB 1309KB  46.14KB 8/26/. ¥
[ Frocess svchost.exe(480) OKB 2095KB  20.95KB 8/26/. <
il System(4) 0KB  0.69KB 0.69KB 8/26/. *
9 Destination UDP Protocol(0) 6.07KB  275KB 8.82KB 8/26/.
TCP protocol(0) 1432KB 27.73KB 42.04KB 8/26/.
n B wmplayer.exe(611. 033KB 054KB 0.87 KB 8/26/.
(oon) Connection wmplayer.exe(61 213.199.149.150: § images.windo 0.33KB 0.54KB 0.87 KB 8/26/2
Statistics iexplore.exe(5760) 4117KB  832KB 49.49 KB 8/26/.
TCP packets received: 1279 svchost.exe(1360) 101KB 0.07KB 1.08 KB 8/26/.
UDP packets received: 38 iexplore.exe(4652) 41990KB 5312KB  473.02KB 8/26/.
?g;e;:kg:‘;‘:h'ﬁ‘fgd- 2 @| m | ] » oEEN
St N Download(DL) | Upload(uL) |

) Real Time

O History bé’

73 Tratfic Spy L 44.52% chrome.exe(2316) 4174
Ready - R —:

Fig. 2. Analysis of Internet Traffic in Real Time.

Nowadays, a new educational system introduced in the
real-world distance education system, Virtual Education
System, online education system, actual state and trends for
the future education system. Education can become
transformative when teachers and students synthesize
information across subjects and experiences, critically weigh
significantly different perspectives, and incorporate various
inquiries. Educators are able to construct such possibilities by
fostering critical learning spaces, in which students are
encouraged to increase their capacities of analysis,
imagination, critical synthesis, creative expression, self-
awareness, and intentionality.

As a result of these approaches, there are bonus benefits
that can help the global community at large, as seen in the
creation of online courses from the United States. Called
Massively Open Online Courses (MOOCSs), these are now
increasingly common at online platforms. Platforms offer

these in a fully online, or through blended options that
combine online and classroom learning. The Pew Research
Centre (2011) shows statistics that nearly 90% of American
colleges or universities offered some courses of this nature.

Wireshark is a tool that is normally used to track packets
for analysis between two particular hosts or between two
particular sessions on the same network [47-50]. Fig. 3 shows
the Wireshark Network Analyzer display windows. A typical
network analyzer displays captured traffic in three panes:

1) Summary: This pane displays a one-line summary of
the capture. Fields include the date, time, source address,
destination address, and the name and information about the
highest-layer protocol.
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2) Detail: This pane provides all of the details (in a tree-
like structure) for each of the layers contained inside the
captured packet.

3) Data: This pane displays the raw captured data in both
hexadecimal and text format.

Wireshark open source data packet analyzer. It is used for
software, communication protocols, Ethernet and whole
network analysis monitoring does not provide all features for
analysis of the same network on Wireshark tool. However,
Wireshark has some limitations such as it is not a good tool
for keeping track of bulky network data transferred among
various endpoints. Wireshark is not for intrusion detection
system IDs, someone strange things on your network not show
for warm. Wireshark doesn’t manipulate on the network.

A network analyzer is a combination of hardware and
software. Although there are differences in each product, a
network analyzer is composed of five basic parts:

Hardware: Most network analyzers are software-based and
work with standard operating systems (OSes) and network
interface cards (NICs). However, some hardware network
analyzers offer additional benefits such as analyzing hardware
faults (e.g., cyclic redundancy check (CRC) errors, voltage

Vol. 10, No. 3, 2019

problems, cable problems, jitter, jabber, negotiation errors,
and so on). Some network analyzers only support Ethernet or
wireless adapters, while others support multiple adapters and
allow users to customize their configurations. Depending on
the situation, you may also need a hub or a cable tap to
connect to the existing cable.
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Fig. 3. Network Analyzer Display.

TABLE I. SOME POPULAR ONLINE EDUCATION INITIATIVES

Name Sponsor Year Fees

Joint efforts by Princeton University, Stanford University, University of
Coursera California Berkeley, University of Michigan-Ann Arbor, & University of 2011 private

Pennsylvania
eduMOOC University of Illinois Springfield 2011 Free
edx Harvard University & MIT 2012 Non -profit
iTunes U Apple Corporation 2012 For-profit
Khan Academy Salman Khan (Hedge Fund manager) 2007 Non-profit

Minerva project and Keck Graduate Institute (KIG). (Larry Summers, former
Minerva Harvard University President & United States Secretary Of the Treasury, chaired | 2012 Private

its first advisory board)
MITx Joint efforts by Harvard University and edX 2001 Non-profit
E’F?;;S)Peer University Funding from the Hewlett Foundation & the Shuttle worth Foundation 2009 Non-profit
Saylor Michael J. S_aylor (Chairman, CEO, & President Of the business intelligence 2008 Non-profit

company MicroStrategy)

. . Private
TED-Ed Sapling Foundation 1984 Non-profit
Udacity Sebastian Thrun 2012 For-profit
Udemy Eren Bali About 2010 50”?9. are free; some are for
a tuition fee

University Of the people | Shai Reshef (educational entrepreneur) 2009 Non-profit

Sources: Schroeder, 2012; official websites of individual initiatives
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Il. RELATED WORK

Gupta, U. [51] conducted the development of Monitoring
in 10T enabled devices. He has developed Internet of things
technologies  complex network and  heterogeneous
environment. Monitoring the multi-router traffic, management
information base, Zenoss, NTOP and Nagios implantation
applications, process, events and logs observations are better
in case of I0T.

Kokila S., Sathish, A., & Shankar, R. [52] conducted
survey of a Comparative Analysis of Internet Traffic
Identification Methods. They survey the main techniques and
problems of IP packet based traffic analysis and focuses on
application detection. Internet-based applications used more
bandwidth increase of news user of Internet provider ISP
increase network bandwidth interest of the user.

Nilsson, S., & Eriksson, J. [53] proposed the studied test
Estimating Application Energy Consumption through Packet
Trace Analysis. Their analysed power consumption utilised
different applications calculating more accurate estimation
mean power. Samsung Galaxy S4 battery 3G developing
application transmission improvement the maximum through
packet traces analysis.

Antichi, G., et al. [54] proposed a system architecture
studied Enabling open-source high-speed network monitoring
on netfpga. The monitoring system based on cooperative
netfpga architecture positively with widely-recognised
commercial system traffic considerably low cost. It provided
open source instruments devices for capable high-performance
monitoring system supporting 10 Gigabit per post base.

Garcia-Dorado, J. L. et al. [55] conducted survey High-
performance network traffic processing systems using
commodity hardware. Their studied compared successful
implementations of packet capture engines required
throughput and availability of processing cores in the system.
High- performance network system used equipment to
limitation and bottlenecks solutions packet processing.

Leung, C. M, & Schormans, J. A. [56] proposed
methodology of Measurement-based traffic characteristic
estimation for QoS-oriented IP networks. They studied two
major points facilitate accurate perditions of network
performance loss and delay through the measured buffer, and
packet traffic bandwidth provided the best network
performance. It used an algorithm for IP packets Internets
WAN connectivity loss and delay less affected customers.

I1l. CAPTURE DRIVER

The capture driver is responsible to capture raw network
traffic from the data cable. It filters unwanted traffic, and
stores the remaining in a buffer. This is the most important,
core element of a network analyzer, without data collection is
impossible.

1) Buffer: The buffer stores captured data until its entire
storage capacity has been reached. An alternative storage
method is the rotation method when most recent data replaces
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previously stored data. Buffers are memory-based or disk-
based.

2) Real-time Analysis: This is a tool to analyze data, as
soon as it is received off the cable. It can be used to find
network performance issues and even applied to intrusion
detection systems to investigate suspicious activity within
networks.

3) Decode: The Decode part shows and explains the
contents of the network traffic in order to ensure it is readable.
These are unique to every protocol, as a result of which
network analyzers offer different numbers of supported
decodes. These lists are renewed constantly to include more
decodes.

This research has been helpful to see the weakest and
strongest areas of a particular network in terms of analyzing
and deploying network policies. This research work will
further help to deploy the ntop solution for real-time
monitoring actively and passively.

IV. EXPERIMENTAL DETAILS

“ntop” is basically a web-based application user-friendly
environment. The range of options “ntop” includes a graphical
user interface as well as command line options, which make
ntop as a priority of the network administrator who is already
working in the Linux network environment. Based on the
friendliness of ntop application, it easily installed the
application and after configuration, it will start of packet
capturing without wasting any time. Open source entities are
getting importance in users day by day. It is almost easier to
add plugins for the ntop to increase their functionality. The IP
range is fully supported by ntop including IPV version 4
and 6.

A packet monitoring stage has been presented where
different stages of packet monitoring have been depicted. The
first stage is the network part where packets are captured.

Network part contains observation points. Observation
points could anything ranging from network cards/interfaces
to monitoring devices that forward packets to other points in
the network under study. The second point in the network is
server machines which work a packet aggregator. As data
about a stream that was seen at a perception point, which may
incorporate both trademark properties of a stream (e.g., IP
addresses and port numbers) and measured properties (e.g.,
parcel and byte counters). They can be envisioned as records
or lines in a common database, with one section for every

property.

The metering and exporting procedures are by far the same
which are normally taken to achieve this type of work and by
firmly related exporting of data. Therefore, in this connection,
we present these procedures. In Fig. 4, the process after
achieving the data capture procedure has been presented. After
capturing packet, all packets are time stamped and truncation
is performed. After this packet sampling and packet filtering
flow of a loop starts. In this research study, packet observing
flow has been followed through this procedure.
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This research work is done based on the IPV4 based
network configuration. Easy installation and configuration
process effortlessly open sources both window based and
Linux based platform installation. Hardware requirement of
2.4 GHz process, 1GB RAM, 20 MB minimum hard desk.

Normally, network applications and their associated
protocols are not studied together relating to network
parameters. In earlier studies, network connectivity was done
through standard switching environment as can be seen in
Fig. 1.

However, in this work, not only network applications but
their associated hosts (which are using the application) shall
be analyzed against network protocols and network activities
are monitoring through router environment. Routing tables
perform excellent help in the ntop environment and fully
supported through NetFlow. It can be seen in the Fig. 5, that
PO and P1 are points where network monitoring could be
possibly studied. This is the added advantage of the ntop
which offers the great facility to actively perform monitoring
even sitting many miles away from the network. The client
environment is also supported through VPN Client/Server
breakdown is also very important to study, since bandwidth
before not reflect any particular application, process or

Performance analysis of ntop

for active and passive packets Flow pmbc 1
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|
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\
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-= == File, DBMS, etc.

Network part
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protocol responsible for its consumption. This client/server
breakdown shall help to optimize server resources for a
number of clients/nodes attached to it at any given time.
Conclusively, this study shall be handy to explore new
analysis techniques grouped together under one plate form
“ntop” for taking informed network decision and network
policies in the coming years.

Distinctive instruments for framework checking, for
instance, network monitoring tests offer impelled
programming vernaculars for separating framework streams
and building quantifiable event records. Appallingly, these
gadgets have been planned for analyzing comprehended
framework streams. However, it is not for the most part easy
to consider what mastermind resources will be attacked.
Nearby a couple of exclusions, for instance, security-related
inspections various security contraptions available on the
Internet are by and large planned for recognizing attacks
against a lone host regularly the one where the device has
been incited. This infers they don't give sort out/subnet
area/protection nor incorporate development watching and
estimation workplaces. Subnets are the most vulnerable part of
the network which can be attacked while performing network
monitoring options.
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----------- »
n
Manual analysis
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End- rt
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Fig. 4. Performance Analysis of Ntop for Active and Passive Packets.
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Fig. 5. Network Architect Scenario of Ntop Server Along with Applications within Routing and Switching Environment.
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V. RESULTS AND DISCUSSION

The data has been taken after implementing ntop software
network environment at Sindh Agriculture University
Tandojam. In the following, the active flow has been
described as per data set of ntop parameters shown in Fig. 6.

In Fig. 7, it can be easily deduced that whether data is
related with client or server, ntop regardless of its type
captures the details for further workout.

In this research work, ntop has been implemented to
achieve run time monitoring of the whole network. Active
flows of network connection along with the detail throughput
details have been presented.

el e ‘ Home ~ m Hosts ~ Admin ~ Search Host
Bbddd .l
Active Flows o 10+~
Info Application L4 Proto Client Server Duration Breakdown Bytes
[ into] Unknown TCP 216.34.181.57:22 192.168.1.92:58356 23 sec { server | 1.12 MB
[ into] Unknown TCP 192.12.193.5:2222 192.168.1.92:61086 23 sec Glient  Serve 86.78 KB
[into ] SsSL TCP 192.168.1.92:58641 72.233.2.58:443 3 sec Gl Server | 9.79 KB
[ info] Unknown TCP 66.155.11.238:443 192.168.1.92:58607 5 sec Client  Sen 8.83 KB
[ into ] Google TCP 192.168.1.92:58638 173.194.35.4:443 1 sec Glient 2.34 KB
[ 1nto] Google TCP 192.168.1.92:58636 173.184.35.4:443 2 sec Gllen  Server | 2.15 KB
[ 1nto] Google TCP 192.168.1.82:58408 173.184.35.6:443 2 sec Clien 633
[ 1nto] Unknown TCP 2.225.48.185:22515 192.168.1.92:60969 14 sec Clien 612
[ into | DropBox ubpP 192.168.1.92:17500 Broadcast: 17500 1 sec C 516
[ 1n1o ] DropBox uDP 192.168.1.82:17500 192.168.1.255:17500 1 sec Clien 516
Showing 1 to 10 of 55 rows —First  Prev 1 2 | 3 | 4 5 Next Last—
Fig. 6. Data Related with Active Flow has been Captured During the Experimentation Phase of thesis Works.
B welcometontopng X | B Welcome to ntopng | AF - 8 X
& » O 192.168.8.210:30( ¢ =@ Q
bbbt A
Host 192.168.8200 4  Traffic  Packels Pors Peers Protocols DNS HTTP  Flows Takers @ Simiaity A £ &
Active Flows|
100
Info Application L4 Proto Client Server Duration Actual Thptv Total Bytes Info
HTTP O TCP jason-pc.49216 1.9.56.10:nttp 15 min, 43 sec 614.13 Kbit 4 63.89 MB
info | HTTP O cP jason-pc:49219 1.9.56.10:hitp 15 min, 42 sec 646.36 Kbit ¥ 67.2 MB
[into HTTP G TCP jason-pc:49217 1.9.56.10:nttp 15 min, 42 sec 529.2 Kbit ¥ 63.1MB
 info | HTTP O TCcP ason-pc:49218 1.9.56.10:http 15 min, 42 sec 541.99 Kbit 63.28 MB
[ info | HTTP ) TCP jason-pc:49224 1.9.56.10:htip 15 min, 42 sec 564.13 Kbit ¥ 59.43 MB
[ into | HTTP G TCP jason-pc:49220 1.9.5610:nttp 15 min, 42 sec 535.13 Kbit 4 63.95 MB
Cinfo HTTP & TCP ason-pc:49215 1.9.56.10:http 13 min, 33 sec 556.35 Kbit ¥ 5412 MB
[ inio | HTTP O TCP jason-pc:49223 1.9.56.10:http 15 min, 42 sec 567.13 Kbit ¥ 61.66 MB
[ into | HTTP G cp jason-pc:492: 1.9.56.10:nttp 15 min, 42 sec 584.33 Kbit ¥ 64.99 MB
[info | NetBIOS & uopP fason-pc:netbios-ns 192.168.8 255 netblos-ns 26 min, 5 sec 0bps = 1563 KB
m LLMNR & uDP jason-pc:62779 224.0.0.252:hostmon 1sec Obps= 1348
[ into | SNMP & uopP ason-pc:59512 10.2.1.188:snmp 26 min, 22 sec 0bps = 9.49 KB
[_x’:‘g LLMNR & UDP ason-pc:59250 224.0.0.252:hostmon 1sec Obps = 1348

Fig. 7. Active Flows of Network Connection along with details of throughput and Duration of the Connections.
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VI. CONCLUSION

It is the worst thing for a network administrator or
manager to receive a call from an end user complaining about
the health of the network. Additionally, we only know that any
particular node is down on our network until someone
complains about that. After receiving the complaint, the time
to resolve that issue starts tickling. All the presented
arguments are normally part of IT companies. Furthermore,
performance analysis of any network is the key area for any
organization. However, effective network monitoring gives
you an added advantage of knowing the faults, congestion,
and outage within the network in real time. In this research
work, a practical approach for network analysis based on
active and passive packet analysis is taken into consideration
with the support of network monitoring tool called ntop. To
achieve this research work “ntop” open source solution has
been deployed and configured to a network facility under
study which is the Information Technology Centre (ITC).
Normally, network applications and their associated protocols
are not studied together relating to network parameters.
Particularly, a packet monitoring process has been well
defined in this research work where different stages of packet
monitoring have been properly outlined. The network
monitoring process outlined in this research work is so
flexible that can easily be modified for a different network
architecture as per need. Conclusively, this research study
proved handy to explore new analysis techniques grouped
together under one platform “ntop” for taking informed
network decision and network policies in the coming years.
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Abstract—Honeywords (decoy passwords) have been
proposed to detect attacks against hashed password databases.
For each user account, the original password is stored with many
honeywords in order to thwart any adversary. The honeywords
are selected deliberately such that a cyber-attacker who steals a
file of hashed passwords cannot be sure, if it is the real password
or a honeyword for any account. Moreover, entering with a
honeyword to login will trigger an alarm notifying the
administrator about a password file breach. At the expense of
increasing the storage requirement by 24 times, the authors
introduce a simple and effective solution to the detection of
password file disclosure events. In this study, we scrutinise the
honeyword system and highlight possible weak points. Also, we
suggest an alternative approach that selects the honeywords from
existing user information, a generic password list, dictionary
attack, and by shuffling the characters. Four sets of honeywords
are added to the system that resembles the real passwords,
thereby achieving an extremely flat honeywords generation
method. To measure the human behaviours in relation to trying
to crack the password, a testbed engaged with by 820 people was
created to determine the appropriate words for the traditional
and proposed methods. The results show that under the new
method it is harder to obtain any indication of the real password
(high flatness) when compared with traditional approaches and
the probability of choosing the real password is 1/k, where k =
number of honeywords plus the real password.

Keywords—Honeywords; user behaviours; worst password list;
dictionary attack

I.  INTRODUCTION

When any user wants to access a network for security
purposes, he or she is prompted to enter credentials [1]. A
password is the popular authentication technique being used
today despite many newer ones, such as biometric based
techniques and dual factor authentication [2]. Users tend to
use small simple passwords and for this reason as well as their
somewhat universal use, they are vwvulnerable to being
compromised. Hence, it has become important to make
progress in combatting cracking techniques [3]. Since these
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are becoming increasingly sophisticated, has become a salient
issue [4].

Intruders are increasingly  eavesdropping on
communication between legitimate users and servers as well
as masquerading as authorised users or remote servers so as to
be able to steal sensitive information [5]. A good password
has to have two features: a user can remember it and it is
difficult to guess [6]. Unfortunately, these two work against
each other such that a password that is easy to remember is
generally short and hence, easy to guess. Moreover, most
people choose to use a single password for multiple accounts,
because one is easy to remember. Invariably, people have a
hierarchy of passwords, for example, they do not use the same
password for email as they do for their bank account [7], in
particular, because the bank requires more stringent security.

The idea behind honeywords is to create a relation
between the real password and decoy hashed passwords, such
that for every user the latter look like real passwords. The
honeywords are these decoys. An attacker can recognise the
presence of honeywords in a password file, as it is very
unusual to have multiple passwords for a single user account.
However, even if the attacker can crack multiple passwords
associated with a user, he or she does not know which are
honeywords, and which are the real ones [8]. What is the main
focus of honeywords generation is the way in which they a
produced. Currently, there are some problems regarding this,
which are discussed later in this paper and a new generation
method will be proposed to overcome these.

Il. RELATED WORK

Passwords are especially vulnerable to hash chain based
and effective dictionary attacks. A sample of 19 million
passwords, of different lengths, available online, have been
studied according to the distribution of the symbols in the
password strings. The results have shown that the native
language of the user can affect the distribution of symbols in
passwords [9].
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Hashing the plaintext or password is a one-way function,
which makes it hard to find the required password [10].
However, rainbow tables, which are massive tables filled with
hash values and can be used to find a required password,
whereby a hacker employs them to find the password by
reversing the hashing function. Despite of a rainbow table
taking up a lot of storage when holding it, attackers can
usually crack the password in a shorter amount of time than
when applying the brute force technique [11].

Most existing biometric template protection schemes
(BTPS) do not offer as strong security as cryptographic tools.
Moreover, they are unable to determine whether or not a probe
template has been downloaded the database by an imposter or
an authentic user. Consequently, the “honeywords” idea was
proposed to detect the cracking of hashed password databases.
In particular, an extra layer of protection is needed with
biometric feature schemes, as these have been shown to be
flawed. A honey template protection scheme relating to faces
has been proposed and evaluated as representing an
improvement on existing schemes [12].

Many researchers have pointed out that most password
hashes are not safe against hackers and hence, the method of
honeywords (decoy passwords) has been used to detect attacks
against hashed password databases. Furthermore, cracking
hashed passwords has become easier for an intruder, who
wants to enter the account through an authenticated user. In
addition, a user’s password can be recovered by an intruder
through using a brute-force attack on the hashed password. A
user’s real password can be distinguished among honeywords
for each user by using a secure server called a “honeychecker”,
which triggers an alarm when a honeyword is used. [13].

I1l. REVIEW OF HONEYWORDS

The concept of honeywords is to provide a technique to
detect whether an intruder into password files has been
originally invited in. Essentially, the scenario of honeywords
is based on any user u; being provided with a list of k called
“sweetwords”, which are denoted as
W; = {wy,w,, w3, ...,w,}. One of these sweetwords (for
instance w; ) is the right user’s password, while the rest of the
list (k—1) are fake and called honeywords. The main
architecture feature is a new server, “the honeychecker”,
which contains a database, for each user u; and the index
c(i) = j, where w; € W; is the correct password of u;. The
right password is referred to as the “real” password in line
with the person who introduces honeywords.

The real password of the authorised user will be generated
and entered during the registration stage, while on the basis of
such a password; the system generates and adds (k — 1)
honeywords. Moreover, the honeywords generation algorithm
is targeted at creating decoy passwords that are the same as
the real one, so that an intruder will not be able to recognise
them from the real password. Accordingly, the system chooses
a random 1 <j<k, gives the real password to w;and
populates the set W; with the generated honeywords. Finally,
the password along with the honeywords are “hashed” and
saved in the password file in the form H; ={h, =

Vol. 10, No. 3, 2019

hash(w,), ..., hy = hash(w,)}, while the index c(i) =j is
stored by the honeychecker.

TABLE I. RELATED NOTATION
Notations Meaning
U ith user in system
P, password of i*" user
w; Tuple of passwords stored for u;
k Number of elements in W;
c(i) index of correct password in W;
sweetword each element of W;

When u; logs-in the system, he or she should enter the
password and then, the system will check hash(p) against
each hashed sweetword in H;. If the password that has been
entered does not match with any elements ofH;, the connection
is rejected. In contrast, let j be such that hash(p) = h;, then
the pair u;,j will be sent to the honeychecker. Hence, if
j=c() , then the authentication succeeds, and the
honeychecker will send back its “approval”, whilst otherwise
an alarm is triggered, as the password file has probably been
attacked. Table I illustrates the related notation [14].

IV. LIMITATIONS OF HONEYWORDS

Despite of the fact that current honeyword based
methodologies can provide security against brute force attacks,
they do have some limitations, are described below.

1) Co-relational hazard: If a relationship exists between
the username and password, then the real password of the user
can easily be recognised from the list W;. In such cases
honeywords cannot protect the original password, because of
this association.

2) Distinguishable well-known password patterns: If a
user chooses a password linked to some well-known
object/fact, then an adversary can simply recognise the real
password. For example, some of the passwords belonging to
this category are bond007, james007, 007bond and 007007,
which were found in a list of 10,000 most common passwords
(these will be used to generate the honeywords in this paper).

3) Issue related to DoS resistivity: If an adversary knows
the real password of the user, then he or she can recognise the
honeywords and then, can intentionally submit honeywords to
produce a false negative feedback signal by the
“honeychecker". If the adversary obtains these honeywords
from several accounts, then all the web server may become
blocked. This is known as a Denial-of-Service (DoS) attack
and the real password of user should be not giving any
knowledge about system generated honeywords to avoid one.

4) The issue relating to multiple system vulnerability: If a
user uses the same password in two (or more) different
systems, and if two systems are employing the same
honeyword generation algorithm, when an adversary gets
access to both systems, then Multiple System Vulnerability
can occur. In this case, the adversary may obtain two lists of
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W; for the user u;. Let Wsj refer to the list of sweetwords for
user u; in the system S So, if honeywords that have been
generated belong to W and W (where p # q) are different
(probability of which |ssclose to 1), then by performing the
connection operation W, n W, % the unauthorised user can
obtain the real password. This is known as Multiple System
Vulnerability (MSV) of the honeyword based authentication
technique [15].

V. PASSWORD ATTACKS

Password attacks include different character combinations
being tried until a match with the correct password is found.
There are several types of password attacks, some of the most
important of which are described next.

1) Brute force attacks: In this type of attack, all the
possible combinations of the password are applied to break it.
It can also be applied to crack encrypted passwords wherever
they are saved in the form of encrypted text [16].

2) Dictionary attack: A dictionary attack is applied to
verification data by trying every word in the dictionary. This
kind of attack is targeted at sites with a high probability of
success, such as those with weak passwords or with only a few
key combination numbers. This attack is faster than an attack
of brute force and is more successful when a weak, public or
short password is used [17].

3) Phishing attack: This is where an attacker attempts to
retrieve legitimate users’ confidential and sensitive credentials
fraudulently by mimicking electronic communications from a
trustworthy or public organisation in an automated fashion.
The aim of phishing is to steal sensitive information, such as
online banking passwords and credit card information from
Internet users [18]. These attacks use a combination of social
engineering and technical spoofing techniques that persuade
users into giving away sensitive information that the attacker
then uses to make a financial profit [19].

4) Password guessing attack: In this attack, the adversary
steals the file of the password from the main server, and also
obtains plaintext passwords by reversing the hash values
detected [20].

VI. PERSONAL INFORMATION IN PASSWORDS AND HUMAN
BEHAVIOURS

A text-based password is the most common authentication
method and is likely to remain so for the foreseeable future.
Whilst users have been recommended different types of
authentication mechanisms, passwords are still considered the
best way to protect access to a system. That is, none of the
alternative technique can provided all the benefits of
passwords without introducing extra burden to the users.
However, passwords have been criticised as being one of the
weakest techniques in relation to authentication. One of the
key reasons for this weakness can be put down to the
limitations of the human memory. For, as a consequence, most
passwords rather than being real random strings and hence,
quite strong, are simple so they are easy to remember [21].
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Basically, people prefer to create passwords according on
their personal information, because of the limitation of their
memory capacity and a random password can be difficult to
remember [22]. From the other side, some people have
exceptional skills when it comes to predicting human
behaviour and they use these skills to launch attacks through
password hacking this can cause serious problems, which have
become the focus of much research [23].

VII.LIST OF THE WORST PASSWORDS

Not only do most users create an easy password because
they can easily remember it, for they often also use the same
one in several systems. Whatever the case, frequently they are
easy to guess by the intruder. A list of the 500 worst
passwords has been created by researchers to help users avoid
selecting them. Unfortunately, one in nine users employ one
from this list and one in 50 use a password from the top 20
[24].

VIIl. HONEYWORDS GENERATION METHODS AND
DISCUSSION

In this section, some of the honeywords generation
methods are discussed.

1) Chaffing-by-tweaking: This method involves tweaking
the real password by selecting the character positions that will
be tweaked to produce the honeywords, so the user password
will be the seed of the generator algorithm. The same type of
character will be selected: letters are replaced by letters, digits
by digits, and special characters by special characters. For
instance, when t = 3 and the last ¢t characters have been
selected for tweaking, the method for the generator algorithm
is Gen(k,t). While another approach called “chaffing-by-
tweaking-digits” is carried out by tweaking the last t positions
that contain digits. For instance, if the last algorithm has been
used, then for the password 42hungry and t =2, the
honeywords 12hungry and 58hungry may be generated.

Remark 1. Most people prefer to choose the numbers
involved in passwords relating to a special date (birthday,
anniversary or an important historical event). For this reason,
it is highly probable that such a password includes a digit
sequence like 19xx, 20xx or xx, where xx represents the last
two digits of the date. Hence, for those passwords that involve
applying the chaffing-by-tweaking-digits method, the date
digits will be replaced with randomly selected digits. Basically,
an adversary will recognise the true password easily among
the honeywords. For example, assume the honeywords are
generated witht =4 and k = 9 for the password alex1992..
It can clearly be seen that the digits in the honeywords do not
relate to a specific date and hence the correct password,
alex1992, is logically deducible by an adversary [25].

alex6323 alex9058 alex1992
alex1270 alex0976 alex2785
alex5469 alex8147 alex9705

2) Chaffing-with-a-password model: In this technique, the
generator algorithm takes the password from the user, and
then a probabilistic model of the original passwords is relied
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upon to generate the honeywords. To give an example of
applying this technique, known as modelling syntax, the model
is divides the real password into character sets. For example,
the password mice3blind is decomposed as four-letters + one-
digit + five-letters (L4+D1+L5) and is replaced with the same
structure, such as gold5rings.

Remark 2. There are some well-known patterns that have
appeared when a password database has been leaked. For
example all of the following passwords are included in the list
of the 10,000 most common passwords and in the worst
passwords list.

bond007 james007
007bond 007007

So, the adversary will easily identify the real password, if
it is one of these generic passwords [25].

3) Hybrid method: This method involves combining of
the strength of different honeyword generation methods, e.g.
chaffing-with a-password model and chaffing-by-tweaking-
digits. For instance, let the original password be apple1903,
then the honeywords angel2562 and happy9137 might be
produced as seeds to chaffing-by-tweaking-digits. Fort = 3
and k = 4, for each seed, the honeywords will be as follows:

happy9679 applel422 angel2656
happy9757 apple1903 angel2036
happy9743 applell72 angel2849
happy9392 applel792 angel2562

Remark 3. This method will reduce the chance of an
adversary recognising the real password. Nevertheless, the
previous remarks are still valid for this case. For example, an
intruder may make reasonable guesses regarding the real
password [25].

IX. ANALYSIS OF THE SECURITY OF
HONEYWORDS: DENIAL-OF-SERVICE ATTACK

A denial of service attack gives an adversary access to the
network services, thus preventing the authorised users from
doing so [26]. Once in the system, he/she will use intensive
computation tasks against the victim thereby exploiting
system vulnerability. Another method is flooding the system
with a huge amount of useless packets and as a consequence,
the victim can be forced out of service for from a few minutes
to several days [27].

X. PROPOSED HONEYWORDS GENERATION ALGORITHM

In the proposed honeywords generation algorithm,
dictionary attack, personal questions-answers, the 500 worst
passwords list and character shuffles have been used to
generate the honeywords. The aim is to increase the flatness of
the honeywords, thereby making an adversary confused when
trying to identify the real password. The scenario for
honeywords generation is the same as the traditional, whereby
a list of k honeywords is provided for user u;, denoted as
W; = {wy,w,,ws,...,w,}. One of these honeywords (for
instance w;) is used as the real password, while the remaining
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W; (k — 1) are fake, with the aim being to as aforementioned
to increase the flatness.

The proposed honeywords generation method with a
password includes at least one letter and one digit. Illustration
of the Whole Structure of the Proposed Honeywords
Generation Method is shown in Fig. 1.

Step 1

Analysing the password:
a- How many digits?
b- How many letters (Upper case and lower case)?
¢c- How many special characters?

Step 2
Generating the Honeywords

1- Creating a database containing the public personal
questions (50-60 questions), which are divided into
two parts according to the type of answers. The first
part is associated with the names, and will be
generated as letters (for example, your nickname, city
you like, your favourite team, pet’s name and so on).
Whilst the second part will be relating to digits (date
of birth, anniversary, best year in your job and so on).
Six questions will be chosen randomly from the
database (three from each part). Then, five
honeywords will be generated by combining the first
part answers with the second. Any user can ignore
any question, if he/she does not want to answer it and
immediately, this question will be replaced by
another. In addition, if there are just two digits in the
original password, then the algorithm will select that
number for the honeywords from the digits answers
(This group is called G1).
For example:
a- Letters part Nickname: Mero

Child’s name: Peter City: London

b- Digits part

Best year in your job?: 2005
your father born?: 1948
In which year did you have your last long journey?

In which year was

2014

The honeyword results will be:

Mero2005 London1948 Peter2005
Mero1948 London2014

2- This type of honeywords is generated based on a
dictionary attack, with four being created this type of
group. The principle behind how to make suitable
honeywords is about searching through the dictionary
attack and using the real password with a difference
up to three digits or letters (This group is called G2).
Note: Some passwords are not applicable with this
type of group due to their being too difficult to find
in the dictionary attack, in which case four
honeywords will be generated from the other groups.

3- This group of honeywords is made according to the
500 worst passwords list; with five being chosen
randomly from this list (This group is called G3).
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4-  This type of honeywords is made by shuffle and then
some letters or digits from the ID user mixed.
Subsequently, the real password together with some
digits and letters are generated to be inserted in the
honeywords, with meaningless words then being
generated. In this step, 10 honeywords are created
(This group is called G4).

Special cases

Vol. 10, No. 3, 2019

5- If there is a special character(s) included in the
password, then the honeywords will contain the same
number of these generated randomly.

6- The number of upper case letters in the password will
equal the number in the honeywords.

7- If there are two words the same in list W; for the user
u;, then the algorithm explained in Fig. 2 will be
applied. Basically, if the original password is one of
these two words then the honeyword will be replaced

Analyse the password

Password with a
special character

Generate special

character randomly

!

!

Randomly insert letters,

W

6 questions will be Using English rulesto

chosen out of 60 search in the

Randomly choose 5 then shuffle and mix the

words out of 500 1D user with the

generated 5 generated 4

honeywords (G1) honeywords (G2)

\I{ password and letters

y

generated 10

generated 5

honeywords (G3)
honeywords (G4)

r—

Randomness 24 honeywords will be

generated+ original password=25

Fig. 1. Illustration of the Whole Structure of the Proposed Honeywords Generation Method.

XI. ANALYSIS OF THE SECURITY OF THE PROPOSED
GENERATION METHOD: DENIAL OF SERVICE ATTACK

Using the proposed method will partially reduce the
number of DoS attacks, but this is an improvement on current
method, because it provides greater resistance, that is,
increasing the flatness in the list of honeywords and the real
password W; makes the proposed method stronger than the
traditional methods against these attacks. Because w; in W;

can be either a honeyword or the real password, the flatness
will make the attacker confused when trying to guess the real
one. In the existing methods, an attacker has to know how the
honeywords pertaining to a particular password have all been
generated by random tweaking, which is possible and then
he/she can run a DoS attack. With the proposed method the
honeywords are generated according to several procedures,
and not randomly.
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XI1. ANALYSING THE FLATNESS IN THE NEW HONEYWORDS
GENERATING METHOD

The flatness in the proposed method and how an adversary
tries to analyse the honeywords in W; for each w;is discussed
in this section. Obviously, the adversary does not have any
predefined information about the password; however, he/she
will try to analyse W; to find any information about ¢;. The
honeywords created in this first group are associated with
personal questions will most probably lead to personal
answers. In this case, six answers, which are either in letter or
digit form and the letters and digits are then randomly mixed
to produce five honeywords. The high level of association of
these honeywords with a user u;’s real answers will make it
difficult for the adversary to identify which one is the real
password, i.e. this increases the flatness. In contrast, the
traditional methods do not take into consideration whether
there is a personal password, because all the honeywords are
generated by tweaking some letters or digits in the real
password.

It is clear that chaffing-by-tweaking has many problems;
the first relates to when a digit is replaced by another. That is,
generation of a honeyword does not relate to the human dates,
starting either with 19xx or 20xx. The second problem is that
not only is the digits tweaking easily recognised by the
adversary, but also, he/she can be easily find the password
when letters are replaced. For instance, when t=3, this means
three letters will be replaced randomly by others, which results
in the meaning of the original password not being present in
the honeywords and hence they are completely distinct from
the former. So, recognising the original password, which is the
meaningful word among meaningless ones, will be very easy.
For these reasons, the first group has been generated based on
personal information, because most users continue to use this
when they create their passwords.

Dictionary attacks are commonly used to break passwords,
but in the proposed method they are used to generate the
honeywords. Such an attack involves most of the passwords
that have been created by users around the world, by using an
algorithm based on English language rules to make the search
in this dictionary to find honeywords very close to the original
password. This algorithm tries to find words in the dictionary
attack with the most same letters or digits with up to plus or
minus three characters or digits. The first priority to find the
different words will be regarding the digits if they are present,
otherwise the four words with the closest letter sounds to the
actual password are applied. For example, ch is mostly
pronounced either as /k/, as in character, chord, or as /tf/, as in
chicken, chest. Almost all words containing “chi” or “che” are
pronounced with /tf/ (note exceptions like “chiropractor”
['karoroupreaekta/ kaay-roh-praek-to and “chemistry” /' kemaistri/
(kem-ist-ree), but there’s no reliable rule for “cha”, “cho”, and
“chu”. The main benefit of using a dictionary attack is that all
the honeywords that will be chosen are real passwords
generated by users in the past, so the flatness will be very high
in this group of honeywords as well.

As aforementioned, there are some passwords that are used
commonly by users and researchers have collated them into
one list, calling it the worst passwords in the world. Choosing
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some of them randomly and making a combination of them is
a popular procedure for adversaries. Consequently, group
three will be generated according to this list.

Read all the
wordsin W,

Two words or
more are the
same in W,

Any similarities
between Gland
G2

Yes

Any similarities
hetween G1and
G3

Yes

Recombined
the answers in
Gl

Regenerate
by reshuffling
the
honeywords
inG4

Any
simil arities
hetween
G2 and G3

Regenerate
honeywords from G3
|

Fig. 2. Illustration of the Algorithm when Two or more Honeywords are the
Same in W;.

In addition, a minority of users have a strong password,
whereby they select some letters randomly and create a
meaningless one. However, most users in this group still select
letters or digits from their names and/or personal dates. To
avoid these types of passwords, with the proposed method and
the goal of flatness, the fourth group is created. Some
characters are chosen from the original password and ID and
then some digits and letters are generated randomly to be
inserted in the honeywords.

XII1. DISCUSSION ON ATTACKS ON THE NEW METHOD

Table Il illustrates how an attacker could compromise the
password by nominating some words from the honeywords
table and then, analysing the results.
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TABLE II.

DISCUSSION ON THE TYPES OF ATTACKS AGAINST PASSWORDS

Vol. 10, No. 3, 2019

Good Password

Personal Password

Generic Password

Dictionary Attack Not Working

Not Working

Not Working

Brute-Force Attack Not Working

Not Working

Not Working

If the attacker chooses all good
honeywords with the password, then
he/she will obtain 11 words, one of
which is the real password (1/11).

In addition, If the attacker is going to
choose just the meaningful words, he
will obtain 14 words and fortunately the
real password is not one of them (0/14).
This type of password is not popular,
because most users prefer to use
passwords are easy to remember.

Password Guessing Attack

If the attacker chooses just the
meaningful words. he/she will obtain
15, among which the real password
will be included. However, the
flatness is very high because the
honeywords are coming from real
passwords lists; some of them relating
to the user, some of them chosen
from the dictionary attack and the
final set is chosen from the public list
of passwords (1/15). As a result, the
guessing method will be chosen by
the attacker..

If the attacker chooses just the
meaningful words, he will obtain 15,
among which the real password will
be included. However, the flatness is
very high because the honeywords are
coming from real passwords lists,
some of which are related to the user,
some are chosen from the dictionary
attack, and the final set is selected
from the public list of passwords
(1/15). As a result, the guessing
method will be chosen by the
attacker.

If the attacker chooses all good
honeywords with the password, then
he/she will obtain 11 words, one of
which is the real password (1/11).

In addition, If the attacker is going to
choose just the meaningful words he
will obtain 14 words, but fortunately the
real password is not one of them (0/14).
This type of password is not popular to
be used due to most users are prefer to
use passwords are easy remembering.

Clever Attacker

If the attacker chooses just the
meaningful words, he/she will obtain
15, among which the real password
will be included. However, the
flatness is very high, because the
honeywords are coming from real
passwords lists, some of which are
related to the user, some are chosen
from the dictionary attack and the
final set is selected from the public
list of passwords (1/15). Now the
attacker has just one choice, which is
to try to analyse the words and
nominate some of them as real
password.

If the attacker chooses just the
meaningful words, he will obtain 15,
among which the real password will
be included. However, the flatness is
very high, because the honeywords
are coming from real passwords lists,
some of which are related to the user,
some of them are chosen from the
dictionary attack, and the final set
was chosen from the public list of
passwords (1/15). Now the attacker
has just one choice, which is to try to
analyse the words and nominate some
of them as real password.

XIV. TESTBED AND RESULTS

It is a difficult to measure how people are thinking when
they are creating a password, because it depends on
unpredictable user behaviour. To address this, a testbed
engaged with by 820 people was developed to determine
whether users can recognise the real password among
honeywords. The scenario involved dividing the passwords
into three groups: good, personal, and generic. Then, the
participants were provided with the W;, and ask to nominate
words that could be passwords, this column being titled
“nomination”. The idea behind this step was to ascertain how
many people would nominate the real password among the
honeywords, and how many words they would choose
amongst which they believed the password would be found.
Having chosen their words, they were asked to identify the
single one that they thought was the real password and if they
got it wrong then Intrusion Detection System IDS would
trigger attempted intrusion, but if successful access was
granted. The first type, namely the good password, was strong,
being created with random letters, digits, and special
characters. The results showed that this type of password is
very strong, as most people who participated in the testbed

experiment did not choose it among the honeywords, i.e. no
one was able to guess the real password when it was good and

random.

The second type of password is the personal password,

which was created based on information relating to the users.
The testbed revealed that the new method is better than the
traditional methods. Finally, with the same scenario, the third
type of password, i.e. the generic password, was applied.

Fig. 3 illustrates the results of the strong password for the
new method, with the total nominated representing how many
words the participants chose, while the frequency is how many
people selected a particular amount of passwords. For
example, the number of people who nominated 14 words was
224 (27.317%), whereas 11 words were nominated by 78
(9.512%). No one guessed the real password, even if they had
nominated it, which shows it was very strong and flat.

Fig. 4 shows the results of the proposed method when the
real password is the personal information type and clearly, the
number of people who nominated the password amongst their
choices increased, being 502 out of 820 (61.219%). Moreover,
there were two people who guessed the correct password
(0.244%).
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Number of People

o4 05 6 7 8 3% 10U R B WS KD BB XA
~=Total Nominated  ~eFrequency  =s=Cormect Password Selected

Number of Words

Fig. 3. The Results of the Proposed Method when a Strong Password was
Applied.
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=+=Total Nomingted  =H-Frequency Correct Password Selected

Number of Words

Fig. 4. The Testbed Results when the Real Password Contained Personal
Information.

Fig. 5 illustrates the new method when a generic password
was the real password and the results show that this type
provides the worst outcomes of the three, but the new method
still gives better results than with the traditional one.
Specifically, the total number who chose this password was
630 out of 820 (76.829%), and it was guessed correctly 21
times (2.561%). This implies that most attackers focus on
generic words.

In Fig. 6, showing the outcomes when Chaffing-by-
Tweaking was applied in the testbed, it is clear that the
number of participants guessing the real password was very
high, standing at 794 times out of 820 (96.829%), whilst the
number who nominated was 812 (99.024%). Moreover, most
people nominated just one or two words out of 25 (3.048%) in
W; and no one nominated more than six, which suggests that
many were confident they from the beginning which was the
correct password.
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Number of People
g
L —

io4 5 6 7 8 % 10U B MW onoBm T BB
==Tofal Nominated  =iefrequency  =t=Cormect Password Selected
Number of Words

Fig. 5. The Testbed Results for the Proposed Method when the Real
Password is Generic.

Number of People
=

=h=Total Nomingted  sefrequency == Correct Password Selected

Number of Words

Fig. 6. The Testbed Results for the Traditional Method of "Chaffing-by-
Tweaking".

In Fig. 7, the results for the traditional method of Chaffing-
by-Tweaking-Digits are shown. This method provides slightly
better results than Chaffing-by-tweaking in that the password
was guessed correctly 756 times out of a possible 820
(92.195%). To give an example of how the proposed method
generates the honeywords, in Table Il the password is
“Ujemgzae91#e”. Clearly, the first row contains honeywords
generated based on personal information, while the second
row has those created based on the worst passwords list. The
rest of the table was generated by shuffle the letters and digits.
A dictionary attack was not used in this table, because no
word is similar this password.

Table IV illustrates an example when the testbed was
applied with the generic password, “password222”, being
drawn from the list of worst passwords. The honeywords in
the second row were generated based on a dictionary attack.
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Number of People
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Fig. 7. The Testbed Results for the Traditional Method of "Chaffing-by-
Tweaking-Digits".

TABLE Ill.  TESTBED WITH THE NEW METHOD AND A GOOD PASSWORD
Prestol#70 Jordy$86 Steves@75 Mechaill$81 | Anna”1945
Liverpool@2 | Foothall&1l | Password*l | Music@666
005 234 111 6 bond@007
B0ob00&75 Love&2014 Mustang@1 | Zmelqo@55 | Epalm#199

6 req 9ks
Pufna*37xy Msac”hs31 Neadjg_69 VIpheo$10r Kp#12zxme
Ltcbas!00j Tg36$ewba llJégmgzaeQ Rpng#fxg Lsczyr&12
TABLE IV.  TESTBED WITH THE NEW METHOD AND A GENERIC PASSWORD
gga“o”Roadlg Church2016 | Morgan2010 | Stevs1958 | Andy2000
. Andralice20 | Anasialicel9 . Hello1313
Alunaliceza 04 77 Anaalice85 13

. Andrew Password22 | Welcome7 .
Nicholas123 1212 2 77 Alicel974
ElArzd204 O9lefcm7ss | Oxsrl5dox Z7erpmcO Enm12q
Movxg20w | Qical2r00 | Hvagjr4193 ';gpqmc’ls Zaqu2wes

XV.CONCLUSION

In this paper, a new honeywords generation method has
been proposed. This method was developed to overcome the
problems that exist with the traditional methods. The proposed
method is based on personal information, dictionary attacks,
the worst password list (generic passwords) and shuffling the
characters. User behaviour is the underpinning principle the
new method, because creation of the passwords differs from
one user to another. Some limitations regarding the extant
honeywords methods were mentioned in this have been
discussed and these have been overcome by the proposed
method have been explained. A testbed has been applied to
obtain the results using 820 participants and these have shown
that the new method is better than the traditional ones.
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Robust Recurrent Cerebellar Model Articulation
Controller for Non-Linear MIMO Systems

Xuan-Kien Dang®

Ho Chi Minh University of Transport
Ho Chi Minh City, Vietnam

Abstract—This research proposes a H® robust recurrent
cerebellar model articulation control system (RRCMACS) for
MIMO non-linear systems to achieve the robustness of the
system during operation. In this system, the superior properties
of the recurrent cerebellar model articulation controller
(RCMAQC) are incorporated to imitate an ideal sliding mode

controller. The H% robust controller efficiently attenuates the
effects of uncertainties, external disturbances, and noises to
maintain the robustness of the system. The parameters of the
controller were updated in the sense of the Lyapunov-like
Lemma theory. Therefore, the stability and robustness of the
system were guaranteed. The simulation results for the micro-
motion stage system are given to prove the effectiveness and
applicability of the proposed control system for model-free non-
linear systems.

Keywords—Robust controller; MIMO non-linear systems;
linear piezoelectric motor (LPM); recurrent network; Cerebellar
model articulation controller

I.  INTRODUCTION

Most of the practical applications are non-linear systems.
The reason for this comes from the effects of friction and
damping coefficients, cross-coupling, hysteresis phenomenon,
and time-varying parameters [1-4]. The completely dynamic
model of the practical systems can’t be obtained. Therefore,
the model-based controllers cannot achieve good performance
for the non-linear MIMO systems [5-6].

To cope with the drawbacks of the model-based
controllers, many modern controllers have been developed
such as Fuzzy Logic Controller (FLC), Sliding Mode
Controller (SMC), Neural Networks (NNs), and Cerebellar
Model Articulation Controller (CMAC). In particular, the FLC
was considered an effective control method for the
uncertainties, free-model and non-linear systems. The
essential property of the FLC is that the non-linear and
uncertain parts are described as fuzzy sets and rules [7-9].
Consequently, the FLC overcomes the shortcomings of the
model-based controllers in dealing with the non-linear,
uncertainties systems. However, the performance of the FLC
depends utterly on the selection of fuzzy sets and the number
of rules. There are not specific methods that ensure the
optimal selections of fuzzy sets and rules for the controllers so
far. To achieve good performance for the practical
applications, the fuzzy sets and rules were mostly selected by
trial and error.

Van-Phuong Ta?

HCMC University of Technology and Education
Ho Chi Minh City, Vietnam

To deal with the effects of uncertainties, disturbances, and
noises in non-linear systems, the SMC was developed and
applied [10-11]. The SMC guarantees response of the system
becomes insensitive to disturbances and noise in the sliding
phase. Consequently, the robustness of the system can be
guaranteed. The disadvantages and limitations of the SMC are
the chattering phenomena and the selection of the boundary of
uncertainties or disturbances. These problems are serious
difficulty and impossible tasks in realistic applications.

Along with the SMC, the neural network (NN) was used to
approximate non-linear functions to arbitrary precision.
Therefore, it has been proposed for dealing with non-linear
systems and obtained good results in realistic applications [12-
13]. The NNs, however, have shortcomings that attracted
much attention from the researchers so far. In particular, all
weights in the structure of the neural network are updated each
learning cycle, this is unsuitable for the problems requiring
real-time learning; the selection of the number of neurons and
hidden layers to achieve good performances is very difficult to
obtain in the practical applications.

In recent decades, the Cerebellar Model Articulation
Controller (CMAC) has been developed and adopted for the
complex non-linear MIMO systems due to it has superior
properties to NNs [14-17]. To improve learning capability and
dynamic response of the CMAC, the wavelet function and
recurrent technique were incorporated into the CMAC to
improve the performance of the system [18].

Although the above researches achieved good results in
designing the controllers to cope with the high non-linear
MIMO systems, the robustness of the system in the presence
of disturbances and sensor noise were not totally mentioned.

In this research, a H™ robust recurrent cerebellar model
articulation control system (RRCMACS) is proposed for the
non-linear MIMO system. Therein, the RCMAC is used to
imitate the ideal sliding mode controller to minimize error

surface and the H™ robust controller is utilized to attenuate
the effects of disturbances, uncertainties, and sensor noise

acting on the system to achieve the H™ robustness
performance for the overall system.

The paper is organized as follows: Section 2 presents non-
linear system and proposed control system. Section 3

describes the structure of the RCMAC and the H™ robust
controller. The simulation results are provided in Section 4.
Section 5 presents conclusions and future works.
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Il. PROBLEM FORMULATION AND PROPOSED CONTROL
SYSTEM

In general, the dynamic equation of MIMO non-linear
systems including disturbances, uncertainties, and noise is
described below:

X" =Fy(X) + AF(x) + (G, (x) + AG(x))u +dn(x)
=Ry (X) + Gy (X)u + UD(x) 1)
y =X

where y=x=[x,Xp,....Xp,]' €R"0is the system output

vector, x=[x",x",...x"DT]" eR"is the system state vector,

u=[ug,Uy,...u, J' €R"is the control input vector,

Fy(x) R0 in the nominal non-linear function,

Go(x) e R""0 s the nominal gain matrix, AF(x) and

AG(x) are the changes in parameters of the Fy(x) e R"0*",

and Gy(x) e R"0M0
dn(x) = [dn,,dn,,...,dny]" € R"0 stands for external

disturbances and noise UD(X) = AF(x) + AG(x)u +dn(x) is
lumped uncertainties, disturbances, and noise. The objective
of the control system is designed so that the output signals x
can only track desired trajectories x, € R™ but also satisfy

robust performance in the presence of the uncertainties,
disturbances, and noise

respectively.

For the high-order system, the sliding error manifold is
defined [18] to reduce the order of variables during designing
and computation the control system, the sliding error manifold
has the following form:

S=e"l+Ke o)

. . n-177 .
Therein, e=X, —X andg:[e,e,...,e ] are the tracking

error and error vector of the system, respectively. Derivative
both sides of S and combination with the dynamic equation
(1), yields.

S=e"+Keé =xj -x" +K(¢)

n . 3)
= Xg - Fy(X) - G (X)u - UD(x) + K(&)

In case of the nominal values Fy(x)eR"*"0

Go'(x) e R | the lumped of external disturbances,

uncertainties, and noise UD(x)are exactly known, an ideal
sliding mode (ISM) controller is designed to guarantee the
stability of the system as follows [19]:

Uism = Go' ()] X4 - Fo (x) ~ UD() + K(&) + nsgn(S) | 0)
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Proof: According to the sliding mode control [9-10], the
Lyapunov function candidate is selected to prove the stability
of the system as follows:

V(t) = %sz 5)

Derivative two sides of Lyapunov function candidate, and
replacing uin (5) by Ug,, in (4), yields

V(t) =SS =-Snsgn(S) < -S| (6)

The stability of the system is guaranteed in case of any
n>0

However, for the complex high non-linear systems, the
external disturbances, uncertainties, and noise UD(x) cannot
be defined, measured or estimated exactly in practical
applications. Consequently, the ug, cannot satisfy the
stability and robust performance of the system. To handle
these problems, a H”robust recurrent cerebellar model
articulation control system (RRCMACS) is proposed and
depicted in Fig. 1. In this system, superior properties of the
recurrent cerebellar model articulation controller (RCMAC)
are incorporated to imitate the ideal sliding mode controller
and the H™ robust controller efficiently attenuates the effects
of external disturbances, noise, and uncertainties to a
prescribed level to maintain the robustness of the system. The
proposed control system has the following form:

Urrcmacs = Uism ~Urce ~Urcmac (7
e e e — e —— — — —— — — — — — ~N
eeeeemeeesseseseeceececceccceceececoeeoaoooe
.
R
H e 4

oo

----------- T Tl Tl

Learning [ — Ny
Rules W’m’G’\}Jr

Xq 4

X-

I
I
L —

MIMO Nonlinear

Fig. 1. Structure of the Proposed Control System.
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I1l. THE RRCMAC SYSTEM DESIGN

A. The RCMAC

The Ugcmac With its fast learning, good generalization,
and dynamic response capability of the CMACs [18] were
utilized to mimic the ideal sliding mode controller, u,g, in the

presence of the uncertainties, disturbance, noise to minimize
the error sliding manifold, S .

The structure of the RCMACIis depicted in Fig. 2
including input Space S, association memory space A,
receptive field space R , weight memory space W, and output
spaces O .

The signal propagation in the RCMAC is described as
follows:

Si(K) = Si (K) + Wi (k-1),i=1,2,...,n @)
2
Si-m;
uik(Sri)=eXp[-(”—2”‘)], k=1,2,..,n, )
Oik
n -
by = [ [uw(Sq), i1=1,2,..n,k=1,2,...n, (10)
i=1
No Np n .
0; =22 Wy [ [m(S)=w'b, j=1.2,...ng (11)
j=1k=1 i=1

Wheren,n,, and n, are the number of inputs, outputs,
and blocks in receptive space; S,,u,b, andOare the input

data including recurrent elements, Gaussian function,
overlapped receptive space, and output data, respectively; m
and o are mean and deviation of Gaussian function; w, and w

are recurrent and output weights.

o e —— —— —— —— —— —— —— — — — — —— — — —— — — —

Input  Association Me-  Receptive ~ Weight Memory  Output

Space S mory Space A Field Space R Space W Space O
v vy A4 vy vy v
| A

Wik +Z ~ Recurrent Unit :

Fig. 2. The Structure of the RCMAC.
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B. The Robust Controller Design

The RCMAC aims to imitate ug, in (4). In the case of

ideal designing, meanwhile, the parameters of the system are
exactly known, external disturbances and uncertainties are
absent. An ideal approximation controller can be described as
follows:

0 0.0 0.0 .0 0Ty.0
uRCMAC(S ,m°,6°,W . ,W )=W b +¢& (12)

However, defining exactly the nominal parameters of the
system is unobtainable in practical applications. Furthermore,
the disturbances and noise always exist in the non-linear
systems. Consequently, the estimated parameters are used
instead of nominal parameters in designing the Ugrcmacs @S

follows:
A e
Urrcmacs (S, 6, Wy, W) +upe =W b+upc (13)

Therein, S,M,6,W,,Wis an estimation of the nominal

parameters  S°,m%,6%,w°,w® and upcis the robust

controller which attenuates the effects of the uncertainties,
disturbances, and noise to guarantee the robustness of the
system. Comprising (4) and (3), the error dynamic is rewritten
as follows:

S = Gy (X)(Ujgp —U) - nsgn(S) (14)
By replacing (12) and (13) into (14), yields
S =Gy (X)(URcmac —Urrcmacs) - NSIN(S)
=Go(X)(W b’ -W'b +£-ugc)-nsgn(S) (15)
=Gy (X)(WTb° + W'D +&-upc)-nsgn(s)
Where W =w® —W,b = b® —b is an error of estimation.

According to the linearization technique, Taylor series
expansion is used to transform the multi-dimension receptive-
field space into a partially linear form. A linear approximation

of bin three variables m, sand w, has the following form:
[ablf | [able |
om 0o
: T T
5=|b, |- [%j (mo-m) =+ (ﬂj
om [m=rh oo

by
om

(60 76)\0:&

ay )’
aWI'

T
by 0_w
[M] (Wr _Wr)‘wrozwr +Th0

+
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(16)
=C"M+E"6+F W, +T,,
where 6=b0—6,6:50—&,W:W?—\i\lr,and Tho is
higher-order terms of Taylor series expansion.
c’ =—a_b1,...,%,---6b—“b S 17)
Lom om oM Jer
BT b Do | g, (18)
| Oc 06 06 lo=é
FT _ abl e abk ,ab_nb eiRninbxnb (19)
avvl’ aWr 6Wr ‘
L W =W,

Substitution C'M+E"6+F'w, +T,,and b® =b+binto
error dynamic equation (15), yields
S=Go(X)(W'b® + W'D +&-ugc)-nsgn(s)
=Gy(x) (W' (b+C"m+E"
+WT(CTM+ET6+F W, + T, ) +&-upgc)-nSgn(s)
=G,(X)(W'b+W (C"M+E"6+F w,) (20)
+W (CTM+ET6+F W,)+ w2 T, +&-ugc)-1sgn(s)
=Gy,(X)(W'b+W'(C'rr
+UD(x)) - nsgn(S)

+F W, +T,,)

T mTw
+E'6+F W,)—ugc

where UD(X)=W' (C'TM+E"6+F 'w,) +WOTTh0 +€
stands for the external disturbances, noises, and uncertainties
In other to prove the stability and robustness of the system

under the effects of disturbances, noises, and uncertainties, the
Lyapunov function is chosen as follows:

= lsTcgl(y_;)s P
2 2Ny

(21)

By selection the adaptive rules as (22)-(25), the H”
robustness performance of the system are satisfied.

W=LpsT
nw (22)
A 1 T.A
m=—C WS (23)
Nm

Vol. 10, No. 3, 2019

6= L E"WS (24)
Mo
: 1 1.
W, =—F WS (25)
Nw

Proof: Taking derivative two sides of the Lyapunov
function (21), yields
V =STGy (X)S +ny W W + 1, M 41,6 c+nw wiw,)
=ST(Ww'b+w’ (cT~ +ET6+F W )—uRC+UD(_)) (26)

-STG0 nsgn(S) -, W nmm - Mo 6 6- Ny, wTw

Due to S"TW'b=w"bS"and S"G,'msgn(S) >0, therefore,
the equation (26) can be rewritten as below:
V <W' (bST -, W) +mT (CTWS -, )
+6" (E'WS—1,6)+ W, (FTwS—nWrwr) 27)
+STUD(X) - 5" Uge
_ I?y replacing the adaptive rules from (22)-(25) into (27),
yields

V(S,W,m,8,W,) < STUD(x)-STugc

n 28
=Z(SiUDi(§)—SiURc) 29)

i=1

Selecting control law for the robust controller as follows:

Z+1)S;
Ugc = (B ) (29)

2[3I

By replacing the U, into (28), yields

Integrating two sides of equation (30) from t=0t0 t=o0
yieldst=0

(B2 +1)S

:i(siUDi@)-s (BixDs)
i=1

1
uD; (x) — si2
:]_ i

n l |
g; -5SF 213 -B;UD; (x))? (30)

M:

L BPUD ()

2
2 2
< Z( SZ B| UI; (X) )
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n t=o0
V(T)—V(O)SZ(—% J' S?dt
i=1

t=0 (31)

B
j UD; (x)2dt)

Because of the value of the Lyapunov function,
V(T) >0, the inequality in (31) can be described as follows:

U i=np2 1 2
V(T)+i§(§tiosi dtSV(O)+;)7t;[OUDi(>_<) dt
() (32)
':”B T
%mvw Z7J UD; (x)2dt

H~—.—|

Z”: 1
=1 2

Basing on the equation of the Lyapunov function in (21),
the inequality in (32) is equivalent to the following form:

pNE }Szd
— cat <
i=1 2t=0 I

ST(0)GE(x)S(0) + — W (0)(0)
. rIW (33)
+——mT 0)M(0)+—& (0)5(0)

m o

+— L WT (o)W, (0)+ Z B j UD, ()2dt
MNw,

If the system starts with initial conditions S=0, w=0,
m(0)=0,6(0)=0,W,(0)=0then the H* robust
performance can be obtained as follows [20-21]:

sup 56 @

UDjeL,[0,T]i=1

T T
where [S| = [ S%dt, |UD|® = [ UDZdtand B;is
t=0 t=0

the prescribed attenuation level.

IV. SIMULATION AND RESULTS

To verify the effectiveness of the proposed control system,
a micro-motion stage powered by the linear piezoelectric
motor (LPM) was used to investigate the stability and
robustness of the system. The dynamic equation of LPM
including hysteresis and stiffness behavior is described as
follows [10, 18]:

(35)

where xstands for displacement of the x-axis, y-axis
respectively; M is the effective mass of the moving stage; D
is the friction coefficient; F_is external disturbance forces;

Vol. 10, No. 3, 2019

K is the voltage-to-force coefficient; uis the control volt of

the LPMs; F, is the hysteresis frictional force given as
below:
Fy = ob+3%|+yx (36)

Where a,b,0,yand xare parameters depending on the
hysteresis loop and structure of the linear piezoelectric motor.

In general, the LPM is a complex and high non-linear
system. According to the dynamic equation of the non-linear
MIMO system (1), the dynamic equation of the LPM can be
rewritten as follows:

D K
+—2u+UD( 37

[0] 0]
where D,, M,, and K, are nominal values of D, M
and K, respectively.
Fio *Fio
UD(X) = -M—+f(D, F..F_ . K,t) denotes the
0

uncertainties due to change in parameters, disturbances, and
noises. This equation is used to build the simulation program
for the proposed control system.

& X

% =-

The initial parameters are used in simulation as follows:

M, = 5kg D, = 66*10°[N.sec/ m] K, = 3[N/Voli],
Ny =N =N =Ny, =0.01,n =2,n, =11,n,=2, K=0.5,
f=0.1and 1.

~1010101010.10.10.10.10.10.1,0.1
10.1,0.4,0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1 |’

|-1-0.8,-0.6,-04,-0.2,0,0.2,0,4,0,6,0.8,1
| -1,-0.8,-0.6,-0.4,-0.2,0,0.2,0,4,0,6,0.8,1

10.3,0.3,0,30.3,0.30,3,0.30.30,30.30.3
10.3,0.3,0,3,0.3,0.3,0,3,0.3,0.3,0,3,0.3,0.3 |’

~10101010.10.10.10.10.10.10.10.1
" 10.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1
The effects of uncertainties, external disturbances, and
noise, UD(X) was generated by a random signal with
mean = 5and variance = 5. Sample time = 0.01s.
The simulation results of the RRCMACS due to periodic

step commands were represented in Fig. 3 for the X-axis and
the Fig. 4 for the Y-axis.

Fig. 5 and Fig. 6 represent the simulation results of the
RARCMAC due to sinusoidal command in the X-axis and the
Y-axis, respectively.
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Fig. 3. Tracking Response, Tracking error and Control Effort of RRCMACS Due to Periodic Step Command in the X-Axis in Case of [3 =0.1 and [3 =1.
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The simulation results showed that the RRCMACS
achieved good tracking responses in the X-axis and the Y-
axis. The control system obtained the stability and robustness
in the presence of uncertainties, UD(x)at t; =235sto

t, = 245sand t; = 465s to t, =475s for both periodic step
command and sinusoidal command. The performance of the

control system was better as the attenuation level of the H™
robust controller smaller.

V. CONCLUSION AND FUTURE WORKS

In this paper, the RRCMACS was proposed for the non-
linear MIMO system to achieve the stability and robustness in
the presence of uncertainties, external disturbances, and noise,
UD(x) . The proposed control system comprised the RCMAC

and the H™robust controller. Therein, the RCMAC was
utilized to imitate the ideal sliding mode controller to

minimize the error sliding manifold, and the H” robust
controller aims to attenuate the effects of uncertainties,
external disturbance, and noise to the prescribed attenuation
level. The simulation results of the LPM powered micro-
motion stage proved the effectiveness of the proposed control

system. In addition, the UD(x) stands for the inherent complex

properties of the non-linear MIMO systems. Therefore, the
proposed control system can handle other non-linear MIMO
systems. However, this research needs to mention the
responses of the hardware equipments to apply for the real-
time control system.
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Abstract—Classifying imbalanced data with traditional
classifiers is a huge challenge now-a-days. Imbalance data is a
situation wherein the ratio of data within classes is not same.
Many real life situations deal with such problems e.g. Web spam
detection, Credit card frauds, and fraudulent telephone calls.
The problem exists everywhere when our objective is to identify
exceptional cases. The problem is handled by researchers either
by modifying the existing classifications methods or by
developing new methods. This paper review ensemble based
approaches (Boosting and Bagging based) designed to address
imbalance in classes by focusing on binary classification. We
compared 6 Boosting based, 7 Bagging based and 2 hybrid
ensembles for their performance in imbalance domain. We use
KEEL tool to evaluate the performance of these methods by
implementing the methods on seven imbalance data having class
imbalance ratio from 1.82 to as high as 129.44. Area Under the
curve (AUC) parameter is recorded as the performance metric.
We also statistically analyzed the methods using Friedman rank
test and Wilcoxon Matched Pair signed rank test to strengthen
the visual interpretations. After analysis, it is proved that
RusBoost ensemble outperformed every other ensemble in the
imbalanced data situations.

Keywords—Ensemble approaches; boosting; bagging; hybrid
ensembles; imbalanced data-sets; classification

I.  INTRODUCTION

Classification process is very important in solving many
real time problems. Various types of classifiers have been
proposed in research field to solve classification problems.
These classifiers only gives satisfactory results where the real
time problems are represented by balanced data-set (the
proportion of size of data classes is same). But sometimes,
there are circumstances wherein we want to do the
classification when the data-set is not balanced (proportion of
size of data classes is not same) e.g. Web Spam Detection,
Credit Card Frauds, Fraudulent Telephone calls etc. In such
cases, if we apply the classification methods which are
designed to classify balanced data sets, we will not get the
accurate results. The major problem with imbalanced data set
is that the data points belong to majority class (bigger class)
impacts the classifier decision boundaries at the cost of
minority class (smaller class) which is represented by very
few points compare to majority class. This concern is known
with the name as class imbalance problem in the research
community. The extent of imbalance in data can be measured
with class imbalance ratio (CIR). CIR is the percentage of size
of majority class to the size of minority class. CIR value is
indirectly related to the size of minority class. CIR with high

value is considered as highly imbalanced data. Various types
of solutions are developed by research community to handle
this problem. Methods developed to resolve this issue can be
divided into three major categories. Data level, algorithm level
and the combination of data and algorithm level (hybrid)
approaches. In data level approaches, data is pre-processed for
balancing the dataset before classification. The biggest benefit
of this category is that one can use the existing classification
methods which are developed to classify balanced data-sets.
Researchers have applied different logics for balancing the
data. Some methods balance the data by synthetically
generating the data-points within minority class either
randomly copying the existing data or by applying some
intelligent process to generate synthetic data [1-11]. These
types of methods come under the category of oversampling
methods. The limitation with random oversampling by
copying the existing data may lead to overfitting. In case of
the noisy data-sets, random oversampling may lead to the
increase of noise within the data-set [12, 13].Some methods
balance the data by removing data points from majority class
either randomly or by using some intelligent concept before
classification [13-19]. The biggest limitation with random
undersampling is the loss of some important information.
These type of methods are called undersampling methods.
There is another sub-type of data-level methods wherein we
combine the concept of oversampling and undersampling to
balance the dataset before classification. These types of
methods are known as hybrid data level methods [20, 21]. In
algorithm level category, the researchers either modified the
existing classification methods by working on the biasness of
classifier towards the bigger class or by developing new
methods to handle imbalanced data [22-38]. The third
category, known as hybrid methods, combines data-level and
algorithm level methods to boost the classifiers performance
for imbalance data [39-53]. Many researchers combine data-
level methods and algorithm level methods using ensemble
concept to enhance the performance of earlier classification
methods which were using only single classifier for getting
results. Ensemble concept uses multiple classifiers for better
predictive results compare to the methods which uses only
single classifier to obtain the results. In this paper, we review
ensemble based classification techniques which uses Bagging
and Boosting concept to handle imbalance data-sets. We
empirically assessed the methods using KEEL tool [54, 55]
and statistically analyzed the results using Friedman [56] and
Wilcoxon Matched pair signed rank [57] tests. Section I
explains the idea of ensembles and review Boosting based and
Bagging based ensembles designed to resolve class imbalance
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issue. It also describes the performance criteria used in this
paper to assess the performance of methods. Empirical
calculation of ensembles approaches and their statistical
analysis is discussed in Section 11 followed by conclusions in
Section V.

Il. REVIEW OF ENSEMBLE APPROACHES

A. Fundamentals of Ensemble Approach

Ensemble approaches train more than one classifiers to
resolve the same issue. This method is also hamed committee-
based learning or learning through more than one classifier
systems. Fig. 1 describes the model of ensemble approach.
The area of ensemble approaches actually generated from
three sections i.e. combining more than one classifiers,
ensembles of weak classifiers and combination of experts
[58]. Combining classifiers concept was mostly studied under
pattern recognition area wherein the researchers works on
strong classifiers and try to design powerful combining rules
to get stronger combined classifiers. Ensemble of weak
classifier is mostly studied by machine learning community
wherein the researchers work upon weak classifiers to design
powerful procedures for boosting the performance from weak
to strong. This area has designed vary famous ensemble
methods like AdaBoost [59] and Bagging etc. Combination of
experts is studied by neural network community wherein the
researchers usually consider a divide-and-conquer scheme to
learn a combination of parametric prototypes jointly.

Ensemble methods are popular learning paradigm [58]
since 1990’s. It is because of two main pioneering work
proposed in literature. One, which has empirically proved
[60], analyzed that the outcomes resulted from a set of
learners are found more precise than the results given by a
single finest classifier as displayed in Fig. 2. The other, theory
concept proven by Schapire [61] is that the weak base learners
can be enhanced to strong learners. As strong classifiers are
needed to solve many real time problems which are not
possible to solve using weak classifiers, this need has
motivated the researchers to generate strong classifiers by
using ensemble methods. Ensemble methods use multiple
classification procedures to attain better predictive results.
Under this approach, various classifiers are trained either
parallel or sequentially to resolve the same problem. An
ensemble is created using two steps, by selecting the base
classifier and then joining them to make ensemble of
classifiers. Performance of ensemble methods can be decided
by two factors: Accuracy of the individual learner and
diversity among all classifiers. Ensemble’s accuracy is directly
related to the selection of base classifier. It is widely accepted
[62] that improvement in the overall predictive accuracy by
the ensemble can occur only if there is diversity among its
components i.e. if individual classifiers don’t always agree.
Diversity is the measure to which a classifier can make
different decisions on a single problem. Various ways can be
used to measure diversity like by manipulating training
patterns (cross-validation, bagging, boosting), by manipulating
input features (by considering subset of features for classifier
learning) and by incorporating random noise. Major research
in literature belongs to homogeneous ensembles than
heterogeneous ensembles wherein we use combinations of
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different classifiers to produce results. But heterogeneous
ensembles can produce more diversified results than
homogeneous ensembles [66]. Computational complexity is
very high in case of generating a single classifier than the
ensemble. Because, while generating single classifier, for
better performance it is essential to design various versions
and tuning parameters for better model selection, whereas, the
computational complexity in combining different classifiers is
very less. Ensemble approaches reviewed in the paper are
shown in Fig. 3.

combination

Fig. 1. A Common Ensemble Architecture [58].

ERROR

5 10 15 20 25
MOISE LEVEL

Fig. 2. Salamon and Hansen’s Observation [58].
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Fig. 3. Ensemble Approaches under Study.
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B. Ensembles based upon Boosting Concept

Ensembles are categorized into two models namely
Boosting and Bagging, based on the methodology of joining
base classifiers. Boosting method converts the weak classifier
to strong classifier by sequentially generating the base
classifier hence it goes in the category of sequential ensemble
paradigm [58]. In a boosting process, initially a model is build
using initial training data, then another model is created whose
purpose is to correct the errors from the model generated from
previous model. This process is repeated until the perfect
prediction is done or a maximum number of models are
generated. Various ensembles, based upon boosting concept,
reviewed during current study are described as below:

1) Adaptive boosting method (AdaBoost): AdaBoost, [59]
the first successful algorithm proposed by Freund and
Schapire in 1996 using boosting concept for binary
classification. In AdaBoost, we used complete data-set for
training every classifier serially. After every iteration, the
method assigns more weight to the misclassified data points,
with the objective of accurately classifying the misclassified
data points recognized during current iteration, in the next
iteration. Hence, its main objective is to emphasize on the data
points whose classification is predicted as hard. Weight
allocated to the misclassified data points after every iteration
is directly related to the status of misclassified data i.e. How
hard it is to classify that data point. Weight is initially equally
assigned to all the data. After every iteration, the weights
allocated to misclassified data points are increased and
allocated to correctly classified data points are decreased.
Lastly, when an unknown data point is submitted, every
classifier vote for it and the data point is finally allocated to
the class based upon the majority votes. It is named adaptive
as it is build using multiple repetitions for creating a strong
classifier. The drawback of AdaBoost is that it allocates equal
weights to the classes and is internally developed to detect
equal size of classes (for balanced data-sets). In imbalanced
scenarios, its results are always in the favor of majority class.
Therefore, to handle this biasness towards majority class,
many researchers updated equal weight situation of Adaboost
method so as to modify the method to detect minority class
accurately. Fig. 4 shows the procedure of AdaBoost.

2) Smoteboost: N. V. Chawla in 2002 proposed
SmoteBoost [3] by modifying AdaBoost to address imbalance
problem in classes. SmoteBoost combines an oversampling
method SMOTE with standard boosting process. It generates
synthetic data inside minority class using SMOTE process
during every iteration of AdaBoost. The weights assigned to
synthetically generated data remains constant and depend on
the aggregate sum of information in the new data-set, whereas
the weights assigned to the original data points are normalized
so as to form a distribution with the new generated data points.
When the classifier is trained, the weights assigned to the
original data points are updated. Again the synthetic data is
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generated in another phase and weights are modified so as to
match the weight distribution. This process repeats itself till
we get the required predictions or extreme number of
classifiers are build. Limitation with the method is that it uses
oversampling method to balance the data by generating
synthetic data points therefore it is more computationally
expensive compare to the methods that are based on
undersampling approaches. Another limitation of SmoteBoost
is that in case of noisy data-sets it may end up by increasing
noisy data-points by random selection of the noise points as a
candidate to produce synthetic data-points [12, 13].

3) Databoost-IM: Guo and Victor in 2004 proposed
another boosting based method, namely DataBoost-IM [49],
by combining boosting with data-generation to improve the
predictive capabilities of classifiers for binary imbalance data-
sets. Its working principle is unlike SmoteBoost as it, firstly,
identify and separate data points which are hard to predict,
from both minority as well as majority class, to produce
synthetic data-points. It also considers bias information
towards hard to predict data points to produce synthetic data
on which the classifier from next iteration needs to focus. In
this process, the weights assigned to both the classes in the
new training set are re-balanced so that boosting procedure
can focus on both the classes. Hence, this method focused on
refining the prediction ability of both the majority and
minority class. The principle drawback [63] of this procedure
is that it can’t manage very high imbalanced situations in light
of the fact that it creates an extensive amount of data points
which are troublesome toward oversee by the base classifier.

Algorithm; AdaBoost
Input: Data set D = {{x;, ), (x5 1)y s s (e Y )i
Base Classifier y; Number of learning rounds ¥.

Process:

1 Dix)= lf m //Initialize the weight distribution
2 fort=1l...%
3 hy = x(D.D,); //traina classifier h, from D under distribution Dy
4 g = Pxng[hr(r] % f(x)): // Evaluate the error of by
5. if & = 05thenbreak
6. = %ln (I-T‘r),
o) | (exp(=ee) if helx) = f(x)
DW= 5 (R ey o
= w /[ update the distribution, where z;
/1= the normalization factor which
/[ enables Dy, to be a distribution
8. end

Output: H(x) = sign(E1.; e, he(x))

Fig. 4. AdaBoost Algorithm.
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4) Modified smoteboost (MSmoteBoost): To handle the
noise sensitivity of SmoteBoost in 2009, Ma and He gave an
intelligent boosting approach, MSmoteBoost [41], which
incorporates MSmote data level method in every iteration of
AdaBoost. Unlike Smote, MSmoteBoost remove noise data-
points and consider the distribution of minority class. Minority
class data is divided into three groups as border, security and
latent noise points. The data points are categorized based on
the distance from other data points, before generating
synthetic points. Security data points are those which can
strengthen the performance and noise points can reduce the
performance of classifier. Hard to predict data are recognized
as border category. The method processes the data differently
with these categories while producing synthetic data points.
The weights assigned to the new data points are based on the
total number of points in the new data-set. Hence, their
weights always remain constant, whereas original data-set's
data point’s weights are normalized so that they form a
distribution with the new generated data points. The assigned
weights of the original data points are updated after training
the classifier.

The process repeats itself till the strong classifier is build.
As this classifier is also using oversampling approach, Its
computational cost is also high compare to the ensembles
based on undersampling.

5) Random undersampling boosting (RusBoost): In 2010,
another boosting based ensemble is proposed. It is dissimilar
from SmoteBoost because it incorporates undersampling data
level method (Rus) in every iteration of AdaBoost with the
motive of proposing a simple classifier which can work with
fast speed than using any oversampling approach. RusBoost
[39] removes data points randomly from majority class in
every iteration of AdaBoost. RusBoost doesn’t allocate hew
weights to the data points. It is sufficient to normalize the
weights of the remaining data points in the new data-set
according to the total sum of weights. After the classifier is
trained, the process updates the weights of the original data-
set. The process is repeated till we get the strong classifier.
The inspiration of combining Random undersampling and
boosting method is its simplicity, performance and speed. As
the data set is balanced by removing data therefore time
needed to build a model is low compare to oversampling
models. Loss of required information is the major limitation
because no intelligent method is used to eliminate data from
the majority class. Another disadvantage is during noisy
environments, it may end up removing good data from classes
due to which there is more impact of noise on the classifier’s
performance [12, 13].

6) Evolutionary undersampling boosting (EusBoost): In
2013, an intelligent undersampling based ensemble, EusBoost,
is proposed which incorporates EUS [40] preprocessing
method in every iteration of AdaBoost. The basis of EusBoost
[40] is RusBoost, which is simplest method compare to other
oversampling approaches. EuaBoost enhances the classifier
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performance by the using the evolutionary undersampling
approach. The key principle of EusBoost is diversity
mechanism by considering different subset of data in every
iteration.

C. Ensembles based upon Bagging (Bootstrap Aggregation)

Concept

Bagging, like Boosting, also build a strong classifier by
combining multiple weak classifiers for the better
performance compare to using single classifier. Bagging [64]
gives the best results if the problem using single classifier is
overfitting. Unlike Boosting, any data point in bagging has the
same probability to appear in a new data-set. The process of
bagging starts by creating sub-sets from the data-set. Then
each sub-set of data-set is trained independently using
classifier that results in ensemble of different models. Then
average of all these different models are used to build a strong
classifier. It brings diversity by using different data-sets for
every classifier. Hence, bagging comes under the category of
parallel ensemble methods. The inspiration behind these
ensemble methods is to exploit the independence between the
weak classifiers [58]. Fig. 5 shows the bagging algorithm.

1) Smotebagging:  SmoteBagging  [65] combines
oversampling of minority class using Smote with bagging. In
this method both the classes participate in creating each bag.
A Smote oversamples the data with a% rate during every
iteration and increased the rate with the multiple of 10 with
every next iteration. This proportion characterizes the measure
of positive data points which are arbitrarily resampled from
the first data-set amid each iteration. The remaining positive
data is generated by Smote algorithm till the data is balanced.
Bootstrapping negative data points are created to make the
ensemble more diverse.

2) Underbagging: This approach [65] does undersampling
after creating subset of data from original data-set. Therefore,
in place of removing data from the whole data-set, it does it
before training each classifier. Undersampling is done by
using nearest neighbor principle for balancing the data before
training the classifier.

3) MSmotebagging: MSmoteBagging [65, 67] is the
variation of SmoteBagging wherein minority class is
oversampled using MSmote data level method. Oversample
minority class data points using MSMOTE preprocessing
algorithm.

Algorithm: Bagging
Input: Data set D = {{xy, v, (22, 9200 oo (s ¥ ) 1
Base Classifier y; Number of learning rounds ¥.

Process:

1 fort=1......%
2 hy = x(D.Dy,):  // Dps isthe bootstrap distribution
3. end

Output: Hx) = argmaxX{,; [Th(x) =y

Fig. 5. Bagging Algorithm.

51|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

4) Overbagging: In this method [65], data-set is balanced
when the bags are randomly picked from the original data-set.
Therefore, in place of removing the data randomly from whole
data-set, the data is generated randomly within minority class
of sub-set before every classifier is trained. This method
includes all the majority class data points in the new bootstrap.

5) Underoverbagging: UnderBagging to OverBagging
(UnderOverBagging) [65] method uses the combination of
oversampling and undersampling process. It considers the
resampling rate ‘a%’ in every iteration which is ranged from
10% to 100%. Resampling rate is the multiple of 10.
Therefore, the number of data points trained by every
classifier in the subsequent iterations will be different. This
method introduce diversity is the process.

6) Imbalanced ivotes (I1Votes): I1\VVotes is the combination
of SPIDER [68] and IVVotes [69]. SPIDER is the preprocessing
method. .IVotes is a variation of Bagging where the sampling
is done according to the importance of each data point.
Although SPIDER method improves the sensitivity of
minority class but decrease the specificity at the same time.
I1Votes modified SPIDER method by incorporating IVotes for
improving the trade-off between specificity and senstivity.
The main purpose of this method is to acquire a balance
between the specificity and sensitivity for the minority class in
contrast to a single classifier combined with SPIDER.

D. Ensembles based upon Hybrid Ensemble Concept
(Bagging and Boosting)

Hybrid Ensemble based methods are the combination of
bagging, boosting and pre-processing methods. Liu, Wu, and
Zhou in 2009 proposed EasyEnsemble [53] and
BalanceCascade [53] and named these methods as exploratory
undersampling methods. These methods follow different
approaches to tackle negative data points after every iteration.
These methods used bagging as the key concept in building
ensemble and used AdaBoost technique in place of the weak
classifier. In BalanceCascade the classifiers are trained
sequentially because it works in a supervised manner. During
bagging iteration after the AdaBoost classifier is trained, the
correctly classified majority data are removed from the data-
set and is not processed in the next iterations. As
EasyEnsemble approach does not execute any operation on the
data from the original data-set after every AdaBoost iteration.
So the classifiers are trained in parallel.

E. Performance Criteria

In case of imbalanced data-sets, the main objective is to
identify the minority class so we are considering minority
class as the positive class. Table | shows the confusion matrix
for imbalance data-sets.

TABLE I. CONFUSION MATRIX
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We are using Area under the ROC Curve (AUC) [70, 71]
as the performance metric to assess the methods. AUC is a
standout amongst the most famous execution metric used to
assess the execution of classifiers intended for imbalanced
data sets. It is a curve in which false-positive rate and true
positive rate are plotted on x-axis and y-axis respectively.
AUC is the finest tool for comparing different classifiers. A
classifier’s performance is directly proportional to its location
towards the wupper left corner. AUC portrays ROC
quantitatively. It is calculated as the arithmetic mean of True
Positive rate and True Negative rate.

AUC = TPRate';TNRate (1)

Where Tp,,, i characterized as the quantity of positive
data points that are accurately categorised as positive and
TN 1S the total quantity of negative data points that are
accurately categorised as negative. AUC reveals the global
performance of every classifier for all conceivable estimation
of False Positive rate.

I11. EMPIRICAL ASSESSMENT OF ENSEMBLES

We have compared 15 ensemble approaches with 7
imbalanced data with the class imbalance ratio from 1.82 to
129.44. The characteristics of these data-sets are recorded in
Appendix A. We used KEEL tool [54, 55] for comparing the
performance of ensemble approaches by considering Decision
Tree method (C4.5) as the weak classifier. C4.5 is the widely
used classifier by many people to compare the algorithms in
imbalance domains [72, 73]. The AUC of the methods is
recorded with the following initial settings of the KEEL tool
(Table 11). Tables Il and 1V listed AUC values along with the
variance. Results are visually displayed in Fig. 6, Fig. 7 and
Fig. 8. Average performance of all the ensembles is shown in
Fig. 9.

A. Visual Interpretations and Discussions

It is witnessed from the figures that for Boosting based
approaches (Fig. 6), RusBoost stands out and outperformed
every other method for extremely imbalanced data
(Abalonel9 having imbalance ratio of 129.44). In other cases,
SmoteBoost and RusBoost almost performed equally. In case
of Bagging based approaches (Fig. 7), Underbagging
outperformed other methods for highly imbalanced data-set
whereas the performance of SmoteBagging and UnderBagging
is almost equal for other data-sets. Hybrid ensembles
performed equally well for all the data-sets with minor
differences for some data-sets. In case of Ecoli4,
Balancecascade outperformed EasyEnsemble whereas in case
of Abalonel9, EasyEnsemble outperformed Balancecascade.

Positive (Minority) Negative (Majority)

True True Positive True Negative

False False Positive

False Negative

TABLE II. PARAMETER SETTING OF KEEL TOOL
Parameter Description Value
Base Classifier Decision Tree (C4.5)
Cross Validation 5 Fold
Data points per leaf 2
Confidence Level 0.25
Number of Classifiers 10
Pruning True
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TABLE Ill.  AUC VALUES OF ENSEMBLE APPROACHES
Data-Sets (Class Imbalance ratio :: 1.82 to 129.44)
Techniques Glass1(182) Vehicle3 (2.99) Yeast3 (8.10) Ecoli4 (15.80)
AUC Variance AUC Variance AUC Variance AUC Variance
Adaboost 0.8093 +0.0020 0.6812 +0.0004 0.8351 +0.0011 0.8449 +0.0115
SmoteBoost 0.7839 +0.0034 0.7442 +0.0009 0.8917 +0.0004 0.8826 +0.0057
DataBoost-IM Not Performing 0.6917 +0.0020 0.8919 +0.0009 0.8489 +0.0065
MSmoteBoost 0.7625 +0.0061 0.7386 +0.0002 0.9176 +0.0010 0.8489 +0.0059
RusBoost 0.7703 +0.0041 0.7643 +0.0001 0.9198 +0.0004 0.9146 +0.0015
EusBoost 0.7836 +0.0036 0.7713 +0.0014 0.9321 +0.0004 0.8760 +0.0096
Bagging 0.7556 +0.0010 0.6602 +0.0008 0.8529 +0.0010 0.8906 +0.0069
SmoteBagging 0.7444 +0.0050 0.7488 +0.0020 0.9350 +0.0003 0.8996 +0.0030
UnderBagging 0.7547 +0.0038 0.7410 +0.0005 0.9354 +0.0003 0.8598 +0.0018
MSmoteBagging 0.7219 +0.0038 0.7678 +0.0003 0.9291 +0.0003 0.8632 +0.0040
OverBagging 0.7580 +0.0034 0.7207 +0.0004 0.9073 +0.0025 0.8853 +0.0069
UnderOverBagging 0.7286 +0.0024 0.7535 +0.0004 0.9293 +0.0005 0.8566 +0.0040
11\Votes 0.6745 +0.0044 0.7330 +0.0016 0.8908 +0.0004 0.8879 +0.0018
BalanceCascade 0.7491 +0.0025 0.7282 +0.0008 0.9135 +0.0008 0.9093 +0.0028
EasyEnsemble 0.7491 +0.0025 0.7282 +0.0008 0.9135 +0.0008 0.8650 +0.0022
TABLE IV.  AUC VALUES OF ENSEMBLE APPROACHES

Data-Sets (Class Imbalance ratio :: 1.82 to 129.44)

Techniques Abalone 9-18 (16.40) Yeast5 (32.78) Abalone19 (129.44) erage Petformance ol
AUC Variance AUC Variance AUC Variance AUC
Adaboost 0.7327 +0.0239 0.8174 +0.0013 0.5095 +0.0006 0.7471
SmoteBoost 0.7939 +0.0238 0.9554 +0.0030 0.5291 +0.0015 0.7972
DataBoost-1IM 0.7226 +0.0240 0.9071 +0.0009 0.5000 +0.0000 0.7603
MSmoteBoost 0.7290 +0.0139 0.9142 +0.0004 0.4989 +0.0000 0.7728
RusBoost 0.8105 +0.0085 0.9633 +0.0005 0.6888 +0.0060 0.8330
EusBoost 0.7957 +0.0133 0.9471 +0.0005 Not Performing 0.8509
Bagging 0.6510 +0.0086 0.8744 +0.0003 0.5000 +0.0000 0.7407
SmoteBagging 0.7961 +0.0149 0.9670 +0.0007 0.5467 +0.0008 0.8054
UnderBagging 0.7733 +0.0030 0.9592 +0.0004 0.6894 +0.0048 0.8161
MSmoteBagging 0.7303 +0.0117 0.9340 +0.0011 0.4996 +0.0000 0.7780
OverBagging 0.7377 +0.0198 0.8788 +0.0033 0.5488 +0.0008 0.7767
UnderOverBagging 0.7527 +0.0210 0.9413 +0.0020 0.5264 +0.0033 0.7841
11\Votes 0.7456 +0.0228 0.8328 +0.0031 0.4990 +0.0000 0.7520
BalanceCascade 0.7456 +0.0185 0.9552 +0.0005 0.6667 +0.0069 0.8096
EasyEnsemble 0.7456 +0.0185 0.9552 +0.0005 0.6685 +0.0066 0.8036
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Considering the overall average performance of
ensembles, it is observed that RusBoost outperformed other
ensemble methods. The performance of SmoteBagging,
UnderBagging, BalanceCascade and SmoteBoost performed
equally well with the minor variations.

The visual interpretation about performance of these
ensembles is not satisfactory and sufficient. So to prove these
interpretations, we have done statistical validations.

B. Statistical Validations

It is very difficult to judge the performance of algorithms
when their performance is tested with multiple data-sets and
best performing method is not the same for every case.
Statistical validation is an efficient tool when we have to
compare the performance of methods with very little variation.
To do better analysis we are using non-parametric tests as per
the recommendation given in [72-74]. We are conducting two
types of non-parametric tests. We are using Friedman rank test
[75] to compare multiple methods and to know if there are any
significant differences between the methods. If the ‘Null
hypothesis is rejected’ then we are using Holm post-hoc test
[75] to check if the control method (having rank 1) is
significantly better than other methods (1 x N comparisons).
This test computes ranks for every algorithm as per the
following equation:

(e=D[55y R~y (en+1?

— 2)

Far = {len(cn+1)(2en+1)]/6}-(1/¢) Xi—, R;

Where 'c’ is the total number of algorithms, R; is equal to
the rank total of the i" data-set and R is the rank total of the j"
algorithm. As per the equation the best performing algorithm
will have the lowest rank. To compare two methods, we are
using Wilcoxon Matched Pair signed rank test [57] to find the
significant differences between two methods.

1) Statistical framework: We applied the statistical tests
on the AUC performance metric as per following steps In the
first step, Best performer method is selected from every group
of ensembles (Boosting, Bagging and Hybrid) using Friedman
test and Holm post-hoc analysis. After this step, we left with
only three best methods out of all the groups. In the second
step, 3 methods are assessed using Friedman test to find the
final method which outperformed every other ensemble to
classify imbalanced data.

2) Analysis and discussions: Firstly, we apply Friedman
test on Boosting based ensembles. Fig. 10 shows the ranks
assigned by Friedman test. As per the ranking, RusBoost
outperformed in the family of Boosting ensembles whereas
DataBoost-IM is the worst performer. Table V lists the
Friedman test statistic for Boosting ensembles.

TABLE V. TEST STATISTICS USING FRIEDMAN TEST (BOOSTING

ENSEMBLES)
N 07
Chi-Square (Far) 16.55
Degree of Freedom (K-1) 5
p-value 0.005435
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Fig. 10. Ranks Assigned by Friedman Test.

In the table, ‘N’ is the number of data-sets. ‘k-1’ is the
degree of freedom (which is equal to number of algorithms
minus 1). The table value of chi-square (32) test for ‘5’ degree
of freedom is 11.0705, which is lesser than the Fag calculated
value 16.55102 and the p-value is less than 0.05. Hence the
null hypothesis (There is no significant difference between
these groups of algorithms) is rejected. To know the
difference, we did Holm post-hoc analysis by considering
RusBoost as the control method (having rank 1). Holm
statistics is given in Table VI. As per the statistic, the
hypothesis for no significant differences is rejected for
DataBoost-IM, AdaBoost, MSmoteBoost and EusBoost with
the control method ‘RusBoost’ because the p-value is each
case is less than 0.05. As the p-value of SmoteBoost is equal
to 0.05, hence there are no significant differences between
RusBoost and SmoteBoost. We further analyze these two
algorithms using Wilcoxon Matched Pair signed rank test. The
test statistics is given in Table VII. R is the sum of ranks for
the data-set in which the number of times first algorithm
(RusBoost) outperformed other (SmoteBoost). R™ rank specify
the number of times second algorithm (SmoteBoost)
outperformed the other (RusBoost). It is clearly seen from the
table that RusBoost performed better than SmoteBoost. So
RusBoost is selected as the best performer from the Boosting
based ensemble group. Friedman Test ranking for Bagging
based ensembles is shown in Fig. 11 and Test statistics are
shown in Table VIII. SmoteBagging outperformed other
ensembles with frrst rank and IlVVotes is the worst performer
As chi-square (x%) table value for 6 degree of freedom is
12.5916 which is lower than chi-square (Fag) calculated value
and p-value is less than 0.05, the null hypothesis is rejected.
To know the difference between these ensembles, Holm post-
hoc test is conducted with SmoteBagging as the control
method. Table 1X shows the Holm test statistics. All the
methods except UnderBagging reject the null hypothesis,
which means that we have to further analyze SmoteBagging
and Underbagging for any significant differences. To closely
analyze these two methods, we performed Wilcoxon Matched
pair test. The test statistics (Table X) shows that p-value is
more than 0.05 so null hypothesis for no significant
differences is accepted. But the higher rank in favor of
SmoteBagging proves its better performance compare to
UnderBagging. Hence, SmoteBagging is selected as the best
performer in the category of bagging based ensembles. As we
have only two methods in hybrid ensemble category so we are
performing Wilcoxon Matched pair test to analyze these
methods. From the test statistics (Table XI), it is observed that

Vol. 10, No. 3, 2019

the hypothesis is accepted as the p-value is more than 0.05 but
the higher rank score of BalanceCascade confirms its
superiority from EasyEnsemble. So, BalanceCascade is
selected as the best performer from hybrid ensemble category.

Average Ranking of Friedman Test

<1420 (Bagging based Ensembles) S

5 4.5714
3.8571
4
2. ?143
3 2. 1429
2
1
1]
g% \o“’ s & \o“*
< & &a&& & f f «
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o 3
* &
Fig. 11. Ranks Assigned by Friedman Test.
TABLE VI.  STATISTICS USING HOLM TEST FOR COMPARING BOOSTING

BASED ENSEMBLES

Control method: RusBoost (1.7143)

I | Methods Z Value :f\l/rerrllue) :l);%o;g)e sis
5 DataBoost-IM 3.142857 0.01 Rejected

4 | AdaBoost 2.857143 0.0125 Rejected

3 MSmoteBoost 2.714286 0.016667 Rejected

2 EusBoost 1 0.025 Rejected

1 | SmoteBoost 1 0.05 Not Rejected

TABLE VII. STATISTICS USING WILCOXON TEST FOR COMPARING
RuUsSBOOST AND SMOTEBOOST
Methods R* R Hypothesis (a=0.05) p-value
Rejected, Significant
RusBoost Vs .
SmoteBoost 26.0 2.0 differences between 0.04688
methods

TABLE VIII. TEST STATISTICS USING FRIEDMAN TEST (BAGGING

ENSEMBLES)
N 07
Chi-Square (Far) 13.8367
Degree of Freedom (K-1) 6
p-value 0.031514
TABLE IX.  STATISTICS USING HOLM TEST FOR COMPARING BAGGING

BASED ENSEMBLES

Control method: SmoteBagging (2.1429)

| Methods Z Value E_r')(-)\llr:Iue) :lirz)o;g; sis

6 | llVotes 2.96923 0.0083 Rejected

5 | Bagging 2.59807 0.01 Rejected

4 | MSmoteBagging 2.10320 0.0125 Rejected

3 | OverBagging 1.60833 0.016667 Rejected

2 | UnderOverBagging 1.48461 0.025 Rejected

1 | UnderBagging 0.49487 0.05 Not Rejected
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TABLE X. STATISTICS USING WILCOXON TEST FOR COMPARING TABLE XIIl. STATISTICS USING HOLM TEST FOR COMPARING THE
SMOTEBAGGING AND UNDERBAGGING CANDIDATE METHODS FOR BEST PERFORMER ENSEMBLES
Methods R* R Hypothesis (¢=0.05) p-value Control method: RusBoost (1.2857)
SmoteBagging Vs Accepted, No Holm Hypothesis
UnderBagging 16.0 120 significant differences 0.67260 : Methods Z Value (p-value) (0=0.05)
2 | BalanceCascade 2.405351 0.025 Rejected
TABLE XI.  STATISTICS USING WILCOXON TEST FOR COMPARING ; ;
BALANCECASCADE AND EASYENSEMBLE 1 | SmoteBagging 1.603567 0.05 Not Rejected
Methods R R Hypothesis (a=0.05) p-value TABLE XIV. STATISTICS USING WILCOXON TEST FOR COMPARISON
Bal Cascad Accented N BETWEEN RUSBOOST AND SMOTEBAGGING
alance -ascace 11.0 | 100 | fccepted o 0.83393
Vs EasyEnsemble significant differences Hypothesis
Methods R* R 7! p-value
(a=0.05)
Next step is to analyze these three best performer methods. RusBoost Vs 230 |50 | Accepted No 0108319
We again performed Friedman Test with these three methods. | SmoteBagging significant differences

Ranks assigned by the test shows (Fig. 12) that RusBoost is
the best performer and Balancecascade is the worst performer
and Friedman Test statistic (Table XII) reveals that chi-square
(%) table value for 2 degree of freedom (5.9915) is less than
calculated value (6.0), hence there are no significant
differences between the methods. We further analyze the
methods with Holm post-hoc analysis. Test statistics
(Table XIII) shows that RusBoost and SmoteBagging are
similar as the null hypothesis for no significant differences is
accepted. As a last step to find the best performer out of all
ensemble methods, we closely analyzed RusBoost and
SmoteBagging with Wilcoxon matched pair test. Although,
the p-value of the test statistic shown in the table (Table XIV)
is more than 0.05, which means that there are no significant
differences between these pair of methods but the higher rank
value of RusBoost shows that its performance is better than
SmoteBagging. Another advantage of RusBoost is that as it is
using undersampling approach within the boosting process to
classify the data-set so it is computationally less expensive
compare to SmoteBagging which follows oversampling
approach and bagging process for classification.

Average Ranking of Friedman Test

From the visual interpretations and the statistical analysis,
we can say that RusBoost outperformed other ensemble based
methods in the imbalance domains.

IV. CONCLUSION

In the current study, we review various boosting and
bagging based ensemble approaches for their performance in
imbalanced domains by focusing on binary classification. We
empirically assessed 15 approaches using 7 imbalanced data
sets (KEEL repository) with the class imbalance ratio from
1.82 to as high as 129.44. After analyzing the results through
statistical analysis methods (Wilcoxon matched signed rank
and Friedman test), it is reported that RusBoost has
outperformed other 14 methods considering any level of
imbalance ratio. In future, we are planning to propose an
ensemble approach which can work efficiently in the presence
of other data impurities like noise, etc. along with data-set.

2.
25 2,
2
1.2857
15
1
0.5
o
RusBoost SmoteBagging BalanceCascade
Fig. 12. Ranks Assigned by Friedman Test.
TABLE XII. TEST STATISTICS USING FRIEDMAN TEST (BEST PERFORMER
ENSEMBLES)
N 07
Chi-Square (Far) 6.0
Degree of Freedom (K-1) 2
p-value 0.049787

APPENDIX A
TABLE Al PROPERTIES OF DATA SETS
Sr. Imbala Number of Minority | Size of
No Data sets gce_ Dimensions Class % | data-set
atio
1 Glassl 1.82 9 35.51 214
2 Vehicle3 2.99 18 25.06 846
3 Yeast3 8.10 8 10.98 1484
4 Ecoli4 15.80 7 5.95 336
5 Abalone9-18 16.40 8 5.75 731
6 Yeasts 32.78 8 2.96 1484
7 Abalonel9 12944 | 8 0.77 4174
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Abstract—Mobile blockchain has achieved huge success with
the integration of edge computing services. This concept, when
applied in mobile crowd sensing, enables transfer of sensor data
from blockchain clients to edge nodes. Edge nodes perform
proof-of-work on sensor data from blockchain clients and
append validated data to the chain. With this approach,
blockchain can be performed pervasively. However, securing
sensitive sensor data in a mobile blockchain (client/edge node
architecture) becomes imperative. To this end, this paper
proposes an integrated framework for mobile blockchain which
ensures key agreement between clients and edge nodes using
Elliptic Curve Diffie-Hellman algorithm. Also, the framework
provides efficient encryption of sensor data using the Advanced
Encryption Standard algorithm. Finally, key agreement
processes in the framework were analyzed and results show that
key pairing between the blockchain client and the edge node is a
non-trivial process.

Keywords—Internet of Things; mobile crowd sensing; edge
computing; sensor data encryption; mining; smart contract

I.  INTRODUCTION

Mobile crowd sensing (MCS) has become an attractive
method of gathering personal and environmental data [1]. It
takes advantage of sensors (accelerometer, gyroscope, GPS,
camera, etc.) and the communication capability of smart
devices such as smartphones to collect and transmit large scale
sensor data at low cost [2]. These sensors acquire useful data
in several domains, including but not limited to environmental
monitoring [3], healthcare [4], traffic monitoring [5].
Basically, a crowd sensing platform consists of a cloud-based
system and a group of sensing devices (mobile users). The
platform publishes a set of sensing task with various purposes,
while the mobile users participate in the sensing task [6].
Mobile crowd sensing also plays a key role in the actualization
of smart cities [7]. Cities are considered “smart” when they
have among other things: intelligent versatility, smart
administration, smart citizens, intelligent economics and
intelligent life [8]. Most importantly, such cities should also
be able to share data using information and communication
technology (ICT) [9].

Despite the benefits of MCS, challenges such as
incentivizing participants [10, 11], quality and reliability of
sensed data [12], energy usage of mobile sensing devices [5],
sensor data annotation [13], security and privacy [14, 15] still
exist. Due to the sensitive information of users gathered and
transmitted by sensing devices, different mechanisms have

been proposed to ensure secure sensing in MCS applications
[16]. Unfortunately, security and privacy still remain a
pressing issue as an active attacker can intercept and modify
transmitted sensor data (data in motion) from a mobile sensing
device like the smartphone [17] and/or can alter stored data
(data at rest).

Recently, the inherent attributes of blockchain technology
have been harnessed to provide security and privacy in loT
[18] and specifically MCS applications [19]. The adoption of
this technology for these purposes is not surprising, as its
previous application in cryptocurrency has recorded some
success. The gains of blockchain based cryptocurrency
technology include; transformed payments, as middlemen are
taken out of the loop and reduce merchant payment fees to
below 1%, as well as the removal of delays, as users receive
transferred funds instantly without having to wait for days
[20]. Apart from its use in cryptocurrencies and smart
contracts, blockchains have been applied in social services
[21], smart living applications [22], supply chain management
[23], intelligent transportation systems [24], data storage [25],
identity management [26], smart cities [2].

Blockchain is a technology that reads, stores and validates
transactions in a distributed database system [27]. The stored
data can be cryptocurrency (Bitcoin) [28], a contract [29] or
even personal data [30]. Another definition of blockchain is
that, it is a security mechanism that ensures immutability,
anonymity and auditability of electronic transactions [16]. It
acts as a distributed ledger (a virtual book that stores previous
transactions) allowing data to be shared among a network of
peers by implementing a chain of timestamped blocks that are
connected by cryptographic hashes. With this mechanism,
untrustworthy participants (such as those in mobile crowd
sensing) can reach a consensus and perform transactions
without the involvement of third-parties. Blockchain can
either be public (permissionless), private (permissioned), or
consortium. Any user with internet access can join the
network by taking part in block validation and smart contracts
creation in public blockchains. Private blockchains on the
other hand, controls users’ right to validate block transactions
and develop smart contracts [31]. Private blockchain offers
privacy and efficiency of transactions. Consortium
blockchains are somewhat private and grant selected nodes
full access.

However, before using a blockchain, a peer-to-peer
network with all interested nodes must be created. All
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participating nodes are allocated a pair of private and public
keys used for transactions [20]. When a transaction is
performed by a node, it signs (using the private key) and
broadcasts the transaction to the nearest peer. This ensures
authentication as the transaction can only be signed by a user
with the exact private key. Integrity is also maintained as data
modification is easily detected on signed transactions.
Received transactions are verified by miners and validated
using consensus algorithms (such as proof-of-work, proof-of-
stake, etc.), then added to the chain [32].

The much-needed security services in any system
(confidentiality, privacy, integrity, availability and non-
repudiation) are provided by blockchain. As regard
confidentiality, this technology secures data (transaction
details, account and wallet balances, assets, price, and smart
contracts’ business logic) from unauthorized persons (third
parties) and can be achieved using encryption. Meanwhile,
privacy secures the identity of blockchain users (participants)
against disclosure and is actualized with the use of
pseudonyms (64-bit addresses). On the other hand, integrity
guarantees the immutability of transactions using
cryptographic mechanisms such as hash functions and digital
signature. Availability ensures that users of a certain system
can use it at any time as such service is always available for
legitimate users. Blockchain-based systems achieve this by
implementing multiple connections with several users and
ensuring that blocks are decentralized and replicated across
the network. Non-repudiation ensures that an individual
cannot deny any action performed in a system as evidence of
actions such as money transfer, purchase authorization and
sent messages are digitally signed. In blockchain, this security
service is achieved using the Elliptic Curve Digital Signature
(ECDSA). Blockchain implements mechanisms that ensure
stringent integrity and availability of data. However, ensuring
confidentiality has been difficult [20].

Despite all the advantages and uses of blockchain, this
technology still faces some challenges. Firstly, scalability is a
lingering problem owing to the proliferation of its usage and
the increase in the number of daily transactions [33]. The
block size in blockchain increases transaction latency
especially in small transactions as preference is given to
transactions with bigger transactional fees by miners. Thus,
implementing blockchain in 10T becomes difficult since 10T
applications deal with large sensor data that require high speed
processing. However, redesigning of blockchains and storage
optimization are proposed solutions to scalability issues in
blockchain [34].

Secondly, security has always been an issue in open
networks such as public blockchains and confidentiality which
is a key security element is low in distributed systems such as
this [20]. In addition, integrity which is an important function
of blockchain offered by its immutability feature has a number
of issues. Another strength of this technology is the
duplication of data blocks to all nodes ensuring availability of
data. Although this makes a single point of failure impossible,
it is theoretically proposed that a 51% attack is still possible
[20]. Privacy leakage is another weakness of blockchain as
details and balances of all public keys can be seen by
everyone in the network. This could lead to leakage of users’
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sensitive information when blockchain is employed in sensing
applications. Mixing and anonymous techniques have been
proposed as solutions to privacy leakage issues.
Unfortunately, [35, 36] showed that de-anonymization is
possible. Meanwhile, third-party is mostly needed with mixing
techniques which introduces bottlenecks. Lastly, blockchains
are faced with the issue of selfish mining, where a block is
vulnerable to cheating when a minimal hashing power is used.
In selfish mining, miners hoard mined blocks without
broadcasting them to the network and generate a private
branch which is broadcasted only when specific requirements
are satisfied. This allows selfish miners to continue mining the
private chain while honest miners waste their time and
resources.

The use of blockchain as an underlying technology in loT-
based applications has gained acceptance both in the academia
and industry. However, its practical use in mobile applications
(mobile blockchain) has not been fully explored. A major
reason being that, mining which requires high computational
resources cannot be performed on resource-constrained mobile
devices (such as smartphones) [21, 37]. In an effort to bridge
this gap, edge computing approach is employed [33]. This
integration allows mobile users to run the mobile blockchain
application with the aid of edge computing nodes; serving as
miners to mobile users and tagged by a service provider.
Using this approach, blockchains can be implemented in
mobile crowd sensing applications hence utilizing its full
potentials on sensor data.

Edge computing supports blockchain and blockchainless
Directed Acyclic Graph (DAG) applications [38] using one or
more high-end computers (cloudlets) acting like a cloud [20].
These cloudlets respond swiftly to compute-intensive tasks
requested by the node layer (bockchain node). Mobile
blockchain together with edge computing has been used to
improve social welfare [21]. Also, Xiong et al., Zhu et al. [37,
39] employed edge computing for mobile blockchain. These
works focus on improving services rendered by the edge
computing service providers such as enhancing pricing [40],
or placement of mobile edge applications. However, secure
data transmission between the mobile blockchain client
(smartphones) and the edge nodes (miners) using effective key
agreement and data encryption mechanisms have received
little attention. Motivated by this, we propose a framework
that secures sensor data transmitted between mobile and edge
nodes during sensing activities. Different from the approach
used in Conoscenti et al., Dorri et al., Zyskind and Nathan [18,
44, 49] where symmetric keys are transmitted with the
encrypted data which makes sensor data susceptible to attack,
we employ public key cryptography for key establishment
between blockchain nodes.

The following contributions are made in this paper:

e We present a key agreement protocol using public key
cryptography for secure key exchange between mobile
blockchain clients and edge nodes in an MCS scenario.

e We present a technique to secure sensor data
transmitted between mobile nodes and edge nodes
(miners) using symmetric data encryption.
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e We evaluate the proposed framework based on the
computational time of the ECDH key agreement
protocol and the execution time of the AES encryption
scheme.

In this paper, we use the word “client” interchangeably
with “mobile blockchain client”. The rest of this paper is
structured as follows: Section Il presents a review of related
works on blockchain-based security schemes for Internet of
Things as well as frameworks for mobile blockchain. In
Section 11, we present the methodology and implementation
of our proposed secure mobile blockchain framework for
MCS. Further discussion on the results of the implementation
of the proposed framework is presented in Section IV. We
conclude the paper in Section V.

Il. RELATED WORKS

Blockchain enhances the security of loT devices for
example in remote attestation which deals with the verification
of trustworthiness of underlying Trusted Computer Base
(TCB) [41]. Blockchain based systems do not depend on a
specific central server or cloud due to the vulnerabilities that
exist in traditional cloud-centered 10T architectures. For
instance, the cloud being a single point of failure (due to
attacks, maintenance and other software issues) [23, 42]. This
section presents some works that employ blockchain to
enhance security and privacy in loT-based applications.

A. Blockchain-based Security and Privacy Preservation
Schemes for loT

To solve the problem of identity certification in 10T, where
a provider in charge of authorizing entities can also block
them, Kravitz and Cooper [43] proposed the use of
permissioned blockchain for the management and security of
10T nodes. With the proposed system, asymmetric keys are
rotated thereby offering security against attacks. To protect
users’ privacy, a blockchain-based decentralized personal data
management system that maintains ownership of data by users
was proposed in Zyskind and Nathan [44]. The system
addresses privacy issues such as data ownership, data
transparency and auditability. Similarly, a privacy-aware
blockchain connected gateway was proposed for privacy
preferences management in Cha et al. [45]. The blockchain
gateway employs blockchain technology to ensure that user
preferences are not modified thereby improving user privacy
protection in legacy 10T devices. The owners of 10T devices,
the blockchain gateway administrators and the end users are
the three participants that can use the proposed blockchain
gateway. The authors employed the Ethereum blockchain
platform which allows the administrator to develop smart
contract for the device as well as manage privacy policies.

In an effort to secure Electronic Health Records (EHR),
Zitta et al. [46] employed smart contracts on an Ethereum
blockchain to develop intelligent EHR that are stored in
individual nodes. Garman et al. [47] proposed an anonymous
credential authentication scheme that does not require a
trusted credential issuer rather uses a public append-only
ledger (blockchain). Using this system, privacy of users is
preserved without the need for trusted third parties. Name
value mappings are offered using Namecoin (a system
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developed on Bitcoin’s Blockchain) for the storage of public
keys with the associated credential.

A blockchian-based two-factor authentication scheme was
proposed in  Wu et al [48]. With this scheme, security of
sensitive data is guaranteed through authentication and
authorization. Furthermore, the proposed scheme uses two
smart contracts: the device contract for the storage of device
profiles and the relationship contract for the storage of
associated device paring information. Authors evaluated the
performance of the scheme by measuring the memory and
CPU usage of individual nodes in the system. Privacy issues
experienced when third party mobile services were employed
were addressed in Zyskind and Nathan [44] using a
blockchain-based application. For the application to function
effectively, a set of permissions (location, list of contacts,
camera, etc.) needs to be granted when initially signing up to
any mobile application. Three entities including: mobile phone
users, service providers and the nodes maintaining the
blockchain make up the proposed decentralized system. Only
two types of transactions are permitted in the proposed
blockchain network; T,.ss fOr access control management and
Tea for data storage and retrieval. The identity and
corresponding permission of each user of a service is
transmitted to the blockchain in a Tas transaction.
Encryption is performed on data collected from the user’s
mobile phone and then stored off-chain while storing only the
hashes of the data in the private blockchian. Data in a Tyq.
transaction can be queried by the user and service.

Also, a blockchain-based smart home system was
proposed in Dorri et al. [18]. The system consists of three tiers
namely: smart home tier, overlay tier and the storage tier. The
smart home tier includes as it core components transactions,
home miner and the local storage. Confidentiality, integrity
and availability are offered in the smart home tier. The system
offers security against Distributed Denial of Service (DDOS)
and linking attacks. Furthermore, packet overhead, time
overhead and energy usage were metrics used to evaluate the
performance of the proposed system. The authors concluded
that encryption and hashing operations performed by the
miner on all transactions are non-trivial processes compared to
the encryption operation done by individual devices. The work
in Conoscenti et al [49] uses blockchain technology in place of
a centralized server for sensor data storage. Like
cryptocurrencies, sensor data in the proposed system are
managed by users via a distributed database. Also, symmetric
keys are used for encryption of data to ensure data
confidentiality. However, sending shared keys together with
generated data for verification of data contents by miners
undermines privacy and security.

To ensure privacy and confidentiality of shared data in
blockchain-based 10T, Rahulamathavan et al [50] proposed
the use of attribute-based encryption (ABE). Similar to the
work in [51], the authors also employed a hierarchical 10T
network method that dedicates a cluster head for certain set of
IoT sensors. The cluster head in this case has resources
enough to carry out data processing and encryption. Proposed
works in Conoscenti et al. [49], Dorri et al. [18], and Zyskind
and Nathan [44] all focused on the use of symmetric
encryption where shared keys are transmitted with encrypted
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data to participants. Unfortunately, an eavesdropper can
decrypt encrypted data using the captured keys when such
encryption  schemes are employed. However, a
countermeasure is the use of public key cryptography for key
agreement between participants.

B. Blockchain-based Access Control Schemes for loT

Controlling access to 10T resources can be achieved using
blockchain technology. For instance, a blockchain-based
scheme that controls access to medical records was proposed
in Xia et al. [52]. The scalable system grants legitimate users
access to Electronic Health Record (EHR), from a pool of
shared data, after performing identity and cryptographic key
verification using a permissioned blockchain. The proposed
system functions well in areas where conventional access
control approaches like firewalls, passwords and intrusion
detection systems fail. Similarly, in Ouaddah et al [53], access
to loT applications is controlled via a proposed FairAccess
system that hybridizes the Bitcoin blockchain and the
Ethereum smart contracts technology. The system provides
access control management in an loT-based environment.

To ensure end-to-end (E2E) security for 0T data in
motion, Vucini¢ et al. [54] proposed the Object Security
Architecture (OSCAR) for the 10T. The important issues with
the Datagram Transport Layer Security (DTLS) protocol were
addressed in the proposed architecture by securing the payload
at the application layer using blockchain. Using this model,
resource servers can either store their resources locally or on a
proxy server after encrypting and signing them. On the other
hand, Alphand et al. [55] proposed an End-to-End scheme that
ensures authorized access to 10T resources by hybridizing
OSCAR [54] and ACE (Authentication and Authorization for
Constrained  Environments) frameworks. The authors
employed a trustless authorization blockchain in place of the
single trusted authorization server in the ACE framework.
This enhances the ACE authorization model as resource
access control becomes secure, and flexible.

Another blockchain-based architecture for access control
of 10T devices was proposed in Pinno et al. [56]. The authors
claim that the proposed architecture which is decentralized
and transparent, solves the FairAccess problem associated
with traditional architectures and can be integrated with
several 10T access control models. To ensure distributed and
trustworthy access control for 10T, Zhang et al. [57] employed
smart contract-based blockchain technology that consists of
several access control contracts (ACCs), a single judge
contract (JC) and one register contract (RC). In the proposed
framework, managing data records is the main goal of the
smart contracts.

C. Mobile Edge Node Blockchain

Recently, blockchain has been implemented in mobile
applications using the edge computing concept [21]. Some
Android applications such as Easy Miner [58], LTC and
Scrypt Miner PRO [59] have been developed for performing
mining operations on mobile devices. However, they currently
lack full implementation. On the other hand, a novel mobile-
commerce application called MobiChain which employs
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blockchain technology for secure transactions was presented
in  Suankaewmanee et al. [32]. The authors developed a
Mobile Blockchain Application Programming Interface
(MBAPI) for effective mining operations on mobile devices.
Computation time, energy consumption, and memory
utilization were metrics used to evaluate the performance of
the proposed module.

Edge computing for mobile blockchain was introduced in
[40]. In the presented prototype, loT or mobile devices
(Android devices) carry out mining on an edge computing
server. The nodes (using Ethereum) serve as miners that install
mobile client applications. Internal sensors such as
accelerometer and GPS are used to record data (transactions)
of mobile peer-to-peer communication by the application. In
Jiao et al. [21], the authors also employed edge computing
services for mobile blockchain applications and proposed an
auction-based market model which comprises of the
blockchain owner, edge computing service provider (ESP) and
miners. The proposed model enhances social welfare and
simulation results show the efficiency of the proposed model
in solving the social welfare maximization problem.

Edge computing has made it possible for mobile
blockchain to reach its full potentials, as edge nodes (miners)
supported with edge computing service provider (ESP) can
solve the PoW puzzle offloaded by the mobile blockchain
client. The edge computing concept makes it practical to
employ blockchain in mobile crowd sensing applications that
deal with large chunks of sensor data from numerous sensing
devices. However, the security of sensed data offloaded to
edge nodes from blockchain clients remains a major
challenge, which this paper aims to solve.

I1l. METHODOLOGY

There are four phases in the proposed Mobile Blockchain
Security Framework (MBCSF) as shown in Fig. 1. In what
follows, we provide details of each phase.

A. Key Agreement

This is the first phase of the framework where a variant of
Elliptic Curve cryptography (i.e. EDCH) algorithm is
employed for key establishment between the blockchain client
(smartphone) and miners. First, we provide a brief description
of the Elliptic Curve Cryptography (ECC) and its Elliptic
Curve Diffie Hellman (ECDH) variant.

Key
Agreement

Off-chain
Storage

Sensor Data
Encryption

Fig. 1. The Proposed Mobile Blockchain Security Framework (MBCSF).
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1) Elliptic Curve Cryptography (ECC): Elliptic Curve
Cryptography (ECC) is one of the public key cryptography
(PKC) primitives, which is based on discrete logarithm (DL)
[60]. Its popularity stems from its small key size and low
computational overhead, which justifies why it is appropriate
for mobile devices and delay-sensitive applications such as
mobile crowd sensing. For instance, a 160 bit key in ECC
provides equivalent security as a 1024 bit key in RSA [61].
ECC’s mathematical operations are defined over the elliptic
curve as shown in (1):

y?=x3+ax+bmodp 1)

where 4a® +27b?#0 mod p. Each generated value of ‘@’
and ‘b’ produces a unique elliptic curve. All points (X, y)
which satisfy the equation above and a point at infinity lies on
the elliptic curve [61]. The private key is a randomly
generated number while the public key is a point on the
elliptic curve. The multiplication of the private key with the
primitive element (generator) P generates the public key. The
primitive element P, the curve parameters ‘a’and ‘b’ make up
the domain parameter of ECC [62].

2) Elliptic Curve Diffie Hellman (ECDH): ECDH is a key
agreement protocol that allows two communicating entities
establish a shared secret key. This ensures exchange of public
information between both parties (using parameters). The
available public data and their respective private data are used
to compute the shared secret. This ensures that an attacker
(such as an eavesdropper) without knowledge of the private
keys of each party, cannot compute the shared secret from the
available public information. Using ECDH, a shared secret
between two communicating parties (A and B) can only be
generated after both parties agree on Elliptic Curve domain
parameters. With this in mind, we integrate ECDH algorithm
in our proposed framework. The major aim of our proposed
framework is to eliminate the key distribution problem
between the blockchain client and edge node. Descriptions of
mathematical notations used in this paper are presented in
Table I.

TABLE I. MATHEMATICAL NOTATIONS
Notations Description
A Blockchain client (smartphone)
B Blockchain miner
Sa Public key of the blockchain client
Sg Public key of the blockchain miner
Ta Private key of the blockchain client
Ts Private key of the blockchain miner
P Primitive element
E Elliptic Curve
X, Y Elliptic curve coordinates
Kag Shared secret key
Py Plaintext sensor data
C Ciphertext
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To securely establish keys, both the blockchain client and
edge node (miner) must generate their private keys as shown
in (2) and (3) from agreed domain parameters (E, P) using a
96-bits key generator.

TA = Kpr,A = {2,3:#E}S (2)
TB = Kpr,B € {213!#E} (3)

Thereafter, the blockchain client computes (4) as its public
key:

Sa=Kpa=Sa.P )

and sends Sy, E, P (public key, and domain parameters) to
the miner.

The miner on the other hand, computes (5) as its public
key:

SB = KprA = SB-P (5)

and sends Sg, E, P to the blockchain client. Both S, and Sg
are points on the elliptic curve and are computed using the
point multiplication. With S, and Sg, both the blockchain
client and the miner compute (6) and (7) as joint secret:

Kag=TaSe = (Xae-Yas) (6)
Kag = T SA= (Xag.Y as) (7

Fig. 2 illustrates the key agreement process between the
blockchain client and the miner node.
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Fig. 2. Key Agreement Process in Proposed MBCSF using Elliptic Curve
Diffie-Hellman.

B. Sensor Data Encryption

Encryption of sensor data only happens after a shared
secret is established between the blockchain client and edge
(miner) node. Encrypting large chunks of data such as those
obtained from mobile sensors (blockchain client) with public
key cryptography can be non-trivial even with ECC. Thus, a
symmetric primitive such as AES is preferred as it requires
lesser computations compared to ECC and RSA. To this
effect, we employed AES with a 128 key bit length for
encryption of sensor data in our proposed framework.
Nevertheless, the shared secret K5 from the key agreement
phase is used to derive a session key which serves as the AES
encryption key. Since only 128 key bit length can be used with
AES, the last 32 bits of the 160 bit key of ECDH were
dropped; using only the first 128 bits. Using this key, the
blockchain client (smartphone) performs encryption on data
from GPS, accelerometer and gyroscope sensors as shown in
Fig. 3.
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Fig. 3. Encryption and Decryption of Sensor Data in Proposed MBCSF
using Advanced Encryption Standard.

Encrypted data are queued in a pool of unprocessed data
awaiting validation by miners. Miners with the joint secret can
derive the session key which is used to decrypt sensor data
and commence the mining process. The algorithm for the
encryption process is presented in Table I1.

TABLE Il ALGORITHM TO ENCRYPT SENSOR DATA ON BLOCKCHAIN

CLIENT (SMARTPHONE)

Algorithm 1: Encrypt Sensor data using AES-CBC

Input: Sensor data from blockchain client

Initialize IV

CT1 U EncKas(PT1)D IV
CTn 0 DE}’ZCKAB(PT")® CTn_1
Repeat for all n

forn>2

e =

Output: Encrypted sensor data to miner node

C. Mining

Mining and blockchain updates are performed at this stage
of the framework. Integrity and validity in blockchains are
ensured using the compute-intensive process referred to as
mining [40]. To add a new block of data to existing
blockchain, a miner has to solve a proof of work (PoW) to get
a hash value that links the preceding block to the current
block. On completion of the PoW, a broadcast of the result is
made to other miners in the network for validation. The new
block is then appended to the blockchain only when a
consensus is reached by majority of the miners. Thereafter, a
reward is given to the miner who successfully solved the
PoW. The entire mining process (PoW) requires
computational power which makes it difficult for resource-
constrained devices such as smartphones to either take part in
the mining or consensus process. Based on this fact, we
adopted the Mobile Edge Computing (MEC) architecture [63]
in our framework, which enables the deployment of local data
centers and servers by an edge computing service provider
(ESP) at the “edge” of mobile networks. The ESP in our
framework supports offloading of proof-of-work puzzle by
blockchain clients (smartphones) using the uniform pricing
scheme. It also handles data storage and request distribution
from several end users.

From the previous stage where data were encrypted and
offloaded to the edge node, the miner willing to solve the PoW
first decrypts the sensor data using the derived session key
from the shared secret computed in (6). On successful mining
and validation of sensor data, the hash value of the data block
is stored in the blockchain while the sensor data is encrypted
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again by the miner and sent to the off-chain storage.
Furthermore, we ensured that each hashed value points to the
respective encrypted data in the off-chain storage. Indeed, the
approach is preferred since large amount of sensor data from
mobile crowd sensing users cannot be stored in the
blockchain. More so, MCS stakeholders might need to reuse
certain sensor data for decision making purposes.

With this framework, transaction details (sensor readings)
in smart contracts are not transmitted in plaintext and this
secures sensitive information from eavesdroppers. Also, the
proposed framework ensures that sensor readings (transaction
details) cannot be gathered or analysed with “off-chain”
metadata to disclose any information about participants. This
therefore maintains the confidentiality of sensitive information
such as location details of users.

D. Off-Chain Storage

The data storage stores encrypted sensor data containing
location information of MCS users. These data can be queried
by users when sensing information need to be shared among
sensing participants and blockchain members. We integrated
cloud storage to achieve larger storage space while
maintaining access control mechanisms on stored data. The
proposed framework provides a cloud storage option where
users’ profile and environmental data from peers such as
servers, smartphone sensors can be stored.

The proposed framework was implemented both on the
blockchain client and the edge node (miner). For the
blockchain client, we used a Samsung Galaxy S4 (GT19500)
smartphone running Android version 5.0.1. Table Il
summarizes hardware and software features of the mobile and
miner node used in our experiment. Android studio was used
for implementation of the mobile blockchain client. The
application gathers data from GPS, accelerometer and
gyroscope sensors. On the client-side, we implemented the
ECDH from the Spongy castle library using the JCE (Java
Cryptography Extension).

We initialized the KeyAgreement class with the blockchain
client’s (smartphone) private key and the public key of the
miner and then obtained the shared secret bytes by calling the
generateSecret() function. The standard EC curve was used in
our implementation. The generated keys are stored externally,
and the key exchange performed successfully. With the secret
key, sensor data offloaded for mining was encrypted using
AES-CBC mode.

TABLE IlI. IMPLEMENTATION ENVIRONMENT FOR BLOCKCHAIN CLIENT

AND EDGE NODE

Android 5.0.1

Samsung Galaxy S4 (client) | 2CB RAM, 16/32 GB storage

Quad-core 2.3 GHz Krait 400 CPU, Adreno
330 GPU

Ubuntu 16.04 LTS

Intel Xeon E5-2650 32 B DDR4 RAM, 1 TB Storage

8 CPU cores, 16 threads
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For the edge computing server, we employed the Intel
Xeon E5-2650V4. The edge computing server is connected to
the mobile device via a gateway (network hub). Ethereum
smart contract was implemented using the solidity scripting
language in a private blockchain network. We used the
web3.js [64] (the official Ethereum Javascript API) for the
object side to communicate with the matching geth client
through HTTP connections. ECDH, ECDSA and AES
algorithms run on the miner node as well. The shared secret
generated at the point of connection with the mobile node is
used for the decryption of transaction (sensor data) before
mining is performed. This key is also used to encrypt sensor
data after block validation by other miners.

IV. RESULTS AND DISCUSSION

Architecturally, the proposed framework consists of three
layers: the user layer, the management layer and the storage
layer as shown in Fig. 4. Smart devices (such as smartphones
and tablets) carried by users are classified under the user layer.
Forming a peer-to-peer network, smart devices (referred to as
blockchain clients) are connected to the blockchain via the
Ethereum smart contract. In this layer, sensor data are
acquired from users and the environment. The management
layer on the other hand offers data distribution and
decentralization to other layers in the framework. Edge node
computing and security are some of the services offered in this
layer.

The storage layer serves as an off-chain storage for
validated (mined) sensor data. The off-chain solution is
chosen in our framework to avoid challenges that exist with
storing large amount of data in the blockchain, especially
when dealing sensor data from numerous devices in MCS
[65].
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Fig. 4. Architecture of Proposed Mobile Blockchain-based Security
Framework (MBCSF).
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Blockchain technology has played a major role in the
success of cryptocurrency. Recently, blockchains together
with smart contracts has been implemented in other areas such
as loT, supply chain, healthcare, mobile crowd sensing, etc.
However, its adoption in mobile crowd sensing is still in its
early stage. Immutability, auditability, transparency and
anonymity are some of the characteristics of blockchain.
These features make it possible for blockchain technology to
ensure security services such as data integrity, availability,
non-repudiation and confidentiality. In reality, confidentiality
in blockchain is only provided via anonymity, where
addresses are used for transactions.

Applying blockchain in mobile crowd sensing applications
implements the mobile blockchain concept where mobile
users perform sensing activities, mining and block validation
pervasively. However, since mining and block validation are
non-trivial activities, we implemented our framework using
edge computing. Mobile crowd sensing users can gather
sensor data from their smartphones (mobile nodes) and offload
encrypted data to the edge node. The edge node (miner) uses
the shared secret computed using ECDH to decrypt sensor
data and perform PoW. Data confidentiality is ensured as only
the miners with the shared secret can decrypt encrypted data.
Meanwhile, edge computing service providers cannot decrypt
transactions which maintains security at the edge computing
sub layer. Encryption using symmetric keys as employed in
Conoscenti et al.; Dorri et al.; Zyskind and Nathan [18, 44, 49]
does not guarantee effective data confidentiality, since keys
are transmitted together with sensor data. An eavesdropper
who listens to traffic between communicating parties can
successfully capture encryption keys hence decrypt data meant
for either party. Consequently, sensitive information of users
are disclosed with the success of such an attack.

The need for an effective key agreement and distribution
mechanism cannot be overemphasized especially when mobile
blockchain is adopted for crowd sensing applications. Owing
to the fact that mobile crowd sensing applications such as
smart city applications gather sensitive information of users
e.g. location data from GPS sensor, the robust key agreement
protocol employed in the proposed framework ensures that the
shared secret between communicating parties cannot be brute-
forced by an attacker.

One major function of the proposed framework is the
generation and distribution of secret keys between client and
miner nodes in the blockchain. This process is implemented in
the key agreement phase of the framework. Using the Elliptic
Curve Diffie-Hellman algorithm, the framework ensures that
only communicating nodes in the blockchain at any given time
can compute the joint secret (session key) from their
respective private keys. Sensor data are then encrypted using
the computed keys. Employing encryption keys from a secure
shared secret enhances the security of sensor data. Even when
communication between the blockchain client and edge node
is performed through a wireless channel which is susceptible
to attacks, the proposed framework secures sensor data in
mobile blockchain from attacks such as information disclosure
and false data injection.
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A. Security Analysis and Performance Evaluation

A proof of correctness of the key agreement algorithm
(ECDH) adopted in the framework is given as follows:

The blockchain client computes its private key as (8),
which is derived from (6):

Ta.Se=Sa(TeP) (8)

At the same time, the miner node computes its (9) which is
the private key obtained from (7):

Ts.Sa=Sp(TaP) 9)

As a result of this, both the blockchain client and the miner
node compute similar keys represented in (10):

Kag=Tg.Sa (10)

The private keys of the blockchain client and the miner
node T, and Tg respectively are large integers used to generate
their associated public keys S, and Sg. Resultantly, only the
two communicating parties with the matching private keys can
compute the shared secret, hence the session key. That way, a
secure key is established between blockchain nodes even
when an unsecure channel is used. Consequently, when the
encryption key is derived from the shared secret, sensor data
are protected against information leakage. The proposed
framework offers the following security services:

1) Confidentiality: Symmetric encryption of sensor data
from blockchain clients (smartphones) to edge (miners) nodes
guarantees data confidentiality in the proposed framework.
Sensitive information of users are protected from
eavesdroppers as only ciphertext messages are transmitted
between nodes.

2) Integrity: This is a fundamental security service
provided by blockchain technology as they are designed to
store immutable information. In our proposed framework,
hashes of sensor data are stored in the blockchain, making it
difficult to modify any data content that have been validated
and added to the chain.

3) Non-repudiation: Using the Ethereum smart contract,
all transactions are digitally signed using the ECDSA
algorithm. The proposed framework in this paper ensures that
sensor data are signed by the sending device.

To evaluate the performance of the proposed framework,
we calculated the computational cost using a Java program to
obtain the running time in milliseconds (ms) of the key
agreement component of the framework. Table IV and Fig. 5
shows that, key pairing between the blockchain client
(smartphone) and the miner node takes longer time than other
key agreement processes.

Also, we evaluated the execution time of the AES
algorithm on both blockchain client and (edge) miner node.
From the presented results in Fig. 6, encryption of sensor data
is faster on the edge node when compared to blockchain client
(smartphone). The high computing power of the edge node
justifies this result.

Vol. 10, No. 3, 2019

TABLE IV.  COMPUTATIONAL COST OF SECURITY COMPONENTS IN THE
PROPOSED (MBCSF)
Security Component Computational cost

Private key generator (96 bits) 0.5ms
ECDH pairing (160 bits) 95ms
Secret key generation (160bits) 0.9ms
EC point multiplication (160 bits) 1ms

EC point addition (160 bits) 0.8ms

g
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Fig. 5. Computational Cost of Security Components in the Proposed
MBCSF.

Fig. 6. Encryption Process in Blockchain Client and Miner Node.

V. CONCLUSION

In this paper, a security framework for mobile blockchain
was presented. The framework designed for mobile crowd
sensing applications consists of five steps (key agreement,
sensor data encryption, mining and off-chain storage). With
the framework, key agreement is achieved between mobile
blockchain clients (smartphones) and edge (miner) nodes.
Using ECDH as the key agreement algorithm, both
communicating parties (blockchain client and miner node)
employ public key cryptography for key generation. Adopting
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elliptic curve cryptography enables the use of smaller key
sizes to obtain maximum security level using a shared secret.
The shared secret was used to derive the session key for the
encryption of sensor data. Encrypted data in the proposed
framework is secure as an attacker cannot obtain the private
keys of the communicating parties.
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Abstract—The process of assigning a quantitative value to a
piece of text expressing a mood or effect is called Sentiment
analysis. Comparison of several machine learning, feature
extraction approaches, and parameter optimization was done to
achieve the best accuracy. This paper proposes an approach to
extracting comparison value of sentiment review using three
features extraction: Word2vec, Doc2vec, Terms Frequency-
Inverse Document Frequency (TF-IDF) with machine learning
classification algorithms, such as Support Vector Machine
(SVM), Naive Bayes and Decision Tree. Grid search algorithm is
used to optimize the feature extraction and classifier parameter.
The performance of these classification algorithms is evaluated
based on accuracy. The approach that is used in this research
succeeded to increase the classification accuracy for all feature
extractions and classifiers using grid search hyperparameter
optimization on varied pre-processed data.

Keywords—Sentiment analysis; word2vec; TF-IDF (terms
frequency-inverse document frequency); Doc2vec; grid search

I.  INTRODUCTION

Google Play is an online service that developed and
operated by Google. This is an official app store for Android-
based mobile phone. The entire google play service can be
accessed through the Play Store app. Google Play sells
Android apps, games, movies, and even e-books. Google play
store apps data chosen because have enormous potential to
drive app-making business to success. This research focused
on apps review.

In recent years, the opinions of friends, domain experts are
our consideration for decision making in our life. For
example, which app is best to download, games to play, or e-
book to read. Sentiment analysis or opinion mining plays an
important role in this process [1]. The sentiment (expressions)
states in natural language form.

With the increasing development in e-commerce, the
needed to extract valuable information from consumer
comment also increasing. It is important for the organization
(Google Play developer company) to automatically identify
each customer review whether it is positive, negative, or
neutral [2]. The product comments contain a wealth of
information about product evaluation from customers [3].
With the main form of information from the internet is text
[4], text processing is needed the most. Text processing is
needed for extracting the value of sentiment review.

Text classification research started from design the best
feature extraction method to choose the best classifiers.
Almost all techniques of text classification based on words
[5]. For sentiment classification, this paper uses a machine
learning based method because it has been widely adopted due
to their excellent performance.

Word2vec, Doc2vec, and Terms Frequency-Inverse
Document Frequency (TF-IDF) feature extractions that used
in this research were implemented by python algorithm using
the Sklearn library (TF-IDF) and the Gensim library
(Word2vec & Doc2vec). Word2vec is a new open source
feature extraction method based on deep learning [3].
Word2vec can learn the word vector representation and
calculate the cosine distance in the high dimensional vector
space. This research used word2vec because this approach can
find the semantic relationships between words in the
document.

TF-IDF is very important in this research. Balancing the
weight between the less commonly used words and most
frequent or general words is one of the capabilities of TF-IDF
feature extraction. TF-IDF can calculate the frequency of each
token in the review. This frequency shows the importance of a
token to a document in the corpus [6].

To extend the learning of embeddings from word to word
sequences, this research uses a Doc2vec as a simple extension
to Word2vec. Many types of texts used this feature. They are
word n-gram, sentence, paragraphs or document [7]. Refer to
the embedding of the word sequence; we used the term
document embedding that supported by Doc2vec.

The classification method was done with 3 classifier NB
(Naive Bayes), SVM (Support Vector Machine), and DT
(Decision Tree). SVM can be used to create the highest
accuracy results in text classification problems [1]. The NB
has high accuracy than other followed by the DT classifier.

This research dedicated to select the best feature extraction
and choosing the best model for multiclass classification by
comparing the TF-IDF, Word2vec, Doc2vec feature extraction
and increase the accuracy using hyperparameter optimization.
Hyperparameter optimization used to search the best
parameter that produces the best classification accuracy. To
selects, a point in space (in linear or log space)
hyperparameter space using grid search is suitable in this case.
Hyperparameter tuning is well-suited to use in some
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derivative-free optimization, it is reflecting characteristic grid
search to solve this problem [8].

This paper consisted of several parts of the section, there
are: Section Il to gives literature review, Section 111 describes
the methodology of some techniques used in the research,
Section IV describes result and analysis in this research, and
Section V will conclude the paper.

Il. RELATED WORK

To know what is the mood or effect from text expressing,
it can use sentiment analysis with assigning a quantitative
value (positive, negative, and neutral). Previous research has
shown that sentiment analysis has a good accuracy, such as,
Twitter [2], application reviews [9], documents [10], texts [3],
[4], [11], newsgroup [12], and news article [13], IMDB [14].
The Google Play review dataset from Kaggle was used in this
research. Kaggle is an online web service that provides a
series of a dataset that can be used to research. Data has
filtered for noise and null review user’s data also contain the
sentiment for each review.

Sentiment analysis is a good candidate for analyzing
sentiments in text classification. Using machine learning, the
classification of documents was done. This machine learning
automatically classifies the document into categories that have
been labeled before. It can see as a supervised learning task

Vol. 10, No. 3, 2019

because of the objective [12].

In Table I, there is attached some research about sentiment
analysis from Google Scholar. This literature search using
some keywords such as “Sentiment Analysis using Word2vec
and TF-IDF”, “Sentiment Analysis Google Play Review”,
“Sentiment Analysis using Doc2vec”.

Based on the literature review, most of the research is
focused on getting better accuracy. The method was designed
according to the characteristics of the text. To represent the
rank among the best approach in retrieving documents and
labeling document, TF-IDF was used, Word2vec to obtain
more accurate word vector, Doc2vec is one of the easiest ways
is using an average of all words in the document to represent
the feature of this document [18].

SVM, NB, and DT classifier were used in this paper for
text classifier. In the classification process, many
classification methods and machine learning techniques have
been used. Using machine learning can increase accuracy by
using optimization algorithm, i.e. hyperparameter optimization
using a grid search. By adding a hyperparameter optimization,
will get a better result with to determine hyperparameter
efficiency in choosing parameter [19]. The methods have been
used by [12] and [4] both methods produce a high level of
accuracy with more than 80%. Then using this method will get

a high accuracy [16].

TABLE I. LITERATURE REVIEW
Author Dataset Method Result
J. H. Lau and T. Baldwin [7] Document Doc2vec Better accuracy
. . Latent Semantic Analysis
R. Ju, P. Zhou, C. H. Li, and L. Liu [15] Newsgroup + Word2vec Better accuracy
D. Zhang, H. Xu, Z. Su, and Y. Xu [3] Text (Chinese comments) | Word2vec and SVM-perf Excellence accuracy
J. Lilleberg, Y. Zhu, and Y. Zhang [12] Newsgroup Word2vec, Terms Frequency- Word2vec is the best solution
Inverse Document Frequency
D. Rahmawati and M. L. Khodra [13] Article Word2vec Better accuracy
S. K. R. Abinash Tripathy, Ankit Agrawal [14] | IMDb Naive Bayes, Max Entropy, Get better accuracy
SVM, SGD
Long Short Term Memory
P. Vateekul and T. Koomsubha [2] Twitter and Dynamic Convolutional Better than Naive Bayes and SVM
Neural Network
W. Zhu, W. Zhang, G.-Z. Li, C. He, and L. Word2vec and Terms Better than Latent Semantic Analysis
Zhang [16] Text Frequency-Inverse Document and Doc2vec
Frequency
Y. Xi. Jin Gao, Yahao He, Xiaoyan Zhang [4] Text Word2vec, Terms Frequency- Comparison
Inverse Document Frequency
. Contextual Specificity Contextual Specificity Similarity good in long
S. Fujita [17] Newspaper Similarity, K-Nearest text
L. Lin, X. Linlong, J. Wenzhen, Z. Hong, and CD_STR, TF-IDF weighted .
. Text Comparison
Y. Guocai [11] vector space model
. . . Doc2vec, Support Vector Support Vector Machine, Logreg show a
Q. Shuai, Y. Huang, L. Jin, and L. Pang [18] Review Machine. LogReg better result
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I1l. METHODOLOGY

In the classification task using machine learning, the main
important thing is the feature selection [18]. This research
using 10.000 data of Google Apps from Kaggle. The reviews
are divided into three class categories: positive, neutral and
negative. The data then divided into train and test data with
80% of train data. The research methodology can be
represented in Fig. 1.

A. Dataset

In this paper, dataset consisted of user reviews from
Google Play complete with the sentiment analysis (Positive,
Neutral, and Negative) for each review. Google Play stores
allow wusers to write reviews about the downloaded
applications. The data set contains 64,294 reviews, consists of
the name application, review, sentiment, sentiment popularity,
and sentiment subjectivity. This research used 10.000 reviews,
it is consists of name applications, sentiments, and reviews
because wanted to evaluate our approach against reviews
containing diverse vocabularies, and sentiment as parameter
classification. From the original, data are filtered by removing
noise and null data using python NLTK library. Moreover,
words that typo also deleted and modified the spelling of
words using class Spelling Replacer.

!

Filtering and
Pre-processing

v

Train and Test
data split Review

!

Train data —> Train Feature <
Extraction Model

Result Before |4
Optimization

Classification

|

Hyperparameter
Optimization

I

Result After
Optimization

Test data

Fig. 1. Experiment Process.
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B. Filtering
Preprocessed reviews were done by these techniques

1) Stopword removal: To eliminate term that is very
common in the English language, we delete the stopwords
(e.g., “such”, “was”, “any”, “then”, etc). By using library
NLTK corpus, the words we added to the stopwords list are
m ” and “ ‘s 7, also deleted the stopwords list are “y”, “0”,
“s”, “i”, “d”. We remove punctuation at the end of the
sentence (in the end the alphabet (upper & lower letters) or
punctuation (@#3$%"&*()-_=+~I"{[}1|\:;"<,>.2/).

2) Spelling replace: We use spell method from the
autocorrect library to checking out all of the words. This
library is able to correct the words which are not in
accordance with the English word dictionary. For example, the
word before corrected is “lke” and after corrected will be
“like”.

3) Noise & null removal: We remove a column if the data
has an empty row from name application, review, and
sentiment. Moreover, we used enchant from the NLTK library
to delete the typo word. By using enchant, it will be checked
one by one word. When checking the words, there is no word
in the English dictionary, the word will be deleted.

3

For example, this is an example processed data from
Kaggle “A big thanks ds I got bst gd health”, by using a
stopwords removal, noise character removal, and remove
punctuation, the result is “big thanks ds got bst gd health” with
remove “A” and “T”.

We tried to correct the words and the result is “big thanks
ds i got BST gd health”. In this case, “bst” fixed by English
word dictionary become “BST” (British Summer Time)
because “BST” is in the English dictionary. The final step is to
delete the typo words using enchant, the result is “big thanks i
got health”. In enchant some words removed because there are
not in the English dictionary.

C. Feature Extraction

For feature extracting the user’s review, the method
provided by the NLTK toolkit was used.

1) Word2vec: Two main learning algorithm for Word2vec
are skip-gram and bag-of-words. Bag-of-words will predict
the word based on the content and the order of the words in
history does not influence the projection. However, skip-gram
will predict the surrounding words given the current word.
The bag of words used a distributed representation of the
context that different bag of words with skip gram. It is
important to state that the weight matrix between the
projection layer and input was shared for all the words
positions. This paper used a modified Word2vec to calculate
the document vector. For each word in the document will
calculate the vector of a word and calculate the average of the
document vector. This research used 300 dimensions for the
word vector dimension size. The 300 vectors have calculated
the mean for the number of words in the review.
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. R(d) = 2 w2v(t) where t € d;
2. w_R(d) = X w;, w2v(t) where w; = tf-idf weight of t
3. C(d;) = concatenate(tf-idf{di), w_R(d;))

Fig. 2. Step Word2vec.

Utilization of word2vec and TF-IDF for feature
classification is the same as [12]. In Fig. 2, d; represents the
document, the vector representation from Word2vec denoted
as w2v(t), and t represents the term that exists in the
document. The following step was done for each document.
The first step is using Word2vec to summing the vector
representation of a document, the second step is to calculate
the TF-IDF value and the value applied in Word2vec, the last
step is merging value of the TF-IDF and Word2vec which is
weighted by TF-IDF from the second step [13].

2) TF-IDF: TF-IDF was used to specify the most common
and used word in a corpus. TF-IDF used the word frequency
to specify it. TF-IDF calculate the inverse proportion of the
document to which the word appears in. More high the value
of the TF-IDF, the more connection a word had for each other
and the frequency of occurrence is also high. TF-IDF
approach can be expressed as the equation below:

_ __Ibi
Wea = tft,d' log |{dreD|tedr}|r .

where tf, 4 is a term frequency of term ¢ in document d,

ID| . .
09 ‘Grprean is inverse document frequency. |D| is the

total number of documents in the documents set, {t € d'} is
the number of documents containing the term ¢t. When a word
that repeatedly comes up is considered important words in the
TF-IDF. As a result, the term TF-IDF is used to calculate the
TF-IDF weights at the same time [10].

3) Doc2vec: For learning document embeddings, Doc2vec
can be used as an extension to Word2vec. Dbow (Distributed
Bag of Words version of Paragraph Vector) and dmpv
(Distributed Memory version of Paragraph Vector) are two
approaches of Doc2vec. Dbow and skip-gram works in the
same way. The input in both approaches was replaced by a
special token that represents the document. The words order in
the document is ignored in this architecture. Dmpv has
similarities with chow. In the process, dmpv require an
additional token document in addition to the word yet at this
not conclude cbow but incorporating. The objective is again to
predict a context word given the concatenated document and
word vectors.

Fig. 3 shows two architectures from [18], the first
is DMPV, and it will add a paragraph id to be trained with
word vectors. This paragraph id contains information that is
missing from the current word.

Fig. 4 shows ways to input into the DBOW model is a
paragraph id, predicting randomly sampled words in this
document [18].

Vol. 10, No. 3, 2019

E
T

Classifier

Average/Concatenate [D]jj]
7 N T~
(LTI OOy COrrIr) O
Paragraph Matrix ‘ D w w w
Paragraph id the cat sat
Fig. 3. DMPV
Classifier the cat sat on
NENERD
Paragraph Matrix D
Paragraph
id
Fig.4. DBOW

D. Classification

Using TF-IDF, Word2vec, and Doc2vec feature extraction,
our initial approach was a summation of vectors in a particular
document and then using linear Support Vector Machine
(SVM), Naive Bayes, and Decision Tree to help classify them.
It was implemented using the Sklearn library.

1) Support vector machine: Support Vector Machine
(SVM) as a classifier is fully determined by a relatively small
subset of the training instances, it is suitable for discrete data
[18]. LinearSVC was used in this research as it is similar to
SVM but with a kernel ‘linear’ parameter and implemented in
terms of liblinear rather than libsvm. To analyze the complete
vectorized data and the key idea behind the training of model
that also known as SVM and to refine hyperplane. Equation
represented by w was used [6].

Dual optimization problem gives the value for a;’s. ¢; (1,-
1) be the class (positive, negative, neutral) for a document dj
All the dj such that a; is greater than zero are termed as
support vectors as they are the only document vectors which
are contributing to w.

2) Naive bayes: This research using a Naive Bayes as a
classifier. Bayes Theorem is the based properties of Naive
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Bayes algorithm. This classifier works with assuming that
each of every feature was standing as an independent
individual. Though, this algorithm requires a small amount of
data training that used for calculating the parameter for
prediction and represented by P(c|d).

P(d | c)*P(c)
e ®

For a given textual review ‘d” and for a class ‘¢’ (positive,
negative, neutral).

P(c|d) =

3) Decision Tree: Decision tree works with the three main
components. The edges, internal nodes, and leaf nodes. Each
of these components represents an item in text classification.
The edges, internal nodes, and leaf nodes represent the test for
feature weights, the feature, and categories resulted from the
test. When the final node or the leaf nodes was reached, this
represents the final category for the document. Decision tree
had been used in many application in speech and language
processing [1].

Classifier performance results will be generated as a
confusion matrix. This matrix shows predictions of positive,
negative, neutral predicted reviews. The number of correctly
predicted negative reviews are called with True Negative, The
False Negative Predicted Neutral is a false prediction that
supposed to be a Negative but predicted as Neutral. False
Negative Predicted Positive is a false prediction that a
negative falsely predicted as positive. The False Neutral
Predicted Negative and False Neutral Predicted Positive are
the false prediction that supposed to be Neutral, but predicted
as Negative and Positive. Last, The False Positive Predicted
and False Positive Predicted Neutral is a false prediction that
supposed to be positive but predicted as Negative and Neutral.
The paragraph can be represented in Table 11

E. Parameter Optimization

Improvement or additional optimization is needed in the
search strategy to get better performance when testing each
new machine. This optimization still needed even though
when the first run on a new machine gives a reasonable
performance [20]. Hyperparameter optimization has strategies,
they are grid search and manual search. Using this grid search
will increase accurate by doing the checking of the parameters
that are in the servant list, it will compare for the best
accuracy. In this implementation, the results are not
everything improves accuracy, there is some accuracy down.

TABLE II. CONFUSION MATRIX FOR CLASSIFIER

Correct Labels

Negative Neutral Positive

False Negative False Negative

Negative True Negative Predicted Neutral Predicted Positive
False Neutral False Neutral

Neutral Predicted Negative True Neutral Predicted Positive

Positive False Positive False Positive True Positive

Predicted Neutral

Predicted Negative

Vol. 10, No. 3, 2019

Most widely used strategies for hyperparameter
optimization are grid search and manual search [21]. Only one
Hyperparameter that grid search can handle and the
hyperparameter names and values have to be specified by the
user [22].

The parameters used in this research are defined for the
feature extraction parameters TF-IDF and BernoulliNB
Classifier. feature extraction used a hyperparameter such as
use_idf, and ngram_range for the vectorizer. For the classifier,
this research used an alpha parameter for the BernoulliNB
classifier. Many possible parameters can be used in this
feature extraction and classifier such as ‘dual’, ‘tol’, ‘C’, and
‘multi_class’ for LinearSVC classifier; ‘criterion’, ‘splitter’,
‘max_depth’, and ‘max features’ for the Decision Tree
classifier; ‘size’, ‘window’ and ‘min_count’ for the
Word2vec and Doc2vec feature extractions but limited by the
computer resources.

This research used a different technique of hyperparameter
optimization. For the Word2vec and Doc2vec, this research
used an empty parameter. Only the TF-IDF and BernoulliNB
that used a predefined hyperparameter as described in Fig. 5.
Fig. 1 describes the experiment process about the
hyperparameter optimization and the step that optimize with
this optimization. The Train feature extraction and
classification are those two that optimized with grid search.

The empty parameter might succeed to increase
classification accuracy. This was possible because the model
runs for the second time using the processed data. This might
double trained the model and generate better and much higher
accuracy for sentiment analysis classification.

Vectorizer: n_gram_range [(1,1),(1,2)]

Hyperparameter TF-IDF: use_idi(True, False)

BernoullME: alpha (0.001, 0.01)
Fig. 5. Predefined Hyperparameter Example.

F. Evaluation

Evaluation in this research was done by calculating the
classification accuracy score. The accuracy score calculates
using The Sklearn library accuracy_score that calculate the
number test data prediction that corrects divided by total
testing data. T and F in the formula represent the True and
False prediction. The Pos, Net, and Neg represent Positive,
Neutral, and Negative.

TPos+TNet+TNeg
TPos+FPos+TNet+FNet+TNeg+FNeg

Accuracy =

(4)

IV. RESULT AND DISCUSSION
This section will discuss the results and describe the
limitations, threats to validity, and implication
A. Experiment Result

The experiment was done using 3 feature extractions as
mentioned in Section 3. The TF-IDF generate the biggest
feature size that contains all the vocabulary that exists the
dataset and act as the columns. The Word2vec feature
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extraction requires the most time to execute because it
calculated each word vector and averages all the word vector
in the same review to be the review/document vector.

In Table 111, the experiment result shows that classification
accuracy with data normal, data delete typo, and data spelling
replaces that classified with LinearSVC, BernoulliNB, and
Decision Tree classifiers. The classification in Table Il was
done using the default parameter. From the feature extraction
point of view, TF-IDF produced the best accuracy for the
default parameter with 81% average accuracy. From the
classifier’s point of view, LinearSVC has shown the best
result with more than 84% in average accuracy much higher
than Naive Bayes and Decision Tree classifiers.

TF-IDF and LinearSVC can produce high accuracy rate is
85.66% in an average of 3 datasets. This result followed by
the Decision Tree with TF-IDF feature extraction is 0.33%
lower than TF-IDF while LinearSVC has resulted in 85.33%
for the average of accuracy.

Table 1V shows results from optimization with grid search
optimization using the empty hyperparameter and predefined
hyperparameter. The result has shown a better result for most
feature extraction and classifier and changes from TF-IDF to
Doc2vec as the best feature extraction accuracy with 85.33%
on average. This result includes the predefined
hyperparameter in Fig. 5 for the TF-IDF feature extraction and
BernoulliNB classifier.

The result has shown that the predefined parameter
succeeded in increased the accuracy for the TF-IDF and
BernoulliNB classifier. In Table 1V, accuracy for A-NB using
normal data has succeeded increased by 1%. The result has
shown a different result for Typo data and Spell data with 3%
and 1% decreased each. The Bernoulli with TF-IDF also
calculated using the empty hyperparameter and shows worse
result than the predefined hyperparameter with 70%, 72%, and
70% for the normal, typo and spell data as present in Table V.

Vol. 10, No. 3, 2019

TABLE V. GRID SEARCH OPTIMIZATION DIFFERENCE RESULT USING
PREDEFINED HYPERPARAMETER AND AN EMPTY PARAMETER

BernoulliNB with TF-IDF

Normal (%) Typo (%) Spell (%0)
Empty Parameter 70 72 70
Predefined 74 73 73
Parameter

TABLE Ill.  BEFORE OPTIMIZATION RESULT (A: TF-IDF, B: WORD2VEC,
Doc2vec)
Classification Results
Normal (%) Typo (%) Spell (%0)

A B C A B C A B C

SVM 86 77 81 85 73 81 86 76 80

NB 73 63 75 76 58 77 74 62 79

DT 85 68 78 85 64 78 86 67 78

TABLE IV.  AFTER OPTIMIZATION USING GRID SEARCH RESULT (A: TF-

IDF, B: WORD2VEC, C: DOC2VEC)

Classification Results

Normal (%) Typo (%) Spell (%)

A B Cc A B C A B C

SVM 89 77 88 89 77 87 88 76 88

NB 74 62 84 73 60 82 73 60 85

DT 89 66 85 89 68 84 89 68 85

Grid search hyperparameter is shown the best parameter
with the best accuracy for the normal, typo and spell data. All
normal, typo and spell data showed the same best parameter
for grid search optimization with ‘alpha’: 0.01 , ‘use idf™:
True and ‘ngram range’: (1,1). as mentioned before, not all
data accuracy increased with this parameter, this possibly
because of the small number of parameter that predefined for
the grid search optimization. There might be another
parameter combination that shown better result but can’t
achieve in this research cause of some limitations.

After optimization using empty parameter, the result has
shown that TF-IDF and Decision Tree produces the best
accuracy with 89% on average higher 0.33% from LinearSVC
using the same TF-IDF feature extraction. The best feature
extraction in this problem depends on the classifier that used.
In average, the Doc2vec is the best on average for three
classifiers. But for Decision Tree classifier, TF-IDF produces
higher accuracy than Doc2vec.

Types of datasets we have though are divided into three
parts, there are normal data, typo data, spell data. Normal data
is the data that not preprocess using spell check and typo
deletion, typo data is the review that preprocessed using the
NLTK library to delete typo words, and spell data is the
review data that pre-processed using the Autocorrect to
correcting the misspelled words.

Fig. 6 represents the increasing accuracy rate of normal
data using grid search hyperparameter optimization.
Hyperparameter optimization succeeded to increase the
classification accuracy by a combination of available
parameters. The most promising result is Doc2vec with an
8.9% increase for the BernouliNB classifier.

B TFIDF [l Word2vec Avg [l Doc2vec

10.00
8.90%
8.00%

6.00%

4.00%

Classification Accuracy

-2.00%

LinearsvC BernouliNB DecisionTree

Classifier

Fig. 6. Accuracy Chart using Normal Data.

74|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

B TFIDF [ Word2Vec Avg [l Doc2Vec
7.50%

5.00%

2.50%

0.00%

-2.50%

Classification Accuracy

-2.81%

-5.00%

LinearSVC BernouliNB DecisionTree

Classifier
Fig. 7. Accuracy Chart using Typo Data.

Fig. 7 represents the increment accuracy rate using typo
data. The chart showed all feature extraction and classifier has
increased in a quite significant rate except for the Word2vec
with BernoulliNB. The result showed that this method
decreases 2.81% in accuracy from the original result.

Fig. 8 describes the increment accuracy rate with Spell
data. In this chart, can be seen clearly that Doc2vec has
increased the most. The summary for the optimization result is
the Doc2vec has increased the most with 6.77% on average
using normal, typo and spell data. Hyperparameter
optimization using grid search manage to optimize the
Doc2vec feature extraction for Google Play Review data.

B. Limitation

This research is limited by the computer resource to
execute a calculation using bigger data and more complex
optimization method. The computer used for this research has
a relatively low spec with 16 RAM and just 2 CPU cores.
These specs are low compared with [5] that supported with 2
Tesla K40 GPU. Other limitations for this research are the
number of data available for google play apps review and
available Python library. This research can be improved with
better English spell replacer to fix the typo and much bigger
dataset.

W TFDF [ Word2VecAvg [l Doc2Vec

el 6.22%
5.33% 5.00%

3.75%3-93%

Classification Accuracy

LinearSVC BernouliNB DecisionTree

Classifier

Fig. 8. Accuracy Chart using Spell Data.
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C. Threats to Validity

The qualitative evaluation of the topic that relevant to the
requirement engineering was done by the authors of the paper
is one of the threats to validity. This is a threat as the evaluator
could have an incomplete knowledge or misunderstanding
about the specific information. Another threat to validity is the
possibility of human error during the coding task. This human
error can minimize with the second coder that double
checking the code used for this research.

For text classification, many factors can influence the
research. Data, method, variable, parameters and many more
can make a different result. This result shows for normal data
that included a typo and misspelled words, TF-IDF is the best
feature extraction with SVM or Decision Tree Classifier. But,
after optimizing the hyperparameter, the result shows that
Doc2vec is the better result than others. The normal, typo and
spell words do have a slight impact on the accuracy but did
not have a significant influence. The typo and misspelled word
only make around 2% in accuracy difference result.

V. CONCLUSION

This work presents a comparison between three feature
extraction and a way to increase the classification accuracy for
sentiment analysis. Before route optimization accuracy; TF-
IDF using LinearSVC in normal data, TF-IDF using
LinearSVC in spell data, and TF-IDF using DecisionTree in
spell data have the same results is 86%. It can be concluded,
in this study TF-IDF has the highest value. After
hyperparameter optimization, the result has shown a different
accuracy. After the optimization, there are accuracies up and
down. TF-IDF using LinearSVC in normal data, TF-IDF using
LinearSVC in spell data, TF-IDF using DecisionTree in spell
data, and TF-IDF using DecisionTree in normal data have the
same result i.e. 89%. Changes of accuracy made the Doc2vec
to has the best accuracy results in total mean average. The
increase in classification by hyperparameters optimization on
the highest is Doc2vec using BernoulliNB in normal data
increased by 8.9%.
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Abstract—This paper proposes the Stabilized (DGRED)
method for congestion detection at the router buffer. This
method aims to stabilize the average queue length between
allocated minthre_shold and doublemaxthre_shold positions to
increase the network performance. The SDGRED method is
simulated and compared with Gentle Random Early Detection
(GRED) and Dynamic GRED active queue management
methods. This comparison is built on different important
measures, such as dropping probability, throughput, average
delay, packet loss, and mean queue length for packets. The
evaluation aims to identify which method presents better
simulation performance measurement results when non-
congestion or congestion situations occur at the router buffers in
congestion control. The results show that at high packet arrival
probability, the proposed algorithm helps provide lesser queue
length values, delayed time, and packet loss compared with
current methods. Furthermore, SDGRED generates adequate
throughput at high packet arrival probability.

Keywords—Congestion control methods; GRED; dynamic
GRED; random; simulation; active queue management method

I.  INTRODUCTION

The worldwide broadcast of computer networks connects a
huge number of devices, from personal computers to multi-
branch organization networks [1, 2]. Enormous amounts of
data are sent and received between network devices in the form
of packets. When several senders send the data over the same
intermediary link, packets are stored in the routers’ buffer and
spend a lot of time waiting for transmitted. However, in view
of the buffer size disadvantages in whole network resources [3-
5], incoming packets are dropped after the number of packets
more than the resource size of the router buffer. Fig. 1
illustrates a possibly congested router buffer. Every packet
arriving at the router buffer is considered overflow and
dropped as well as causing congestion [6-8]. Of average delay
(D) and mean queue length (mgl) of packets in the router
buffer which also decreases the amount of packets going in the
router buffer (T) [9-11].

Enormous congestion control algorithms, such as Gentle
Random_Early Detection (GRED) [12], Enhanced Adaptive
GRED (EAGRED)[13] and Markov-Modulated Bernoulli
Dynamic GRED [6] have been proposed. However, these
algorithms have failed to adjust dynamically to provide the best
solution based on the mq| status.

Generally, the disadvantages of existing congestion control
algorithms can be summarized as follows. Existing algorithms

use static probability for packet dropping, and several propose
an addition target value that leads to a large number of packet
drops when the probability value is high and bursting traffic is
present. However, the parameterization problem still exists in
most dynamic methods. Bursting traffic causes a heavy
congestion signal, which then leads to significant packet drops.
Conversely, network performance becomes degraded when the
probability of packet dropping is set too low. Specifically, Dp,
PL, mgl, and D increases, and T decreases. Consequently, a
dynamic mechanism is required to implement packet dropping
based on the congestion status. This paper proposes an enhance
method, Stabilized Dynamic GRED (SDGRED), to address the
aforementioned disadvantages and to improve network
performance. The latter objective involves alleviating PL and
obtaining more acceptable performance measurement results
with regard to D and mqgl when heavy congestion takes place at
the router buffers [14].

The paper is summarized as follows. Related work is
presented in Section 2. The proposed SDGRED method is
covered in Section 3. Section 4 presents the details of
simulation experimental environment. The performance results
of the developed simulation are discussed in Section 5.
Section 6 presents the summery of the proposed paper.
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Fig. 1. Congestion in Router Buffer.
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Il. RELATED WORK

Several studies have explored controlling congestion and
handling the aforementioned problems [15-20]. The Drop-Tail
(DT) method [21] aims to control congestion employing a
stable router buffer size to optimize queuing delay. The size of
the router buffers is set to a maximum and all incoming packets
are dropped when the router buffers overflow. There are
several disadvantages of DT. Such as, increase the packet
delay, decreases the throughput (T), an increase in the packet
loss rate, and global synchronization [22].

Average Queue Management Methods (AQM) methods are
a solution to overwhelm drawbacks of DT method. Unlike the
DT method that starts dropping packets only after the router
buffers overflow [13, 14, 23], AQM methods are depend on
dropping the packets in the router buffer in early stages. So,
early congestion control mechanism notifies the sources sender
to start decrease their transmission packets early before the
buffers are occupied completely and becomes full. AQM
methods control the congestion in the router buffer, so as to
increase the throughput, decreases the time delay, decreases the
packet loss values, and keeps mqgl at a lowest value. AQM
emerges with an adaptable utilization buffer size. Packet
droppings are initiated based on a calculated threshold value to
prevent buffer overflow. AQM calculates the current value of
aql according to the number of packets then compares it.

(AQM) methods are a solution to overwhelm drawbacks of
DT method. Unlike the DT method that starts dropping packets
only after the router buffers overflow [13, 14, 23], AQM
methods are depend on dropping the packets in the router
buffer in early stages. So, early congestion control mechanism
notifies the sources sender to start decrease their transmission
packets early before the buffers are occupied completely and
becomes full. AQM methods control the congestion in the
router buffer, so as to increase the throughput, decreases the
time delay, decreases the packet loss values, and keeps mql at a
lowest value. AQM emerges with an adaptable utilization
buffer size. Packet droppings are initiated based on a calculated
threshold value to prevent buffer overflow. AQM calculates the
current value of agl according to the number of packets then
compares it with the set threshold. When the aqgl value arrives
to defined threshold, all the incoming packets that arrive at the
router buffer are dropped with main factor called the
probability in order to preventing router buffer overflow and
becomes full [24-26]. Enormous methods for congestion
control, such as AGRED [22], EAGRED [27], DGRED [14],
and FLGRED have been built based on AQM.

Floyd [27] proposed the GRED to make less some
disadvantages in random early detection (RED)[12].
Comparable to RED, the GRED method chiefly purposes to
control the congestion in router buffer at an early stage. GRED
implements its algorithm by stabilizing the aql at a certain
level. GRED uses a familiar approach used by RED in
calculating the dropping. Conversely, GRED uses minimum,
maximum, and double maximum threshold. Commonly,
GRED responds to the arriving packets at router buffer
according to the subsequent steps (Fig. 2):
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e When the current value of agl is less than the
minthre_shold value, allow receiving packets.

e When the agl is greater than the minimumthreshold
value and less than maxthre_shold value, the GRED
method start drop the packets in the router buffer in
random manner, as RED.

e When the agl is reach the maxthre_shold value and less
than the doublemaxthre_shold value, the GRED
method start drops the packets with based on higher
probability scenario.

e Finally, if the agl wvalue is arriving the
doublemaxthre_shold value, the GRED method drops
every arriving packets and the Dp is set one.

However, GRED has several disadvantages. Such as,
GRED contains numerous threshold values, GRED parameters
are set to exact values to gain satisfactory performance. This
cusses parameterization problem. And when the current agl
value is below the minthre_shold value and heavy congestion
occurs in the router buffer, the agl will take a long time to
modify; the result the router buffer overflows and becomes
full. Therefore, no dropping for packets even with the overfull
GRED router buffer.

Dynamic GRED (DGRED) is a development of GRED
method. DGRED uses a dynamic maxthre_shold position and
doublemaxthre_shold to control the dropping policies
mechanism in the router buffer at the early time earlier it
overflows[14]. This algorithm aims to stabilize the agl value at
the router using an original defined value called Target aqgl
(Taql) that is calculated and set between the minthre_shold and
maxthreshold. In addition, the proposed DGRED intends to
provide better performance results than other AQM methods,
such as RED and two of its variants, GRED and AGRED[14].
These results are represented by the results of mql, packet loss,
and delay when congestion happens at the buffer, see Fig. 3.
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DGRED furthermore changes the maxthre_shold and
doublemaxthre_shold parameters setting at the buffer to
improve performance measures. DGRED method employs
minthre_shold and doublemaxthre_shold as set in GRED
method.

However, DGRED has some limitations. DGRED involves
several threshold values and Taqgl, which means using
parameters to control the congestion in the router buffer
(parameterization).

I1l. PROPOSED SDGRED METHOD

Fig. 4 shows SDGRED’s processing stages. The parameter
setting initialization step (Step 1) ensures that parameters are
actually specified when the packets reach the router buffer.
SDGRED method uses the minthre_shold and maxthre_shold
values as that in DGRED method [14]. The
doublemaxthre_shold in SDGRED method is considered the
same value as that in DGRED[14], see Fig. 5. The initial value
of aql is set zero and the counter sequence value starts from-1.

The SDGRED method then receives packets (Step 2) using
a Bernoulli model, € [9], n =0,1,2,3,4,5 ...., wherever n refers
to the arrival packets number in the router buffer in specific
slot n. the Bernoulli process is appropriate when the buffer has
a static length slot.

SDGRED then observes the queue status in the router
buffer (Step 3) and calculates the agl value depend on status
the buffer either contain packets or not contain packets, as
shown in Fig. 6. Thus, in the case of empty router buffer
queue, the agl value is considered according to idle time (n)
and computed using Equation (1). Meanwhile, in the case of
router buffer queuing, the agl is computed using Equation (2).

average ql = average ql X (1 — average w)" Q
average ql = average ql x (1 — qw) + qw X q_inst 2)

Next (Step 4), the SDGRED method matches the agl value
with the thresholds position values and subsequently updates

Vol. 10, No. 3, 2019

maxthre_shold and doublemaxthre_shold positions in the
router buffer to increase network performance (Fig. 7). Both
maxthre_shold and doublemaxthre_shold values set according
to the agl value.

In Fig. 7, the maxthre_shold and doublemaxthre_shold
values increased and decreased around the minthre_shold by
Equations (3) to (5) to prevent congestion at the router buffers.
Thus, the agl value stabilizes around the minthre_shold and
prevents the saturation of router buffers. As a result, fewer
packets are dropped. Furthermore, the calculations can cause
changes in agl value in a slow mode. Therefore, the Equations
(3) to (5) are derived.

Fig. 4. SDGRED Stages.
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Fig. 6. Average Queue Length Status.

Fig. 7. Thresholds Stabilizing Stages.

As such, when the agl value is below min_threshold, no
change occurs and the min_threshold, maxthre_shold and
doublemaxthre_shold values will initialize [27]. Conversely,
when the agl value is below the minthre_shold multiply two
according Also maxthre_shold is reach greater than or equal to
the position of minthre_shold multiply three, then the
maxthre_shold and doublemaxthre_shold values change using
Equations:

maxthreshold — 2 * Minthre_shold ?3)
Doublemaxthreshold — 2 * Minthre_shold 4
maxthreshold + Minthre_shold (5)

Vol. 10, No. 3, 2019

Thus, the agl value arises rapidly and stabilizes at the
min_threshold. Also, if the agl is greater than the
minthre_shold multiply three and less than or equal to the
buffer capacity min_threshold, the maxthre_shold and double
maxthre_shold values will set as shown by Equation. Thus,
they become the same and prevent the double maxthre_shold
value to go over the buffer capacity. Subsequently, the
maxthre_shold and doublemaxthre_shold values increase to
push the agl near the minthre_shold and decrease the
probability the router buffer becomes full and over flows. In
the last, in a case none of previous scenario happen, the
maxthre_shold and doublemaxthre_shold is set to the same
values as in the DGRED method [22].

(Step5) of the SDGRED method, the congestion is assessed
and packet dropping is applied. agl plays a main role in
congestion estimation according to dropping polices. In case
the agl value is not reach the min_threshold, no event for
congestion is presented at the SDGRED router buffer and no
packet is dropped. In addition, Dp is fixed to zero and C is
fixed to—1. Hence, no packet is reached to the boundary of
threshold. If the agl value is between the minthre_shold and
maxthre_shold values, the SDGRED router buffer operates as
DGRED for dropping the arrival packets. Dropping packets
based on increasing C by 1 and calculating Dp for arriving
packets. If the agl value is between the doublemaxthre_shold
and maxthreshold, the SDGRED router buffer starts drop the
incoming packets based on DGRED method, which involves
initializing the C value and set one and calculating Dp for
current arriving packets. Lastly, if the agl value is reach the
doublemaxthre_shold value, the proposed SDGRED router
buffer drops every arriving packet with Dp equal 1 and sets C
to zero. Subsequently, in case the SDGRED router buffer
becomes empty, the value of idle time is set to current time
directly.

IV SIMULATION

GRED, DGRED, and the proposed stabilize DGRED are
simulated depend on a discrete time queue model which uses a
time as a slot [28, 29]. Each slot time may contain packet
arrival (alpha) and packet departure (beta). Simulation is
implemented by applying the compared methods in a network
environment involving a lone router buffer hop. Particularly,
both packet arrival and departure are implemented in single
hope on a first packet arrival first packet departure basis.
GRED, DGRED, and SDGRED simulations are applied in Java
with i5 processor device, 1.68 GHz and 8 GB RAM. In this
simulation, the probability value for both alpha and beta for the
router buffer in a specific slot time is called alpha and beta,
respectively [23, 29].on the other hand, the Packet arrivals and
packet departures are demonstrated using a Bernoulli process
and a geometrical distribution, respectively [29].

IVV. EVALUATION RESULTS

The performance results of the SDGRED method is
compared with DGRED and GRED AQM methods. The
performances are implemented in simulation environment 10
runs, each run getting different seeds value as an input to the
random number producer. This scenario eliminates likely bias
in the output performance results and yields confidence
intervals value. The performance results are calculated after the
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system becomes stable to collect the results which means a
steady state.

For the parameters are set in GRED, DGRED, and the
proposed SDGRED are introduced using equal parameters at
most. In order, to make congestion and non-congestion
situations at the router buffer, the packet arrival was set to the
following values[7].0.18,0.33, 0.48, 0.63, 0.78 and 0.93
respectively; each value of them goes to generate congestion or
non-congestion station. The buffer size room was set 20
packets to guarantee the congestion at small buffer sizes. A
total slot was set to 2000000 were used in the simulations. The
minthre_shold is set 3, the maxthre_shold is set 9,
doublemaxthre_shold is set 18, Dmax, is set 0.1 and qw is set
0.002, as recommended in DGRED[14]. Table 1 lists all the
utilized parameters. The simulation performance results are
stately using numerous performance metrics. Such as,
Throughput, Delay, mgl, packet loss, and dropping probability,
which are discussed in the following subsection.

TABLE 1. PARAMETERS SETTING

Parameter DGRED DGRED SDGRED
alpha 8.%2,833,048, 0.18,033,048, | 0.18,033,048,

.63,0.78,0.93 | 0.63,0.78,0.93 | 0.63,0.78,0.93
beta 1/2 1/2 1/2
Buffer size 20 20 20
Qw 0.002 0.002 0.002
D_max 0.1 0.1 0.1
# of slots 2 millions 2 millions 2 millions
Mint_hreshold 3 3 3
Max_threshold 3*min 3*min 3*min
Double_maxthreshold | 2*max 2*max 2*max
Target aqgl parameter | ------ dynamic

Mean Queue Length, Throughput, and Delay Results.

Respectively, Fig. 8, 9 and 10 explain the output
performance results for GRED, DGRED, and the proposed
SDGRED using different probabilities of packet arrivals as
mention above. Specifically, Fig. 8 shows the mgl and the
probability of packet arrival.

Mean Queue Length vs. alpha
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Fig. 8. Mean Queue Length.
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Fig. 9. Delay Performance Results.

The mean queue length for all methods and SDGRED
method is the same up to a certain value of the probability of
alpha 0.18, 0.33 and 0.48. Such a small probability value
reasons bright congestion at most because the probability of
packet departure was set 0.5 greater than that of alpha (a > B).
So, all compared methods gain satisfied and stable mean queue
length values. On the other hand, for a higher probability
values, such as, 0.63, 0.78 and 0.93 congestion is more likely
to occur at the router buffers. Thus, the mean queue length of
the AQM methods arises exponentially. In such a case, the
proposed SDGRED performs better than the DGRED and
GRED methods because fewer packets are dropped and the
router buffer space available for new packets arrival.

Fig. 9 illustrates a comparison of the delays in all
algorithms. Although DGRED shows good performance in
terms of the average delay, the proposed SDGRED performs
better because of the fewer dropped packets in SDGRED.

Finally, Fig. 9 shows the throughput performance measure
in all the packet arrival probabilities were set. The proposed
SDGRED and compared methods gain the same throughput
results either light congestion or heavy congestion, the packets
arrival probability are set to 0.18, 0.33, and 0.48 which means
lower probability or higher than that of packet departure, such
as, 0.63, 0.78 and 0.93. Fig. 10 refers a probability of packet
arrival arrive 0.18, 0.33 and 0.48 increases to arrive to the
packet departure value. On the contrary, when the alpha arrives
the value of beta, all the compared methods stabilize at the
packet departure probability which equals 0.5 when congestion
happens.

A. Packet Loss and Dp

The proposed SDGRED method is likewise compared with
the DGRED and GRED methods in regards of PL performance
measures and DP performance measures to display the amount
of dropped packets in the buffer. The results of PL and DP are
computed after the simulation becomes stable and steady. The
method simulations are run 10 times with various random
seeds and the mean is determined. The results of GRED,
DGRED, and the proposed SDGRED algorithms in means of
PL and DP are clarified in Fig. 11 and 12, in that order.
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Fig. 11. Packet Loss Result.

In Fig. 11, GRED, DGRED, and the proposed SDGRED
algorithm marginally produce the same PL performance result
when the beta probability is greater than that of alpha. The
DGRED introduces better PL performance at heavy congestion
because the router buffer overflows earlier compared with
those in the GRED and SDGRED methods.

DP vs. Propability of alpha
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Fig. 12. Dropping Probability.
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Fig. 12 shows that for the same reason, the proposed
SDGRED algorithm evidently drops more packets when the
beta probability is lower than that of alpha.

Therefore, the proposed method reveals the following
improvements:

e GRED, DGRED, and the proposed SDGRED methods
the same performance measure results when the alpha
equals 0.18, 0.33, and 0.48.

e The SDGRED method offers a marginally better mql
and Delay than the DGRED, and GRED methods when
the alpha arrive to the 0.63, 0,78 and 0.93. In addition,
when the alpha less than 0.5, the GRED, DGRED, and
the proposed SDGRED methods gain similar T
performance results.

e DGRED method slightly outperforms the SGRED and
GRED methods for PL when heavy congestion.
Moreover, at such values of packet arrival probability,
SDGRED drops fewer packets (Dp) at their router
buffers.

V. CONCLUSIONS

The current paper proposed an enhanced AQM method
depend on the DGRED called the SDGRED. The proposed
SDGRED aims to keep the aql between the minthre_shold
position and doublemaxthre_shold position by changing the
maxthre_shold and doublemaxthre_shold positions according
to current agl value. This agl change helps stabilize the aqgl at
minthre_shold position.in order to prevent the congestion.
SDGRED employs maxthre_shold and doublemaxthre_shold
positions in adaptive manner to keep the agl value arround the
minthre_shold value, which may lead to fewer packet losses
and queuing delay. The SDGRED technique is compared with
the GRED and DGRED methods with the following
performance measures such as, T, mqgl, D, PL, and Dp, to
present which method offers better performance result in
regards of packet arrival probability. The results show the
SDGRD method is competitive to the compared methods.

REFERENCES
[1] Welzl, M., Network Congestion Control: Managing Internet Traffic. 1 ed.
2005.
[2] Adeeb alsaaidah, et al, Markov-Modulated Bernoulli-Based

PErformence Analysis for Gentle Blue and Blue Algorithms under Bursty
and Correlated traffic. Journal of Computer Sciences, 2016. 12(6): p.
289-299.

[3] Senthilkumaran, T. and V. Sankaranarayanan, Dynamic congestion
detection and control routing in ad hoc networks. Journal of King Saud
University - Computer and Information Sciences, 2013. 25(1): p. 25-34.

[4] ABDEL-JABER, H., et al., Random Early Dynamic Detection Approach
for Congestion Control Baltic J. Modern Computing, 2014. 2(1): p. 16-31

[5] Ababneh, j., et al., Derivation of Three Queue Nodes Discrete-Time
Analytical Model Based on DRED Algorithm, in The Seventh IEEE
International Conference on Information Technology: New Generations
(ITNG 2010),USA.2010. . 2010.

[6] BAKLIZI, M. et al, MARKOV-MODULATED BERNOULLI
DYNAMIC GENTLERANDOM EARLY DETECTION. Journal of
Theoretical and Applied Information Technology, 2018. 96(20).

[71 BAKLIZI, M., J. ABABNEH, and N. ABDALLAH. PERFORMANCE
INVESTIGATIONS OF FLRED AND AGRED ACTIVE QUEUE
MANAGEMENT METHODS. in Proceedings of Academicsera 13 th
International Conference. 2018. Istanbul, Turkey.

82|Page

www.ijacsa.thesai.org



(8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

(IJACSA) International Journal of Advanced Computer Science and Applications,

Mulla, A.S. and B.T. Jadhav, Fuzzy Based Queue Management Policies —
An Experimental Approach. International Journal of Current Engineering
and Technology 2014. 4(1).

NSKI, A.C. and £. CHROST, ANALYSIS OF AQM QUEUES WITH
QUEUE SIZE BASED PACKET DROPPING. Int. J. Appl. Math.
Comput. Sci, 2011. 21(3): p. 567-577.

Abualhaj, M.M., A.A. Abu-Shareha, and M.M. Al-Tahrawi, FLRED: an
efficient fuzzy logic based network congestion control method. The
Natural Computing Applications, 2016.

Kusumawardani, M., Active queue management (agm) and adaptive
neuro fuzzy inference system (anfis) as intranet traffic Control. Academic
Research International 2013. 4(5).

Floyd, S. Recommendations On Using the Gentle Variant of RED.
http://www.aciri.org/floyd/red/gentle.ntml 2000.

Baklizi, M. and J. Ababneh, Performance Evaluation of the Proposed
Enhanced Adaptive Gentle Random Early Detection Algorithm in
Congestion Situations International Journal of Current Engineering and
Technology 2016. 6(5).

Baklizi, M., et al., DYNAMIC STOCHASTIC EARLY DISCOVERY: A
NEWCONGESTION CONTROL TECHNIQUE TO
IMPROVENETWORKS PERFORMANCE. International Journal of
InnovativeComputing, Information and Control, 2013. 9(4).

Ababneh, J., et al. Derivation of Three Queue Nodes Discrete-Time
Analytical Model Based on DRED Algorithm. in Information
Technology: New Generations (ITNG), 2010 Seventh International
Conference on. 2010.

Abdel-jaber, H., et al. Traffic Management for the Gentle Random Early
Detection Using Discrete-Time Queueing. in Proceedings of the
International Business Information Management Conference 2008.
Marrakech, Morocco.

Abdel-Jaber, H., et al., Performance evaluation for DRED discrete-time
queueing network analytical model. Journal of Network and Computer
Applications, 2008. 31(4): p. 750-770.

Abdel-jaber, H., et al. Modelling BLUE Active Queue Management
Using Discrete-Time Queue. in Proceedings of the 2007 International

(19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

Vol. 10, No. 3, 2019

Conference of Information Internet

(ICISIE’07). 2007. London.

Moarefianpour, A. and V.J. Majd, Input-to-State Stability in Congestion
Control Problem of Computer Networks with Nonlinear Links.
International Journal of Innovative Computing Information and Control
2009. 5(8): p. 2091-2105.

Chen, X., T. Liu, and J. Zhao, A LOGIC-BASED SWITCHING
CONTROL APPROACH TO ACTIVE QUEUE MANAGEMENT FOR
TRANSMISSION CONTROL PROTOCOL. International Journal of
Innovative Computing, Information and Control 2008. 4(7): p. 1811—
1820.

Brandauer, C., et al., Comparison of Tail Drop and Active Queue
Management Performance for Bulk-Data and Web-Like Internet Traffic,
in Proceedings of the Sixth IEEE Symposium on Computers and
Communications. 2001, IEEE Computer Society.

Floyd, S. and V. Jacobson. Random early detection gateways for
congestion avoidance. in Networking, IEEE/ACM Transactions on. 1993.

Baklizi, M., J. Ababneh, and A Survey in Active Queue Management
Methods According to Performance Measures. International Journal of
Computer Trends and Technology (IJCTT), 2016. 38 (3): p. 145.

Bitorika, A., et al. A Comparative Study of Active Queue Management
Schemes. in Proceddings of IEEE ICC 2004, Congestion Control Under
Dynamic Weather Condition 103. 2004.

Ryu.S, Active Queue Management (AQM) based Internet Congestion
Control. October 1, 2002: University at Buffalo.

Salim, J.H., U. Ahmed, and J. 2000, Performance evaluation of explicit
congestion notification (ECN) in IP networks, N.W. Group, Editor. 2000,
RFC 2884.

Floyd, S. Recommendations On Using the Gentle Variant of RED. 2000;
Available from: http://www.aciri.org/floyd/red/gentle.html.

Abdel-Jaber, H., et al., Performance evaluation for DRED discrete-time
queueing network analytical model. J. Netw. Comput. Appl., 2008. 31(4):
p. 750-770.

Woodward, M.E., Communication and Computer Networks: Modelling
with discrete-time queues. 1993: Wiley-IEEE Computer Society Press.

Security  And Engineering

83|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 10, No. 3, 2019

Survey on Human Activity Recognition based on
Acceleration Data

Salwa O. Slim', Ayman Atia’, Marwa M.A. Elfattah®, Mostafa-Sami M.Mostafa*
Department of Computer Science, HCI lab

Faculty of Computers and Information, Helwan University, Cairo, Egypt

1,234

Misr International University, Cairo, Egypt®

Abstract—Human activity recognition is an important area of
machine learning research as it has many utilization in different
areas such as sports training, security, entertainment, ambient-
assisted living, and health monitoring and management. Studying
human activity recognition shows that researchers are interested
mostly in the daily activities of the human. Therefore, the general
architecture of HAR system is presented in this paper, along with
the description of its main components. The state of the art in
human activity recognition based on accelerometer is surveyed.
According to this survey, Most of the researches recently used
deep learning for recognizing HAR, but they focused on CNN
even though there are other deep learning types achieved a
satisfied accuracy. The paper displays a two-level taxonomy in
accordance with machine learning approach (either traditional
or deep learning) and the processing mode (either online or
offline). Forty eight studies are compared in terms of recognition
accuracy, classifier, activities types, and used devices. Finally, the
paper concludes different challenges and issues online versus
offline also using deep learning versus traditional machine
learning for human activity recognition based on accelerometer
Sensors.

Keywords—Human activity recognition; accelerometer; online
system; offline system; traditional machine learning; deep learning

I.  INTRODUCTION

Human Activity recognition (HAR) is the root of many
applications, such as those which deal with personal biometric
signature, advanced computing, health and fitness monitoring,
and elder-care, etc. [1]. The input of HAR models is the
reading of the raw sensor data and the output is the prediction
of the user's motion activities [2].

A. Sensor Approaches

There are two types of sensors to recognize the human
activities; using external or wearable sensors. In the past, the
sensors were settled in predetermined points of interest,
therefore the detecting of activities is essentially based on the
interaction of the users with the sensors. One of the examples
of external sensors applications is the intelligent home [3-7],
which has a capability to identify the complicated activities,
eating, taking a shower, washing dishes, etc., because they
depend on data that is collected from various sensors which are
placed in specific objects. Those objects are supported by
peoples’ interaction with them (e.g., stove, faucet, washing
machine, etc.). However, there is no useful response if the user
is out of the sensor area or the activities of the user do not need

to interact with those objects. Moreover, the composition and
servicing of sensors require high costs.

Also, some of the extensive researches [8-11] have been
focused on the recognition of activities and gestures from video
sequences. This is most appropriate for security and interactive
applications. Microsoft developed the Kinect game console
that let the user interact with the game using the gestures
without any controller devices. However, there are some issues
in video sequences of HAR such as [2]:

e The privacy, as no one wants to be always monitored
and recorded by cameras.

e The pervasiveness, it is difficult to attach the video
recording devices to the target of individuals in order to
collect the images of their entire body during daily
living activities.

e Video processing techniques are comparatively costly
and consuming time.

The above-mentioned limitations motivate to use a
wearable sensor in HAR. Where the measured attributes almost
depend on the following: environmental variables (such as
temperature and humidity), movement of the user (such as
using GPS or accelerometers), or physiological signals (such as
heart rate or electrocardiogram). These data are indexed over
the time dimension.

Accelerometer sensors sense the acceleration event from
mobile phone, WII remote, or wearable sensors. The raw data
stream from the accelerometer is the acceleration of each axis
in the units of g-force. The raw data is represented in a set of
3D space vectors of acceleration. A time stamp can also be
returned together with the three axes readings. Most of the
existing accelerometers provide a user interface to configure
the sampling frequency so that the user have to choose the best
sampling rate which match his needs. There are many causes
that encourage to develop new techniques for enhancing the
accuracy under more factual conditions. However, the first
works on HAR date back to the late 90°s [12], [13].

B. Challenges Face HAR System Designers

Any HAR system design relies on the activities to be
recognized. The activities kinds and complexity are able to
affect the quality of the recognition. some of challenges which
face researches are (1) how to select the attributes to be
measured, (2) how constructing the system with portable,
unobtrusive, and inexpensive data acquisition, (3) how
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extracting the features and designing the inference methods,
(4) how collecting the data in the real environment, (5) how
recognizing activities of the new users without the need of re-
training the system, and (6) how can be implemented in the
mobile devices which meeting energy and processing
limitations [14].

Oscar et al. [2] distinguished activities into seven groups
such as Ambulation, Transportation, Phone usage, Daily
activities, Exercise/Fitness, Military and Upper body.
However, according to our survey eight different groups of
activities can be distinguished by reorganizing the activities
categorization in [2] such as the activities of phone usage were
combined into Daily activities category, upper body and
military categories are removed because they were not used in
our survey, Household activities, Kitchen activities, Self-care
activities, and Transitional activities were added. Those eight
categories and the individual activities that belong to each
category are summarized in Table I. The abbreviations and
acronyms are defined in Table V.

C. Offline Versus Online HAR Systems

The recognition of human activity could be done using
offline or online techniques. Whenever online processing is not
necessary for the application, the offline processing can always
be used. For example, if the tracking of person’s daily routine
is the goal such as in [15], the data was collected during the
day by using the sensors and then it could be uploaded to a
server at the end of the day. The data can be processed offline
for classification purposes only.

However, some of the applications such as fitness coach
where the user applies the given program which contains on a

TABLE 1.

Vol. 10, No. 3, 2019

set of activities with sequence and duration. It is widely
required to identify what the user is currently doing [16];
therefore it requires to use online technique.

Another application can be the recruitment for participatory
sensing applications [17]. For instance, the application aimed
to collect the information from users during walking in a
specific location in the city. Thus, online recognition of
activities becomes significant. Some researches on human
activities, which works on offline recognition, are using
machine learning tools such as WEKA [18-20]. Nowadays,
some of clouding systems are being used for online recognition
[21] [22].

D. Machine Learning Techniques

The success of HAR process depends on which machine
learning technique is suitable in the problem case. There are
two different approaches: first approach depend on traditional
machine learning such as KNN, Naive Bayes, Bayes Net, IBK,
J48, Random forest, SVM, DTW, etc., the second approach
depend on deep learning such as convolution neural network,
recurrent neural network, vanilla RNN forward, and Gated
Recurrent Unit RNNSs, etc.

Recognize the human activity is mission. The paper
surveys the state of the art traditional machine learning and
deep learning for HAR. Section Il presents the general
components of HAR system. Section Il explores the difference
between online and offline systems. Section IV compares
between traditional and deep learning techniques. Section V
shows the main issues for recognizing activities and the most
important solutions to each one of them. Finally, a general
conclusion is presented in Section VI.

THE CATEGORIZATION OF ACTIVITIES

Category Activities

Related Ref.

Daily Activities
Note-pc, Carrying a box, Getting up

Ironing, Eating, Drinking, Using phone, Watching TV, Using computer, Reading
book/magazine, Listening music/radio, Taking part in conversations, Getup bed, Sleeping,

[29][32-35][46][53][56][60][64][77]

ousehold Activities

Sorting files on paperwork, Wiping tables, Vacuuming, Taking out trash, Cleaning a dining
table, Washing dishes, Sweeping with broom, Cleaning up

[291[32][33][42][53][55-56][60][64]

Transportation Riding a bus, Cycling, Driving

[24][281[38][40][47][53][55-
56][58][61][63-64][67]

Ambulation

Running, Sitting, Standing, Lying, Ascending stairs, Descending stairs, Riding escalator,
Riding elevator, Falling, Stopping, Casual movement

[23][24][26-28][36-50][52-
561[58][59][61-71][75][76] [77] [81]

Kitchen Activities

Fill kettle, Pour boiling water into the mug, Add tea-bag, Add sugar, Add milk, Remove tea-
bag, Pour milk outside the mug, Pour boiled water outside the mug, Making coffee , Making
tea, Making oatmeal, Frying eggs, Making a drink, Cooking, Checking tools and utensils in
the kitchen, making a sandwich, cooking pasta, cooking rice, Feed Fish.

[32-35][42][46][53][57][60][64]

Exercisefitness basketball, Playing football, Rowing

Walking in treadmill, Running in treadmill, Aerobic dancing, Jumping, Jogging, Playing

[23][24][26][371[42][45][47][48][50]
[53] [56][68][70]1[75][77]

Self-care Activities
medication

Applying makeup, Brushing hair, Shaving, Toileting, Flushing the toilet, Getting dressed,
Brushing teeth, Washing hands, Washing face, Washing clothes, Drying hair, Taking

[29] [32-35][53][60]

Transitional Activities

lying down and getting up, Sitting down and getting up, walking up and down stairs

[52][53]
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Il. GENERAL STRUCTURE OF HAR SYSTEMS

The Human Activity Recognition process consists of four
main phases: Data Acquisition, Pre-Processing, Feature
Extraction, and Classification. As shown in Fig. 1, HAR
systems consist of several phases which are:

Data Acquisition: It is the first phase in the activity
recognition for collecting the data by using the sensors.

Pre-processing: It is the second phase after the data is
collected. It has important roles such as removing the noise of
the raw data, using windowing or segmentation schema on the
collected data. Using the raw sensor data in the classification
process may be not a suitable decision, therefore, the raw data
needs some transformations such as breaking the continuous
raw sensor data into the windows of a certain duration. For the
sake of the energy efficiency, it is serious to take a low
sampling frequency in order to reduce the time of sensors
working. The work time for the powerful sensor is low when
the low sampling frequency is used. However, using of the low
sample frequency to recognize the activities is still an open
question. According to Kwapisz et al. [23], the sampling rate
might be no less than 20 Hz for detecting daily activities. Some
of the sampling data may be lost when using a low sampling
frequency as well as it is hard to recognize the activities when

Vol. 10, No. 3, 2019

the sensing device has low-resolution. Thus there is a trade-off
between consumption of the energy and the rate of recognition.
Liang et al. [24] proposed a method for energy-efficient. That
method is based on tri-axial accelerometer which embedded in
a smartphone in order to recognize the user's activities. They
aimed to reduce the likelihood of time-consuming frequency-
domain features for lower computational complexity and
modify the sliding window size for improving the accuracy of
recognition.

Feature extraction: The segmented data is collected as a
series of pattern containing three values 3D acceleration
components. It converts the signal into the most significant
features which are unique for the activity. It is better to extract
features of the data which is based on a temporal window
rather than using the raw data which depend on classifying
every single data point. Using the features, rather than the raw
data, leads to reduce the effects of noise and also reducing the
computational load of classification algorithms. Standard
features are divided into time and frequency domain.
Janidarmian et al. [25] stated that the time or frequency domain
and heuristic features are the most effective in the context of
activity recognition. Table Il displays the details of those
features.

TABLE Il.  LIST OF FEATURES
Feature Description Feature Description
1o 1% ,
Mean Us = r_zz S; Skewness T‘EZ(Si — ls)
i=1 i=1
1 n
Minimum min(Sy, S, -+ Sp) Kurtosis ﬁz(si — pug)*
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i=1
1 n
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n
i=1
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1 n
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Data Acquisition

3

Pre-Processing

4

Feature Extraction

$

Classification

Fig. 1. Human Activity Recognition Flow.

Classification: It is the final phase of the human activity
recognition process. The trained classifiers are used for
classifying the various activities. The classification can be done
either offline or online. A machine learning tool build on
powerful processing may be used offline processing and the
mobile phone itself or the cloud server may be used in the
online processing.

I1l. ONLINE VvS. OFFLINE HAR SYSTEMS

In the first, the training data are used for training the
classifiers [25]. The human activities classifier can be trained
online or offline as well as the classification process itself can
be done online or offline. Offline classification (non-real-time)
is sufficient solution when the user does not find an urgent
need to receive immediate feedback. In the other side real-time
classification (online) assists user for receiving real-time
feedback. Liang et al. [24] proposed a framework for activity
recognition using offline data training and online classification.

A. Online vs. Offline Training Phase

Online training means that the classifiers are trained on the
hosting device, such as mobile, cloud, or Raspberry Pi, in real
time. On the other hand, on offline training, a desktop machine
is usually used for training the classifiers beforehand. As well
as the raw data of the activities, which is collected by sensors,
is stored and in later time these data are used for training the
classification model as shown in Fig. 2. In the online training
phase the raw data are not stored for later use but instead they
are immediately processed for training to save time.

According to our readings, as shown in relevant references
in Fig. 2, most of researchers prefer offline training. Only 8
out of all 45 studies were using online training in real time.
One of the reasons for using offline method is that the training
process is computationally expensive.

Vol. 10, No. 3, 2019

Online Offline

Sensors data Sensors data

Pre-processing Pre-processing

Training Online Training Offline

Classification Classification

Relevant Ref.

[28] [55] [95-99] [1] [24] [26] [57-

58][60-71] [100-119]

Fig. 2. Two Approaches of Training Phase.

B. Online vs. Offline Classification

In the final stage of classification, there are two ways to
classify the activity for a specific label, which are online or
offline, according to the training data. The most semi-
supervised classification has been implemented and evaluated
offline [2]. As well as there are more studies for supervised
classification online and offline. All studies of the online and
offline classification, which are described in details in the
following two sections, are summarized in Fig. 3.

Fig. 3 shows the body sensors positions and related sensor
type, device type, classifier type, and reference noted. The
circles in Fig. 3 display two pieces of information, the types of
devices which are used and the interior sensors. For example
point 6 (the palm of the right hand) have three shapes which
means some of the studies were used in this position for
classification human activities by using three devices that are
described in the following:

a) A red circle contains (A): Smartphone was used for
sensing the accelerometer data in the reference [26] and [27].
The reference [26] used NB and KNN for classification
human activities but the reference [27] used logitBoost
classifier.

b) A red circle contains (A and G): Smartphone was
used to collect Accelerometer and Gyroscope data for
classifying human activities.

c) A green circle contains (A): WAS device was used
for collecting the Accelerometer data.

The lines in Fig. 3 display two pieces of information, the
point number and the location. For example point 20 has a red
line which means this point is in a position on the back of the
body. But when the line is a black color this means the point is
in the front of the body position. The point 18 has a yellow line
because the studies used the side pocket for holding the
devices. The back pockets (point 10 and 11) were used in the
same studies; therefore, their lines are merged.
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Fig. 3. Locations and Specifications of Different Sensors Devices, Interiors Sensors, and Classifiers which used in the HAR Studies.
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1) Online classification: Online HAR systems are needed
in the healthcare field for continuously monitoring to the
patients with physical or mental pathologies in order to their
protection, safety, and recovery. A lot of studies are based on
giving real-time feedback for assisting people; some of them
are summarized in Table IlI. In this survey, 20 studies in
Table Il were compared for displaying the activities which
were classified, the classifier that was used, and accuracy
which was achieved by using that classifier, the window
length, overlap, and latency time of feedback, the type of
training, reference of used dataset, and finally the type of
devices which were used in collecting data.

Vol. 10, No. 3, 2019

According to our reading, there are 14 studies out of 20
focused to recognize the physical daily activities such as
walking, running, sitting, and standing. One study [28] from 20
reviewed studies depends on online training. The mobile phone
has become more robust in the available resources, such as
battery, memory, CPU.

In online activity recognition, the mobile phone is used
locally for collecting the data, pre-processing and
classification; therefore, there are 12 out of 20 reviewed studies
using the smart phone.

TABLE Ill.  ON-LINE CLASSIFICATION OF HAR
Ref Activities Classifier Accuracy Wind. length | Overlap | Training | DS Device hﬁq’[gncy
[55] | AMB (2),HOS(1),TRSP(1) | RF 89.6 +3.9% 13S 90% offline WAS
AMB(5),DLY (4), HOS(3), . . .
[56] TRSP(1). EXF(1) SVM 95% 12.8s 50% offline Wocket 4s
571 | KIT(®) HMM 85.6% ; 75% offline | - C}‘zﬂ:’g’;mh 1s
26 AMB(4), EXF(1 NB, KNN 78%, 69% 10s - offline Smartphone -
p
58 AMB(3), TRSP(1 NB 97% 1s - offline - Smartphone
[58] @) (Y p
[59] AMB(4) NB,KNN 47.6%,92% 1s offline Smartphone
[60] ﬁgs(g,)SELF(Q), DLY(®), KNN+DTW 81% 1s - offline IMOTE2,RFID | 5.7s
[61] | AMB(7), TRSP(1) DT 80% 428 50% offline 5 WAS
[62] AMB(6) KNN 80% - - offline Smartphone
[63] | AMB(4), TRSP(2) KNN, QDA 94.9%, 95% 7.55 - offline Smartphone
AMB(4), TRSP(1), DLY(3), | NB, NN, DT, The better . 20 Smart phone
[64] 6S - offline
HOS(1), KIT(1) RF, SVM, KNN | MLP and RF [72] | Smart watch
[28] RF, NB, KNN, 90.3%, 79% .
AMB(2), TRSP(1) SVM 83.7% 70.2% 4s online Smartphone 2S
98.6%, 97.6%
65 AMB(6 DNN,KNN,RF 96%, 95.4%, Is 50% offline Smart phone 133ms
SVM, NN, DT
E 95.9%, 91.3%
6% S ) offline martphone ms
[66] AMB(3) DT 92.6% 5 50% ffli S h 395
[67] AMB(4), TRSP(2) SVM 90% 35s offline Smartphone
[68] AMB(5), EXF(1) DT 92.3% 3S - offline Smartphone
[69] AMB (3) RBM 93% 2S 50% offline [73] | smartwatch
7 AMB(5), EXF(1 NN 7% - offline mart phone
0 c 9 35 ffli {52} Smart ph 3s
[71] | AMB(5) DT 90.8% 1s - offline - WAS -
[24] AMB(7), TRSP(2), EXF(1) DT 85% variable - offline smartphone
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2) Offline classification: When the online activity
recognition (real-time activity recognition) is not critical for
the application, the offline recognition is the best choice. In
the offline classification, the user doesn’t wait for the
feedback of the recognition system in real-time. The user
receives the results of the recognition after offline analysis and
classification. For example, if the goal is monitoring the
elderly person’s activities of daily living [29], the data were
collected during the day using sensors and then at the end of
the day, it can be uploaded to a server for analysis and sending
feedback to care manager or relatives etc. A lot of researchers
use offline HAR system as a research base for examining their
new techniques that are proposed to be used in the designing
of an efficient HAR system, such as the techniques which are
proposed for data collecting, pre-processing, feature
extraction, or classification.

For example in [30], the offline classification was used for
comparing seven classifiers in order to find the optimal one.
Also in [31], a new classifier was developed for achieving
appropriate accuracy in the child’s behaviors detection. Some
of researchers used offline classification for studying the
efficiency of using accelerometer alone or to be combined with
another sensor in the data collection phase. Studies included in
our survey mainly used triaxial acceleration signal, while some
of them used additional signals to improve recognition
accuracy such as [29], [32-34].

The acceleration signal, which is recorded from the object,
depends on the location of sensor and the activity being
performed. In general, the magnitude of acceleration signal
increase from the head to ankle. Vertical accelerations
produced during level walking range from —2.9 m/s2 to 7.8
m/s2 at the lower back, to 16.7 m/s2 to 32.4 m/s2 at the tibia
[51]. What is an appropriate position for a single tri-axial
accelerometer to detect the kind of activities? This is an open
question and some of the researchers tried to answer that
question [52] [53]. Cleland et al. [52] collected the data from
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six various locations on the body, (lower back, chest, left wrist,
left hip, left thigh, and left foot). SVM is used to determine
which position is best to place accelerometers for detecting the
activities.

The training dataset affects the classification efficiency;
therefore, some of the researchers used offline classification to
focus on developing a methodology to extract the appropriate
candidates for building the training dataset such as in [54].
Davila et al. proposed a new method to classify human
activities (e.g., sit, walk, lie and stand) by using a data-driven
architecture which depends on an iterative learning framework.
Their suggested solution optimizes the performance of the
model by selecting the most appropriate training dataset for
non-linear multi-class classification that makes use of an SVM
classifier, while also reducing the computational load. They
achieved 76.1% when using WAV-F in the pre-processing
phase. As well as they tried to improve the accuracy and
reached to 81.9% when using band-pass Finite Impulse
Response (FIR) with a WAV-F [36]. Table IV displays the
activities, Pre-processing and feature extraction techniques,
classifier and its accuracy, and devices which are used in the
activity recognition for some of offline researches.

IV. TRADITIONAL AND DEEP LEARNING TECHNIQUES

In recent years the intelligent machine techniques is
advanced very quickly such as smartphones, smartwatch, and
wearable sensors. Those devices can now use applications
provided with Artificial Intelligence for predicting human
activity, depending on the raw accelerometer sensor signal.
The primary goal of HAR is using machine learning models
with high accuracy when predicting the human activity. Many
traditional learning techniques like Decision Tree, Random
Forest, AdaBoost, Support Vector Machine, K-nearest
neighbor, Naive Bayes, etc. achieved good accuracy. However,
deep learning is highly used in HAR. After studying a lot of
researches we found that there are three different strategies for
building machine learning model as shown in Fig. 4.

Feature extraction

Activity Signal

Traditional Technique

Activity inference

== Traditionalmodel

=== Deep learning model

) Deep feature extraction
& model building

Fig. 4. General Structure of Traditional and Deep Learning Models.
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e Traditional model flow: The data is collected by the
sensors, extracting the features, then using one of
traditional techniques, and finally extract the activity
label.

e Deep learning model flow: Collecting the data,
extracting the features, then using one of deep learning
technique, and finally extract the activity label such as
in [32] [34] [49]

e Deep feature extraction and model building flow:
Collecting the data, then deep learning technique for
automatic extracting features, and finally using softmax
layer such as in [35] [37-39] [45] to predict the label of
activity.

Arifoglu et al. [86] compared three variants of Recurrent
Neural Networks, Which is one of deep learning algorithm,
With 5 traditional techniques, SVMs, Naive Bayes, HMMs,
Hidden Semi-Markov Models, and Conditional Random Fields
(CRFs), on public dataset collected by van et al. [87]. The data
capture daily-life activities such as sleeping, cooking, leaving
home, etc. using sensors placed at the homes in less than a
month. The results obtained indicate that deep learning is
competitive with those traditional methods.

By investigating 48 different research, it is found 56.25%
of researches focused on using traditional algorithms for
classification, some of those researches adapting the traditional
algorithm for achieving high accuracy, 33.33% using deep
learning, and 10.4% using algorithms (deep learning or/and
traditional) for examining their proposed system but they
didn’t focus on the algorithm such as in [33][26]. Maekawa et
al. [33] compared two traditional algorithms, AdaBoost and
DT, for examining the efficiency of classifier when collecting
the data from heterogeneous sensors. Hayashi et al. as well as
Hammerla et al. [41] proposed a new method that called the
empirical cumulative distribution function (ECDF) to
representing sensor data for improving the efficiency of feature
extraction phase. Ayu et al. [26] proposed a system for real-
time activity recognition and compared two traditional
classifiers (NB and KNN) for exploring the influence of
training data size on recognition accuracy. Nhac et al. [28]
comparing four traditional classifiers (RF, NB, KNN, SVM)
for examining their proposed Mobile Online Activity
Recognition System (MOARS) to automatically recognize
several activities of smartphone users. Kwapisz et al. [23]
focused on developing a public dataset that is collected with
the smartphone for human activity recognition. DT, MLP, and
Logistic Regression are compared for testing the quality of
their collected dataset. The average accuracy of all traditional
algorithms, which are listed in Table Il and Table 1V, is
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displayed in Fig. 5 as well as the frequency of applying each
algorithm. The algorithm frequency means the number of using
algorithm.

The most frequently traditional classifier that is used in
those studies is KNN as illustrated in Fig. 5. KNN may be used
more frequently for classifying the researcher’s proposed
system or just for comparing with the main classifier.
However, the frequency (the number of papers that used KNN
classifier) of applying KNN reached 90.1%, its average
accuracy is 75.48%. QDA and SR achieved high average
accuracy, 95% and 96.1% respectively, in spite of the number
of papers that used them are small. Some of researchers
developed a new classifier based on combining different
traditional classification algorithms such as in [27] [60] [75]
and that is called “Hybrid T”. Neural networks are a powerful
biologically-inspired programming paradigm which enables a
computer to learn from observational data and Deep learning, a
powerful set of techniques for learning in neural networks.
Neural network (NN) achieved accepted average accuracy
93.23% as shown in Fig. 5.

Deep learning has various architectures such as DBN [37]
[65] [69], RNN [43], CNN [38-40] [45] [49] [50] [70], etc.
Therefore, Fig. 6 displayed the average accuracy of all kinds of
deep learning architectures and its frequency in this study. It is
found that the average accuracy of all deep learning
architectures are mostly close however the most frequently
used is CNN.

According to this study, the overall average accuracy of
traditional machine learning algorithms is 83.3%, which is less
than the average accuracy of deep learning algorithms that can
reach 94.9%, although the number of studies used traditional
machine algorithms are more than those used deep learning.

Traditional machine learning algorithms are typically
linear, in that they can be represented by only one node that
linearly transforms input to output. Previously called artificial
neural networks, deep learning uses multiple nodes, organized
like the neural networks to model how human brains work. The
more nodes and layers in a neural network, the more
sophisticated its learning capabilities can become. Although
people still use the term “neural networks”, today deep
learning networks represent how information flows across
nodes which are like how information in the human brain flows
across neurons. In the recent years, researches tend to use deep
machine learning rather than traditional as illustrated in Fig. 7.

According to all studies investigated in this paper, using
deep learning appears in the year 2014 till 2018. After 2014 the
using deep learning in activity recognition is more than using
traditional algorithms up to now.
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TABLE IV.  OFF-LINE CLASSIFICATION OF HAR
Ref Activities Pre-processing Feature Extraction classifier Accuracy Device DS
[35] | AMB(5),SELF(2),DLY(5),KIT(1) - NNMF AE Precision 99.6% WAS [46]
[36] | AMB(4) FIR, WAV-F PCA, RPY, NAC SVM 81.9% 12 WAS [78]
f-measure
MFCC, RMS, ZCR, MEN, | DNN,SVM
[32] | DLY(6),HOS(L), KIT(1), SELF(1) MED-F, SPINT | /72 “ENG, ETP. CCO DT GMM., KNN 92%,86% Smartphone
85%,77%,63%
[42]1 | AMB(4),KIT(3), HOS(1),EXF(1) W-SEG Auto-FE Hybrid D F1 score 91% WAS [79]
AVG,STD,AAD,ARA, 85.1%,75.1%,
[23] | AMB(4), EXF(1) W-SEG TBP. BD DT, LR, NN 01 7% Smartphone
[29] SELF(4),HOS(2),DLY(1) - \'\}Q'F\{l AVG, MIN, MAX, SVM F-measure (91.4%) | Smartphone
MEN, ENG, FETP Precision WAS in
[33] | KIT(7),DLY/(1),HOS(1),SELF(1) - FF AdaBoost, DT 58.19%,75% wrist
MEN, VAR, ENG, DNN, SVM, 91.7%,86%
[34] | DLY(5)KIT(1).SELF(1) W-SEG FENT,CCO DT,GMM, KNN 859%,31.5%,62% Smartphone | a0
[54] | AMB(4) WAV-F PCA, RPY, NAC SVM 76.1% 13 WAS [78]
[53] a’;ﬂslaéﬁ)pal)'\;%%??s;ﬁ)s(z)KIT VARENT,FF KNN Precision 70% 6 WAS
MEN,TBP, APF, VAPF, NN+ SVM, o
[27] | AMB(5) LP-F RMS. SD, MIN LogitBoost. 91.5% Smartphone
[46] | AMB(4), DLY(2), KIT(1) MED-F 4GR, $AC DTW TN (81.8%) WAS
[75] | AMB(5).TRSP(1), EXF(1) ; MEN,VAR,SKW.KURPF | hrid T 89% WAS
P, SPF
[43] | AMB(5) W-SEG - RNN 96.7% Smartphone | [81]
[44] | AMBG) No-F, W-SEG §¢I\E/I DAE, PCA FFT. | sym 92% Smartphone | [81]
[76] | AMB(4) - AUTO-FE KNN 65% 12 WAS
MEN, MAD, SKW, and DBN, DTW, LSM, 99.3%,83.2%,89.6 5 WAS
[47] | AMB(7)EXF(4).TRSP CCO,CPCO, APF KNN, SVM %,98.7%,98.8% [82]
MEN, VAR, CCO, ENT, 96.1%,89.4%,91.3
[48] | AMB(6), EXF(1) W-SEG ZCR,FOD.MOI. EGV SPRNB, KNN.SVM | /"o, coe WAS
[37]1 | AMB(4), EXF(1) W-SEG SPEC DBN 98.23% Smartphone | [23]
[45] | AMB(3), EXF(1) W-SEG CNN 96.88% Smartphone | [83]
[50] AMB(5), EXF(1) W-SEG skip feature extraction CNN 93.8% Smartphone
[49] | AMB(4) LP-F, SMO-F MEN, VAR CNN,KNN 85.5%,80% WAS [78]
[38] | AMB(5), TRSP(1) W-SEG SPEC CNN 95.1% Smartphone | [84]
[39] AMB(5) W-SEG DFT CNN 95.18% Smartphone | [81]
LSM,SVM, ANN, 95.6%,92.1%,92.9
[771 | AMB(6), EXF(1), DLY(1) NORM MEN, VAR, ENT DT KNN % O1.9% WAS [85]
[40] | AMB(5), TRSP(1) W-SEG SPC and SHF CNN 95.7% Smartphone | [84]
F-measure
[41] | AMB(4) - ECDF KNN, DT 062,043 12 WAS [78]
MEN, AVG, SDs, AVG-
SD, SKW, AVG-SKW
[52] | AMB(5), TRSI(1) W-SEG KUR. AVG-KUR, ENG, | SYM 96.6% 6 WAS
AVG-ENG, CCO
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TABLE V. LIST OF ABBREVIATIONS AND ACRONYMS
4-Dimensional Features, Gravity 4GR Hidden Markov Model HMM Statistical Metrics STM
(Gx, Gy, Gz, K)
4-Dimensional Features, Body - .
Acceleration (Bx, By, Bz, K) 4AC Household Activities HOS Support Vector Machine SVM
Ambulation AMB Hybrid Deep Hybrid D The Norm Of The Axial Components NAC
Auto-Encoder AE Hybrid Traditional Hybrid T Time Between Peaks TBP
Automatic Feature Extraction Auto-FE Klnematlc_s Features, Such RPY Transitional Activities TRSI
As Roll, Pitch, Yaw
Average AVG Kitchen Activities KIT Transportation TRSP
Average Absolute Difference AAD K-Nearest Neighbour KNN Variance VAR
Average Energy AVG-ENG Kurtosis KUR Variance Of APF VAPF
Average Kurtosis AVG-KUR Least Square Method LSM Wavelet Filter WAV-F
Average Of Peak Frequency APF Logistic Regression LR Window Segmentation W-SEG
Average Resultant Acceleration ARA Low Pass Filter LP-F Zero-Crossing Rate ZCR
Average Skewness AVG-SKW Maximum MAX Restricted Boltzmann Machine RBM
Band-Pass Finite Impulse Response FIR Mean MEN Root Mean Square RMS
Binned Distribution BD Mean Absolute Deviation MAD Self-care Activities SELF
Cepstrum Coefficients CPCO Median MED Shallow Features SHF
Convolution Neural Network CNN Median Filter MED-F gfnndasl Power In Different Frequency SPF
. . Mel Frequency Cepstral
Correlation Coefficients CCO Coefficients MFCC Skewness SKW
Daily Activities DLY Minimum MIN Smaoothing Filter SMO-F
Decision Tree DT Movement Intensity MOl Sparse Representation SPR
Deep Belief Networks DBN Naive Bayes NB Spectrogram Representation SPEC
Discrete Cosine Transform DCT Namely NAM Spline Interpolation SPINT
Discrete Fourier Transform DFT Neural Network NN Standard Deviation STD
Dynamic Time Wrapper DTW Noise Filter No-F Frequency Entropy FETP
Eigenvalues Of Dominant Directions | EGV Non-Negative Matrix NNMF Average Standard Deviation over 3axes | AVG-SD
Factorization
Energy ENG Normalization NORM Wearable Accelerometer Sensor WAS
Entropy ETP Ece):ll(er Of The Frequency PFP Recurrent Neural Network RNN
Exercise/Fitness EXF Power Spectral Density PSD Gaussian Mixture GMM
Fast Fourier Transform Coefficients FFTC PrlnCIp_Ie Component PCA Random Forest RF
Analysis
First-Order Derivative FOD Quadratic Discriminant QDA Frequency Features FF
Analysis
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V. ISSUES AND CHALLENGES

Some of various sensors are used to collect the raw data for
activities recognition. There are three categories of sensors:
video sensors [8-11], environmental-based sensors [3-8], and
wearable sensors. Camera is the video sensor which is located
in the specific places. RGB camera received less focus in HAR
research, probably because of its tradition in scene capture and
Human movement in 3D space [88]. As well as identifying the
human from the image requires more constraints because the
process needs the high machine processing [89]. Therefore, the
quality of the real-time HAR system should be affected [90].

The wearable sensor systems should deal with occlusion
and restriction challenges that happen in HAR system which
uses RGB camera. However, the main drawback of the
wearable sensor is the accuracy of recognition. Because the

Vol. 10, No. 3, 2019

HAR system, which based on a wearable sensor, needs to the
subject for wearing and attaching with several sensors on the
different body parts. That is too much of hassle, uncomfortable
for the users. As well as VO et al., [91] mentioned that the
quality of HAR system, which based on wearable sensors,
could not be effective because the subject can forget to use the
dedicated sensor.

The location of wearable sensor or smartphone is more
sensitive because it effects on the accuracy of the recognition.
Reading raw data of accelerometer, which is embedded in the
smartphone or wearable sensor, rely on the position and the
orientation of the sensor on the subject's body. For example,
the moving data reading is totally different when a user
walking while holding a phone in his/her hand or pocket.
Therefore many of the research faced this issue in their attempt
to find the optimal solution [52].

Online HAR systems require continuous sensing and
updating the classification model and both of them are energy
consuming. Updating the data online may require significant
computing resources (e.g., mobile phone memories). In
general, various activities have different sampling frequency.
There is a trade-off between sampling rate (which affects
quality of feature extraction) and the efficiency of recognition.
Ustev et al. [92] attempted to reduce both computing energy
and resource cost by selecting the optimal sampling frequency
and classification features. This enabled him to remove the
calculation of time-consuming and frequency-domain features.
Online classification system main concern is time consumed on
the process as endpoint user is expecting an instant result. As
for Offline systems are more concerned with processing power.
Offline classification systems depends on the processing power
of the setup in hand which - in case of mobile devices - very
weak, while in Online systems classification is done on high
processing servers that enables quick classification and instant
result to the endpoint user.

In traditional machine learning, the features have to be
extracted from the raw sensor data by any domain expert to
reduce the complexity of the data as well as making the
patterns more clearly for learning algorithm. Deep learning try
to learn high-level features from the data in an incremental way
and that is the major advantage when using deep learning
algorithms. Therefore there is no need for domain expertise
and hard-core feature extraction. Regarding problem-solving
approach, machine learning techniques break the problem into
different parts to be solved first then their results are combined
at the final stage while deep learning aims to solve the problem
end to end. For example, for a multiple object detection
problem, Deep Learning techniques like Yolov2 system [93]
takes the image as input and provide the location and name of
objects at the output. In the other side machine learning
algorithms like SVM, a bounding box object detection
algorithm is required first to identify all possible objects to
have the specific object as input to the learning algorithm in
order to recognize relevant objects.

High-end machines are required for applying deep learning
and that is the opposite requirements of traditional machine
learning algorithms. The important part of executing deep
learning is GPU which its algorithms take a long time because
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there is a large number of parameter. For example Popular
Deep Residual Networks algorithm takes about two weeks to
train completely from scratch [94] while the training of
traditional Machine Learning algorithms takes few seconds to
few hours. In the testing phase, the scenario is completely
opposite. Deep learning algorithm takes much less time to run
in test time whereas, if you compare it with KNN (a type of
traditional machine learning algorithm), testing time is
increasing whilst the size of data is increasing. Although this is
not applicable to all machine learning algorithms, as some of
them have small testing times.

VI. CONCLUSION

This paper surveys the state-of-the-art in human activity
recognition based on measured acceleration components. We
stated the general structure of activity recognition system
online and offline, traditional and deep learning machine
learning algorithms. Moreover, those studies focus on
recognizing the number of activities and different classification
methods used for the recognition process. Forty-eight
researches are qualitatively compared in regards to the
activities, devices that are used, learning models, dataset, and
recognition accuracy. Finally, we discuss the different
challenges and issues of these studies. As well as this survey
has shown that recently deep learning was used more than
traditional machine learning, it also showed that CNN deep
learning is mostly used; even though RNN [43] and AE [35]
achieved a satisfying accuracy which is higher than 96%.
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