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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.
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Analyzing Personality Traits and External Factors for
Stem Education Awareness using Machine Learning

Sang C. Suh'

Department of Computer Science
Texas A&M University-Commerce
Commerce, TX-USA

Abstract—The purpose of the paper is to present the
personality traits and the factors that influence a student to
pursue STEM education using machine learning techniques.
STEM courses have high regard because they play a vital role in
global technology, inventions and the economy. Educational Data
Mining helps us to identify patterns and relationships in a large
educational database. On the other hand, Machine Learning
facilitates decision making process by enabling learning from the
dataset. A survey comprising of an extensive variety of questions
regarding STEM education was conducted and the opinions of
students from various backgrounds and disciplines were
collected. A dataset was generated based on the responses from
students. Machine Learning algorithms (one class-SVM and
KNN) applied on this dataset emphasizes variety of courses
offered, research-oriented learning, problem-solving approach, a
good career with high paying job are some of the factors which
may influence a student to choose STEM course.

Keywords—Educational Data Mining (EDM); Science
Technology Engineering Management (STEM); Machine Learning
(ML); K-Nearest Neighbor (KNN); One class—-Support Vector
Machine (one class - SVM)

I.  INTRODUCTION

A. Significance of STEM Education

Education is now one of the fundamentals of living. It is
no more just a tool to spread knowledge. Every day in this
modern world, a new scientific invention or technology is
being introduced. Science, Technology, Engineering and
Mathematics have integrated into all aspects of life and it has
been more accessible than ever before. Students of all areas of
study are directly or indirectly interacting with these aspects,
no matter what is the field of study there is some technology
to store it, share it and enhance its possibility in various
dimensions.

As this era is turning out to be an era of automation and
machines are becoming more capable of exhibiting their
intelligence and skill, current and next generation of students
have to compete with machines also. So the focus of the
research is on the attitude, knowledge and abilities of the
students regarding STEM discipline [1]. As an individual
chooses his/her path for a career based on the interests which
evolved from his/her childhood. So it is essential to analyze
the distinct quality of each person who is in multiple year of
study in college and his/her perspective towards STEM
education.

Anusha Upadhyaya B.N?
Department of Computer Science

Texas A&M University-Commerce
Commerce, TX-USA

Ashwin Nadig N.V?

Department of Computer Science
Texas A&M University-Commerce
Commerce, TX-USA

The teaching Science, Technology, Engineering and
Mathematics also emphasize integrating other areas of study
to be a part of them. A person who teaches these subjects
should be able to identify research and explain the
significance and uniqueness of this integrity among his/her
students. Integration of the skills acquired from STEM courses
will play a vital role in understanding and re-structuring of
various aspects of life [2]. Thus, a student should be able to
understand the local politics and know what is happening
around the globe and ready to articulate his/her views on it.
Inquiry-based learning model can help students to become
scientists in their way to explore new information. STEM
courses are potent tools for a student to contrive solutions. It
also helps in understanding, being creative and innovative in
approach to any given challenge. Furthermore, STEM helps to
acquire the necessary skills [1].

B. Machine Learning in Educational Research

The influence of Machine Learning and Artificial
Intelligence is already noticeable on the global economy.
Thus, it is driving much attention from analysts. ML deals
with several algorithms to enhance their performances. It
tackles multiple aspects of regression or classification issues in
research related to data analytics [2]. Educational Data Mining
(EDM) deals with extracting necessary information from
massive data sets, which are related to students. EDM involves
various algorithms like Decision trees, K-Nearest Neighbor,
Neural Networks, Support Vector Machines and other Machine
Learning algorithms. Analysis, prediction and data-driven
problem-solving techniques have shown effective results in
forecasting consumer behaviors, fraud detection, intrusion
detection and various assessments. The education system also
can be one of the significant areas where one can implement
data-driven techniques, where it will help to analyze various
patterns associated with students [3]. At the same time,
statistical methods make it difficult to identify and
comprehend.

In this modern world that is driven by data, there is an
exponential growth of textual chronicles in the field of
education. Every device connected to the internet is an ocean
of knowledge. As the online tutoring and skill sharing are
becoming more popular each day, this process is producing a
massive amount of data daily. Classification of this enormous
amount of data is the biggest challenge in data analytics and
there have been introduced a variety of methods to handle data
volumes. One such method of classification is K-Nearest

1|Page
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Neighbor algorithm which is a supervised learning method
[10]. On the other hand, there is an unsupervised learning
method called one-class SVM, where a model is trained on the
data with only one class. It gleans the features of typical cases
and from these features it can predict the cases which are not
normal. The main aim of these classifications on educational
data is to help the authorities and teachers to improve the
performance of a student and assist them in exploring learning
and career options with early predictions which are based on
previous data.

In this paper, Machine Learning algorithms, one-class
SVM and KNN are applied on the data collected from a
survey conducted on the students of Texas A&M University-
Commerce, where the students from various disciplines gave
their responses. The survey consisted of questions regarding
their knowledge and opinion about STEM education. Thus,
one can able to predict the factors that may influence a student
to take up a course associated with STEM or not.

In Section I, we have presented various works which are
related to Educational data mining and Machine Learning.
Section 111 describes Machine Learning techniques. Section IV
has experimental analysis. Section V has the conclusion and
followed by the future work.

Il. RELATED WORK

Educational data mining is the new popular topic among
the researchers who are conducting researches on higher
education in various institutions. Data mining in the education
sector helps us to understand multiple hidden traits among the
students, and it helps to analyze the factors influencing a
student to take up a particular course and dedicate all their
time in learning it. STEM courses are one of the major streams
in education, where the STEM courses will help a student to
have a successful career. So the awareness regarding this plays
a vital role in a students’ life.

F. Sciarrone [2] conducted Educational data mining
(EDM) with Machine Learning techniques to extract the data.
Moreover, he described various models of Learning Analytics
with EDM.

Thakar, Mehta, and Manisha [3] have described the
techniques used in data mining of Educational data and have
given a brief description of the work that has been conducted
regarding Educational Data Mining.

Bhardwaj and Pal [4] described the techniques to analyze
student performance using decision trees, based on the data
extracted from student assessments and their final exam
results.

Romero and Ventura [5] surveyed the studies carried out
on EDM, which used the computational approaches to analyze
the educational data to study educational questions, also it
elaborately analyzes the various educational environments and
data produced by it.

Meyrick [6] compared traditional college methods and
STEM-based program and gave an insight into the positive
aspects which influence students to attend STEM Courses.
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Popenici and Kerr [7] explored the emergence of artificial
intelligence techniques in learning and teaching. It explores
the connection between education and emerging technologies
by the teaching methods of institutions and how students
evolve.

B. Yildirim [8] gave an overview of research studies that
are conducted on STEM education and the attributes of
students associated with it. Several studies are considered for
meta-synthesis method. The results of the study emphasize
that the students of STEM discipline are more creative and
interested in solving problems.

Amra and Maghari [11] gave a student performance
prediction model by applying KNN and Naive Bayesian on an
educational dataset of secondary schools, extracted from the
ministry of Gaza strip in 2015, where they compared two of
the techniques.

Imdad et al. [12] proposed a method for student result
classification based on two traditional algorithms KNN and
artificial neural network using the data from the Pakistan
education board.

Manevitz and Yousef [13] gave a detailed description of
different version of SVMs for one class classification with the
context information retrieval.

Kruengkrai and Jaruskulchai [14] presented a
comprehensive approach of relevant sentence extraction using
only positive samples for training. Here they have applied
methodology of support vector machines for one class
classification. The fundamental goal of one class SVM is to
modify data into feature space compatible with Kernel and
then discrete them from original with the highest margin.

Ciolacu et al. [16] presented their case study with the
primary goal of predicting the final score of students before
attending the exams. Authors proposed an early recognition
system with actual data extracted from an embedded learning
curriculum with the personalized test for each before the start
of the semester.

To analyze the personality traits of the students regarding
the knowledge about STEM education, a survey was
conducted at the Texas A&M University-Commerce, where
students were given a set of statements and questionnaire to
respond. The poll was designed to explore the knowledge of a
student regarding STEM and to know according to them what
the positive and negative aspects of STEM education are.
Moreover, the survey helped in understanding the perspective
of a student regarding STEM education along with various
external factors such as the latest technological trends, world
economy, etc.

I1l. MACHINE LEARNING TECHNIQUES

Machine Learning techniques are categorized into two
types, supervised learning and unsupervised learning. In
supervised learning, the outcome can be predicted using the
previous input and output data, whereas in unsupervised
learning, the algorithm recognizes the hidden patterns or the
internal structures of the input data. In our research one
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algorithm in supervised learning (KNN) and one algorithm in
unsupervised learning (One-class SVM) were considered.

A. One-Class Support Vector Machine (One-Class SVM)

Scholkopf et al. [9] presented a support vector method for
novelty detection. The data points are separated from the
origin and distance is maximized from this hyperplane to the
origin. Results were shown as in binary function where
regions are captured in the input space with the probability
density if data is present. So the function yields +1 for the
small region and -1 for the rest of it.

in & 24 lyn o
min = {lwl® + S X iop @
Subject to:

(w-p(x)) = p-§ foralli=1..,né =0 foralli=1.,n

In equation (1), parameter v(nu) characterizes the solution.
It decides the upper bound on the fraction of outliners and the
number of training examples is the lower bound used as
support vectors.

By a kernel function for dot product calculations, the final
decision function is given in equation (2):

f(x) = sgn ((w . qb(xi))-p) = sgn(X", ;K (x, x,)-p) )

B. K-Nearest Neighbor (KNN) Algorithm

K- Nearest Neighbor (KNN) is one of the supervised
machine learning techniques. It is a non-parametric lazy
learning algorithm. The main aim of the KNN algorithm is to
utilize a database wherein which the data points are divided
into various classes to predict the classification of a new
sample point.

One of the challenging aspects regarding the KNN
algorithm is to finding proper value of k [10], For instance, if
k equal to 1, then it is defined as the nearest neighbor
algorithm. It is simple and straight forward to implement,
where it requires only two parameters, stores all the given
cases and classifies new cases depending on the similarity
measure. In this research, Minkowski distance metric is given
by equation (3).

1
M ER2RE 3
1\V. EXPERIMENTAL ANALYSIS

As described in the previous section, the survey responses
are given to identify various perspectives of students regarding
STEM. The survey was successful in identifying some of the
key factors which influenced them to pursue STEM. Those
key factors include the attitude towards STEM, big five
personality traits of an individual [15] and the external factors
like career opportunities and professional growth by studying
STEM.

The responses given by the students were recorded and
used to create a dataset. Further, applying the Machine
Learning techniques on the dataset, one will be able to predict
the factors influencing a student to take up STEM or not.
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To apply the two machine learning techniques on this
dataset, the following parameters were considered. For one-
class SVM, MinMaxScaler is used for feature scaling and
radial basis function kernel (RBF) and the v(nu) parameter
value is 0.025. Parameters used in KNN algorithm is,
StandardScaler is used for feature scaling, Minkowski distant
metric for measuring distance and the number of neighbors (k)
is 1. Results of the experiment are given in Table I.

TABLE I. ACCURACY OF CLASSIFICATION
Algorithm Precision Recall Accuracy | F1 Score
One-Class SVM | 98.54% 98.5% 98.5% 98.49%
KNN 87.34% 87.25% 87.25% 87.08%

V. CONCLUSION

The paper has examined the accuracy of features, which
are considered to be the influencing factors on a student to
choose STEM courses. The analysis of the data using machine
learning highlighted the influence of certain personality traits
on students to opt STEM courses, for instance, a student who
is confident in science is likely to take up math for study.
Likewise, the person who is interested in a particular area of
studies such as robotics, engineering, psychology, statistics
and the person who has ability and passion on technical
problem solving is more likely to choose STEM rather than
any other course. There are other external factors such as the
variety of courses offered, research-oriented learning,
extensive area of study and most importantly the opportunities
to explore and a good career with high paying jobs have
elevated impact on choosing STEM courses for their
education.

VI. FUTURE WORK

The survey is limited to a particular university, and it
reflected the attitude of a certain set of students. In the future,
this process can be conducted on a large scale to determine
factors influencing current and future students with the
involvement of students from various state and educational
institutions. This will help to understand the educational and
career perspectives of students on national and international
levels.
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Abstract—The Particle Swarm Optimization (PSO) is a
heuristic search method inspired by different biological
populations on their swarming or collaborative behavior. This
novel work has implemented PSO for the Travelling Salesman
Problem (TSP) in high-level synthesis to reduce the computational
time latency. The high-level synthesis design generates an
estimation of the hardware resources needed to implement the
PSO algorithm for TSP on FPGA. The targeted FPGA of this
algorithm is the Xilinx Zynq family. The algorithm has been
implemented for getting the best route between 5 given cities with
given distances. The research has used 7 number of particles for a
different number of iterations for generating the best route
between those 5 cities. The overall latency has been reduced due to
the applied optimization techniques. This paper also implemented
and parallelized the same algorithm on CPU Intel 17 Processor;
the result shows the FPGA implementation gives better results
than CPU on the comparison of performance.

Keywords—FPGA; High Level Synthesis; Particle Swarm
Optimization; Travelling Salesman Problem (TSP)

I.  INTRODUCTION

Particle Swarm Optimization (PSO) is an algorithm which
is been adapted from the unpredictable flight of the bird’s flock.
This algorithm was proposed by Eberhart and Kennedy in
1995. This algorithm is also called as population-based
stochastic optimization technique [1]. It uses a model inspired
from flying birds in the flock or flock of fish. In the flock, bird
or fish (called particle) will search and identify the whole space
guided by both its previous best position (pbest) and the best
position of the swarm (gbest) or global best position [2]. PSO is
applied for multiple fields including scheduling applications,
for finding best routes or planning routes and the optimization
problems [3-4].

Qang et al. [3] have implemented PSO for job scheduling
application. They encoded each particle with a natural number
vector and have developed an own approach to move particles
in the solution space. They also compared the genetic algorithm
(GA) with the PSO for job scheduling application and they
found that PSO is very competitive with the GA.

The PSO algorithm with simulated annealing is
implemented for optimization of the TSP problem is done by
fang et al. [4]. This implementation uses simulated annealing
(SA) method for slow down the degeneration of the swarm and
increase the swarm diversity. They compared the PSO with SA,
basic Genetic Algorithm (GA) and two other algorithms for

Amin Jarrah?

Department of Computer Engineering Hijjawi
Faculty for Engineering Technology
Yarmouk University, Irbid, Jordan

solving TSP problem in which the PSO with SA gives the
superior results than the other methods.

The embedded method of PSO and the SA gives the faster
solution than the PSO method in the small and medium-size
problem. The SA algorithm is capable to search on a subspace
of the whole search space by means of individual particle that
result in faster solution and accurate [5].

Hybrid PSO with SA gives the better performance than the
adaptive particle swarm optimization and the genetic chaos
optimization algorithm [6]. The combination of PSO and SA
can narrow down and speed up the field of the search. This
strength of the PSO with SA can also optimize the TSP problem
with the better search result and speed up.

Hassan et al. [7] have done the comparison of Genetic
Algorithm (GA) and the PSO in terms of its effectiveness for
finding the global optimal solution and computational
efficiency. This research has done the comparison by
implementing statistical analysis and formal hypothesis testing.

The goal of this research is to develop and optimize the
Travelling Salesman Problem (TSP) on FPGA using High
Level Synthesis. Different optimization techniques will be
applied such as loop unrolling, loop pipelining, dataflow, loop
merging and others. This will help in finding the best route in a
high speed.

Il. TRAVELLING SALESMAN PROBLEM

Travelling Salesman Problem (TSP) is a problem of finding
the best route for traveling between multiple cities. In the TSP,
one salesman wants to visit n cities, the objective of TSP is to
identify the shortest Hamilton cycle through which the
salesman can visit each city only once and finally return to the
starting position or city. The TSP problem is solved using
different algorithms as Ant Colony Optimization, Genetic
Algorithms, Neural Network, and others [1].

For solving the TSP, the Ant System (AS) [8] and the
Particle Swarm Optimization (PSO) [9] is the preferred method
due to its optimized solution for the TSP problem. The first
implementation of PSO for solving TSP is done by Maurice
Clerc in 2000 [9]. At that implementation, results show that
PSO was feasible but not very efficient for solving the TSP
PSO and AS are implemented for TSP problem for the
surveillance mission by Barry R. Secrest [10]. The work is on
the planning the best route for the surveillance mission with
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different types of aircraft. This implementation is targeted for
the Mission Route Planning (MRP) for the Unmanned Air
Vehicle (UAV) [10].

General description of TSP can be done as: particles have
to identify the shortest path that covers all cities along. Let G=
(V;E) be a graph where V is a set of vertices and E is a set of
edges. Let C=(cij), which is the distance or cost matrix
associated with E. The particles need to identify the minimum
cost path or Hamilton cycle between the cities [11].

I1l. PARTICLE SWARM OPTIMIZATION

PSO algorithm is inspired from flocks of birds, schools of
fish and herds of animals to adapt their environment, find rich
source of food and secure themselves from predators by the
information sharing approach. Therefore, the PSO algorithm
mimics the social behavior of natural organisms, which
consists of action of individual member and the effect of other
individuals within the group [7]. Each particle in PSO is
considered [12],

¢ to have specific position and a velocity;

e to knows its own position and the value associates with
it;

e to knows the best position it has ever achieved, and the
value associated with it; and

e knows its neighbors, their best positions and their
values.

PSO algorithm gives high performance for different search
and pathfinding problems. Therefore, it has been implemented
for solving and optimized a wide range of problems. For the
optimization on a solution with PSO, the computation cost and
the precision are considered as the main variable.

PSO algorithm use Eq. (1) and (2) to calculate the new
velocity and position at each iteration:

Vi(t+1) = wvi(t) + ca(pi(t) — Xxi(t)) + c2 (9(t) — Xi(1)) 1)
where:
w: real value coefficient (inertia).

c1, ¢2: real value coefficients (the personal influence and the
global influence factors).

vi(t): current velocity of particle i.
vj(t+1): next velocity of particle i.
Xi(t): current position of particle i.
pi(t): personal best known position of particle i.

g(t): global best known position of the whole swarm.
Xi (t+1) = x; (1) + vi(t+1) )
where:

Xi(t) : current position of particle i.
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Xi(t+1) : next position of particle i.

vi(t+1) : next velocity of particle i.

The pseudocode of PSO is showed as follows [2],

Initializing the whole swarm randomly

for(i =0;i < swarmsize;i + +)
Evaluate f(x;)

while(termination criteria is not atisfied){

for(i =0;i < swarm size;i + +){

if (f(x) > f(pbest))) pbest; = x;;

if (f(x) > f(gbest,)) pgest; = x;;
Update (x;, v;)
Evaluate f(x;)}}

where f(x;) is the fitness function for estimating the
quality of the solution. pbest is the particle local best position
and the gbest is the global best position of the entire flock. The
update step is performed by Eq. 3.

vl.’fz"'l =w * vg‘d + cyrand() * (pbeStlkd - xi}ii) +
c,rand () = (ghestk — xk) ©)

where i is the number of particle and d is the number of
dimensions, w is inertia weight and it decide how much the
pre-velocity will affect the new one. ¢l and c2 are constant
values, which are also called as learning factors. These constant
values decide the degree of affection of pbest and gbest.
rand () denotes to a random number between 0 and 1 [2].

The particles fly towards a new position based on Eq. (4).
PSO algorithm is implanted for a certain number of iteration
until the stopping criteria will give the solution that lies in the
global best.

K1 _ ok k+1
Xig = = Xijg T Vig 4)

IV. HIGH LEVEL SYNTHESIS

High Level Synthesis (HLS) is the methodology of
implementing algorithm on high-level language and targeting
the algorithm on the hardware or called Field Programmable
Gate Array (FPGA). High-level synthesis program allows
writing the algorithms on the high-level language as C/C++ and
OpenCL. HLS tool converts the algorithm from this high-level
language (C/C++/OpenCL) to the Hardware Description
Language (HDL) level [13].

Xilinx has a high-level synthesis tool called VIVADO HLS,
which synthesize and converts algorithm written in
C/C++/OpenCL into VHDL/Verilog and System C [13].
VIVADO HLS has a number of built-in functions and libraries
for video processing, math, linear algebra, digital signal
processing and IP (Intellectual Property) Design [13].

Fig. 1 shows the HLS design flow, with the VIVADO HLS
we can write out the algorithm on C, C++ or System C or
OpenCL  which  will  converted by HLS into
VHDL/Verilog/System C or IP format. The HLS tool can also
export the design into other formats also which include System
Generator, P-Core or XPS format [13].
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Fig. 1. High Level Synthesis Design Flow.

In HLS, there are many optimization strategies for
optimizing the latency and resources. One of the main
strategies for optimization of latency and resource consumption
is pragma directives. These pragma directives instruct the
compiler for performing the specific operation while
compilation [14]. In this PSO implementation, different
optimization techniques are incorporated such as loop
pipelining, loop unrolling, dataflow, loop merging and others.

V. HARDWARE PLATFORM

Our PSO implementation is done for targeting the Xilinx
FPGA hardware called ZedBoard which is Zyngq 7000 family of
FPGA. This ZedBoard has xc7z020clg484-1 FPGA device.
The Zyng 7000 architecture consists of Processing System
(PS), which is programmable dual-core ARM Cortex A9
Processor and Programmable Logic (PL), which is the 7 series
Xilinx FPGA Core with resources as LUT, FIFO, BRAM, DSP
and 10’s [15]. This Zynq has following resources on the PL
section, 53200 logic implementable block called, look up table
(LUT), 106400 Flip-Flop (FF), 220 DSP blocks and 280 Block
RAM [16].

V1. PSO ANALYSIS AND OPTIMIZATION

The goal of this research is on solving the simple traveling
salesman problem (TSP) with the PSO in High Level Synthesis,
HLS allows writing an algorithm on C/C++ or OpenCL
language. For the TSP problem, there is predefined number of
cities with the predefined distance between those cities. The
PSO algorithm is used to solve the TSP problem to find the
shortest path between cities so that each city must visited only
once. For the calculation of the shortest path between the cities,
we have taken the 5 number of cities, which is represented in
Fig. 2.
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Fig. 2. Traveling Salesman Problem with 5 Cities and Distances.

For the random number generation on HLS Catalin
Baetoniu [17] has stated the one of the best methods that can
generate the true random number in high speed in Xilinx
FPGA. Linear Feedback Shift Register (LFSR) is another
method of random number generation that uses the shift
register to take input as the function from the previous shift
register. LFSR method has least feedback than the counters, so
it can also be implemented as the fast counter. Eq. (5)
represents the mod-2 polynomial function as the feedback to
the input to the LFSR [18]:

input bit = x3+x? +1 (5)

LFSR method is used in our research for generating random
number; this random number is used by the particles for
selection of cities from the given 5 cities.

The PSO algorithm is used for getting the best and shortest
path between cities for the Traveling Salesman Problem (TSP).
The PSO algorithm can be represented on flowchart, which is
depicted in Fig. 3.

We use pipelining technique in the initialization stage,
which will help in concurrent operations inside the loop and so
increasing the throughput of executing the algorithm and
reducing the latency.

At the beginning, the personal best position and fitness of
the particle are the current position and fitness of it. Then, the
personal best position of this particle is determined by
comparing the previous position with the current position. The
global best position depends on the function of fitness we
choose. If this function aims to find the minimum value and
choosing it to be the best choice, then the minimum value of
personal best array will be the global best one. The pseudo code
of this calculation is shown as follows:

for i =1 to number_of particles do
if fitness [i] < personal best [i] then
update personal_best_position [i]
if personal best [i] < global best [i]
then
update global_best_position [i]
repeat
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Initialize Parameters: number of
particles, initial velocity, inertia and
distance hetween cities

v

Generating Particle Population

v

Evaluate the Route of all particles
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Calculate the personal best route
(Pbest) for each particle
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Calculate the global best route
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Criteria and position of
is meet? particle

Yes

Results

Fig. 3. Algorithm of Particle Swarm Optimization.

We use pipelining and loop unrolling which will result in
creating multiple independent operations. This technique will
reduce the latency and improve the throughput of the algorithm.
In addition, we use pipelining technique in this stage.

Position and velocity of the particle will be updated every
iteration. The new values will become the present position and
present velocity in the next iteration. The pseudo code for this
updating is shown as follows:

for i = 1 to number_of_particles do
update velocity and position of particle i
until stopping criterion

In the global best update, we use pipelining technique in
inner loop, which led to increase throughput and decrease
execution time. We use pipelining and loop unrolling
techniques in this loop, which led to enhance the final results.

The mathematical model of particles motion described in
Eq. (1) and (2) forms the velocity equation by sum of three
parts. The first part is parallel to the previous velocity and
equals to WVi(t); called Inertia component. The second part is
parallel to the vector connecting Xi to Pi and equal to
C1(Pi(t)-Xi(t)); called Cognitive Component. The third part is
parallel to the vector connecting Xi to G(t) and equal to
C2(G(1)-Xi(t)); called Social Component. The three parts of Eq.
(1) combined to update velocity vector to new one and this
update will cause the particle position to be updated to the new
position in the problem search space as in Eq. (2). The main
stages in PSO algorithm are problem definition, initialization,
and core work of PSO.

Vol. 10, No. 5, 2019

Problem Definition: in this stage the optimization problem
will be define to solve it by PSO and we define a function of X
which return the solved values of the problem, which called the
cost value. We also define the numbers of variables that exit in
the problem, and the ranges of these variables must be
determined. The size of matrix that that will be used of these
variables should also be defined, and the parameters of PSO
like number of iteration, swarm size and the values of W, C1
and C2 determine at this stage.

Initialization: In this stage, a group of steps must be taken
place to start PSO like create the initialization positions of
particles. Then, evaluate them and initialize personal based and
global based values of particles, and other initialization tasks
needed to run PSO in right ways as shown in Fig. 4.

In this stage the information and data for all particles stored
in array of structures. Every swarm particle represented by one
structure, all needed field for these particles must be stored in
these structures, like positions, velocities, cost values, and
personal best position. The particles positions with random
values and with zero’s velocity values should be initialized.
Then, we evaluated the cost values of the particles with its
positions and saved it in cost fields. After that, we update the
personal best position and save it, the global best initialize
firstly to the some value that far from the request solution then
it replaced by the best particle personal value.

PSO core work: this stage represents the main loop or work
of the PSO algorithm as shown in Fig. 5. For every iteration, the
particles new velocities using Eqg. (1) is calculated and its new
positions using Eq. (2) and update its cost values. A comparison
of the current particles position and cost values to its personal
best ones that stored in memory is also performed. if the new
values better than the personal best values we update the
personal best values with the new current values, after that we
compare the particle best values with the global best values and
replace the global best value with the personal best value if it
better than it.

Start

Initialization of Positions with Random values

Initialization of Velocities with Zero’s values

Calculate Fitness Values

Update Personal Best with Fitness Value

Initialize Global Best with far value

Fig. 4. Initialization of the PSO Algorithm.
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/For each\

| Particlein |
\ Swarm /
Calculate New Velocities using eq 1

Calculate New Positions using eq 2

Update Fitness values

Fitness Better than
Personal Best ?

Replace Personal Best with Fitness value

Personal Best Better
than Global Best ?

Replace Global Best with Personal Best value

Fig. 5. Core Work of the PSO Algorithm.

VII.RESULTS

We have implemented the PSO algorithm for TSP problem
in C language in the VIVADO HLS tool. We also have
implemented the same algorithm on the Code:Block Compiler.
The design is simulated and tested on the HLS as well as on
Code Block environment. On the testing of the PSO for TSP
with 5 cities with defined distances is explained above. We
have run the test for iteration =10 with the number of
particles=7. The best path identified for the TSP is 1-2-5-3-4-1
with the total distance of 52. This best path in terms of distance
is shown in following Fig. 6.

Fig. 6.  Minimum Cost Path Obtained from the PSO Algorithm, Path
1-2-5-3-4-1.
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We have compared the latency and resource utilization of
the PSO for TSP with different scenarios. This PSO for TSP on
VIVADO HLS algorithm is targeted for the Xilinx Zynq FPGA
having the FPGA device of xc7z020clg484-1.

For the optimization of latency and resource, we have
implemented the pragma directives on the HLS. We have tested
the PSO for TSP algorithm by changing the number of
iterations and placing the number of particles fixed as 7.

Table I is the resource utilization table while implementing
the PSO for TSP on VIVADO HLS. The resource utilization of
the implementation is shown in number and percentage. The
implementation consumes 6% of BRAM_18K, 12% of
DSP48E, 9% of FF and 35% of LUT of the targeted Zynq
device.

Table 11 shows the comparison of latency with respect to the
number of iteration and particles while implementing the PSO
for TSP on HLS. This comparison is without the optimization
with a pragma. In this table, the number of particles is placed
constant and the number of iterations is varied from 10 to 100.

The latency of implementation with the number of iteration
-10 and particles=7 is smallest then the other implementation.
While increasing the iteration as the usual the latency has
increased.

Table 111 shows the latency of the implementation with the
utilization of pragma directives for the optimization. This
optimization shows the latency of implementation with a
different number of iteration and the constant number of
particles. While comparing Table Il and Ill, the optimization
methodology reduces the overall latency than the without
optimization. While the number of iterations =100 and the
number of particles=7, the latency with optimization is 1.8
times less than the without optimization on HLS
implementation.

TABLE I. RESOURCE UTILIZATION OF PSO FOR TSP WITH OPTIMIZATION
AND FLOAT DATA TYPE AT ITERATION=10 AND NUMBER OF PARTICLES=7

RESOUICeS Auvailable Utilization by float | Utilization by float
Resources data type datatype (%)

BRAM_18K 280 19 6

DSP48E 220 28 12

FF 106400 10026 9

LUT 53200 18937 35

TABLE Il COMPARISON OF MAXIMUM LATENCY WITH RESPECT TO THE

DIFFERENT NUMBER OF PARTICLES AND ITERATION WITH TARGETED
CLOCK=10NS AND WITHOUT OPTIMIZATION

teraionNo® | LR | aey | Seeen)

10 7 844124 0.00844124
20 7 960584 0.00960584
30 7 1077044 0.01077044
40 7 1193504 0.01193504
50 7 1309964 0.01309964
100 7 1892264 0.01892264
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TABLE Ill.  COMPARISON OF MAXIMUM LATENCY WITH RESPECT TO THE
DIFFERENT NUMBER OF PARTICLES AND ITERATION WITH TARGETED
CLOCK=10NS AND WITH OPTIMIZATION

teraionNo®) | e | ey | Seoend)

10 7 792924 0.00782924
20 7 808584 0.00808584
30 7 834244 0.00834244
40 7 859904 0.00859904
50 7 885564 0.00885564
100 7 1013864 0.01013864

Table IV is the table for resource utilization of resources
with the pragma directives for the optimization of resources
and latency. The BRAM and DSP is constant while varying the
number of iteration and making fixed the number of particles.
While the number of FF and LUT has increased respectively
when increasing the number of iterations from 10 to 100. The
resource utilization is increased because of while the number of
iteration is increased, the number of FF and LUT needed for
processing arraySubtraction_float(), arrayAddition_float() and
multiplyArrayWithScalar().

Table V shows the latency and the best path identified by
the PSO for TSP on the Intel 6700HQ Processor and
Code::Block Compiler. This Intel x86 processor has 3.50 GHz
of frequency, 4 cores and 16GB RAM with Windows 10
Operating System.

TABLE IV.  RESOURCE UTILIZATION REPORT WITH RESPECT TO THE
NUMBER OF ITERATION AND PARTICLES AND WITH OPTIMIZATION
',Leorfa(tii)on '::r':ge;so(;) BRAM_18K | DSP48E | FF LUT
10 7 19 28 10026 | 18937
20 7 19 28 10496 | 21190
30 7 19 28 10966 | 23300
40 7 19 28 11436 | 24826
50 7 19 28 11906 | 26296
100 7 19 28 14256 | 33790
TABLEV.  RESULT WHILE RUNNING PSO WITH DIFFERENT NUMBER OF
ITERATION AND PARTICLES ON X86 PC [ INTEL 17 6700HQ PROCESSOR
Iteration Number of Identified best Minimum Total time
No.(i) Particles (a) route cc_)st-based spent (sec)
distance
10 7 0-1-4-2-3-0 52 0.001
20 7 0-1-4-2-3-0 52 0.001
30 7 0-1-4-2-3-0 52 0.002
40 7 0-1-4-2-3-0 52 0.002
50 7 0-1-4-2-3-0 52 0.002
100 7 0-1-4-2-3-0 52 0.002

Vol. 10, No. 5, 2019

We have exported the HLS implementation of PSO as the
IP format to the VIVADO program. Then we have integrated
our PSO IP with other necessary blocks for implementing on
the Zynq FPGA board. The interconnection of PSO IP with
other blocks is done for instructing the PSO IP with the number
of iteration and number of particles from the Zynqg Processing
System. From this design, Zynqg PS can accept the instruction of
number of iteration and particles from the UART terminal and
then the PS configures the information to the PSO IP. The PSO
IP run the information of iteration and number of particles and
then reply back the result to the PS.

VIIl. CONCLUSION

In this paper, the Particle Swarm Optimization algorithm
has been implemented on the HLS methodology. This work has
implemented PSO for traveling salesman problem (TSP) in the
C programming language. The number of cities is 5 and the
number of iteration and particles are varied. The HLS algorithm
also been optimized with the pragma directives. While
optimizing the algorithm the number of resources needed has
been increased because of the latency optimization, we used the
LOOP_FLATTEN, LOOP_UNROLL and PIPELINE pragma
directives. Moreover, the VIVADO block design has been
implemented and the processor configuration is implemented.

REFERENCES

[1]] L. Diosan and M. Oltean, "Evolving the Structure of the Particle Swarm
Optimization ~ Algorithms," in  Evolutionary ~ Computation in
Combinatorial Optimization-EvoCOP, Lecture Notes in Computer
Science-LNCS, Heidelberg, Springer-Verlag, 2006, pp. 25-36.

[2] W.-h. Zhong, J. Zhang and W.-n. Chen, "A novel discrete particle swarm
optimization to solve traveling salesman problem,” presented at IEEE
Congress on Evolutionary Computation, Singapore, September 25-28,
2007.

[3] Q. Kang, H. He, H. Wang and C. Jiang, "A Novel Discrete Particle
Swarm Optimization Algorithm for Job Scheduling in Grids," at Fourth
International Conference on Natural Computation, Jinan, China, October
18-20, 2008.

[4] L.Fang, P.ChenandS. Liu, "Particle swarm optimization with simulated
annealing for TSP,” proceeding of International Conference on Artificial
Intelligence, Knowledge Engineering and Data Bases, Corfu Island, pp
206-210, vol.6, 2007.

[5] G.H. Shakuri, K. Shojaee and H. Zahedi, "An Effective Particle Swarm
Optimization Algorithm Embedded in SA to solve the Traveling
Salesman Problem," proceeding of Chinese Control and Decision
Conference (CCDC 2009), pp 5581-5586, 2009.

[6] X.-H. Wanf and J.-J. Li, "Hybrid Particle Swarm Optimization with
Simulated Annealing," Proceedings of the Third International Conference
on Machine Learning and Cybernetics, Shanghai, pp. 2402-2405, vol. 3,
2004

[7] R. Hassan, B. Cohanim, O. d. Weck and G. Venter, "A Comparision of
Particle Swarm Optimization and the Genetic Algorithm," American
Institute of Aeronautics and Astronautics, Austin, TX, April 18-21, 2004.

[8] M. Dorigo and T. Stiitzle, Ant Colony Optimization, 1 ed. London, U.K:
MIT Press, 2004, ch.3, pp.65-81.

[9]1 M. Clerc, Particle Swarm Optimization, 1% ed. London, U.K: ISTE, 2006,
pp.172.

[10] B. R. Secrest, "Travelling Salesman Problem for Surveillance Mission
using Particle Swarm Optimization”, M.S Thesis, Dept. of the air force,
Air Force Institute of Technology, Air University, Ohio, 2001.

[11] X. Yan, C. Zhang, W. Luo, W. Li, W. Chen and H. Liu, "Solve Traveling
Salesman Problem Using Particle Swarm Optimization Algorithm,"
International Journal of Computer Science, vol. 9, no. 6, pp. 264-271,
2012.

10|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 10, No. 5, 2019

[12] E.F. G. Goldbarg, G. R. de Souza and M. C. Goldbarg, "Particle Swarm [15] Zyng-7000 All Programmable SoC, Technical Reference Manual
for the Traveling Salesman Problem,” EvoCOP 2006: Evolutionary (UG585), Xilinx, Inc., 2017, pp.26-40.

Computation in Combinatorial Optimization, vol. 3906, pp. 99-110, [16] ZedBoard hardware user guide, Avnet, Inc.,2012, pp. 3-29.

April, 2006. [17] C. Baetoniu, "High Speed True Random Number Generators in Xilinx
[13] Vivgd&Design Suite (High Level Synthesis)-UG902, Xilinx, Inc., 2017, Flé’GAS," Xiiinx, Inc., San Jose, CA, 2004,
p?' o L . . [18] Mentor Graphics Corporation, High-Level Synthesis-Blue Book, Mentor
[14] ;/(;\1/3(10 Hgl)_?gZOptlmlzatlon Methodology Guide-UG1270, Xilinx, Inc., Graphics Corporation, 2010, pp. 142-143.
» Pp. 9-32.

11|Page
www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 10, No. 5, 2019

Exploring Factors Associated with VVoucher Program
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Parents with Communication Disorder using
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Abstract—It is necessary to identify the demand level of
consumers and recognize the support target priority based on it
in order to provide efficient services with a limited budget. This
study provided baseline data for spreading the use of consumer-
oriented voucher service by exploring factors associated with the
demand of the Voucher Program for Speech Language Therapy
for preschool children. This study were analyzed 212 guardians
living with children (<5 years old) who resided in Seoul from Aug
11 to Oct 9, 2015. The outcome variable was defined as the
demand (i.e., required and not required) of the Voucher Program
for Speech Language Therapy. The results of the developed
prediction model were compared with the results of a decision
tree based on classification and regression tree (CART). The
prediction performance of the developed model was evaluated
using a confusion matrix. Among the 212 subjects, 112 (52.8%)
responded that the Voucher Program for Speech Language
Therapy was necessary. The weighted random forest-based
model predicted five variables (i.e., whether preschooler
caregiving services were used or not, economic activity after
childbirth, the awareness of Seoul’s welfare counselor operation,
mean monthly living expenses, and whether welfare related
information was obtained) as the variables associated with the
demand of the Voucher Program for Speech Language Therapy
and the accuracy was 72.1%. It is needed to develop systematic
policies to expand consumer-oriented language therapy services
based on the developed prediction model for the Voucher
Program for Speech Language Therapy.

Keywords—Weighted random forests; CART; speech language
therapy; prediction model; voucher program

I.  INTRODUCTION

The number of people with disabilities is increasing in
South Korea. Korean Act on Welfare of Persons with
Disabilities divides disabilities into 15 types including physical
disability and hearing impairment. As of 2017, the population
of people with disabilities is estimated as 2,660,000 people,
which is an increase of more than 20% compared to 2005
(2,140,000 people) [1]. The most common disability is a
physical disability, followed by visual impairment, hearing
impairment, low intelligence, and autism [2]. Among them,
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hearing impairment, low intelligence, and autism affect
language development to lead communication problems [3].

When people with communication disorders get married
and have a child, the language development of the child is
more likely to be delayed even if the child does not have a
disability [4]. It is because the communication restriction of the
parents with language impairment limits the language
development support needed for the child. Therefore, Korean
Ministry of Health and Welfare has implemented “the Voucher
Program for Speech Language Therapy” for children without
disabilities raised by parents with disabilities since 2009 in
order to support the successful language development of
children and strengthen the competence of families with
disabilities [5]. The key components of the program are to
provide language rehabilitation services such as language
development and aural development to children (<12 years old)
without disabilities and having at least one parent with a
disability such as hearing impairment or language impairment.
It is supported in the form of a voucher. The target amount is
220,000 KRW per month as of 2015, and there may be
copayment according to the income of the target family based
on the mean nationwide household income.

A voucher means a subsidy that is provided for somebody
and it limits purchasing power by allowing a user to select
goods or services within a limited range [6]. It is defined as
“tied demand side subsidy” [5]. Although the South Korean
government actively supports the voucher system, the VVoucher
Program for Speech Language Therapy, providing vouchers for
users who have a desire for the service instead of supporting
social welfare service institutes, experiences restrictions on
access to services (e.g., reduced project support personnel) due
to budgetary deficit [7,8].

It is necessary to identify the demand level of consumers
and recognize the support target priority based on it in order to
provide efficient services with a limited budget. Nevertheless,
previous studies on the Voucher Program for Speech Language
Therapy have mainly focused on how to understand voucher, a
new policy, and user satisfaction of it [9,10,11,12]. Moreover,
their research methods mostly aimed to conduct a factual
survey and identify the characteristics of consumers [8]. The
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fact that previous studies have rarely discussed voucher with
taking into account the unique characteristics of social welfare
services indicates that there is insufficient baseline data, which
is needed to run a voucher system effectively, and necessary
discussions have not been made yet. As far as we are aware of,
there is no study evaluating the factors affecting the demand of
the Voucher Program for Speech Language Therapy with
considering socio-demographic factors, knowledge of voucher
services, methods of obtaining welfare-related information, and
education policy satisfaction using data mining techniques.

It is necessary to analyze the demand level of consumers
in-depth in order to operate “the Voucher Program for Speech
Language Therapy” efficiently and the analysis results will be
useful to suggest ways to improve the special education service
support in the future. This study provided baseline data for
spreading the use of consumer-oriented voucher service by
exploring factors associated with the demand of the Voucher
Program for Speech Language Therapy for preschool children.
The composition of this study is as follows. Chapter 2 will
explain the algorithm and model development procedure of
weighted random forests as well as study subjects and variable
measurement. Chapter 3 will compare the results of the
developed prediction model with those of CART model.
Lastly, chapter 4 will present conclusions and future research
directions.

Il. METHODS AND MATERIALS

A. Target Subjects

This study selected children (<5 years old) and guardians
residing with them who conducted Seoul Welfare Study, which
targeted the local population who resided in Seoul from Aug
11 to Oct 9, 2015. The population of this study was households
living in Seoul at the time of census among target households
of Statistics Korea’s 2010 Population and Housing Census
(complete enumeration). Systematic sampling was used. Three
thousand household were planned to be sampled so that the
maximum limit of error could be approximately 1.8% at the
95% confidence level. Sample households per plot were ten
households and 300 sampling plots were selected. The
computer-assisted personal interviewing method was used and,
for this method, interviewers visited the target households in
person and input the responses to the structured gquestionnaires
to the portable computer directly. Fifty-three interviewers were
trained from Aug 10 to Aug 13, 2015, prior to the survey.
When it was hard to conduct an in-person interview due to
speech impairment, hearing impairment, and other difficulties,
the spouse of the target was surveyed. Among 3,019 target
subjects (households), 2,807 subjects were excluded from the
analysis because they did not live with a preschooler (<5
years old). This study analyzed 212 subjects.

B. Measurements

The outcome variable was defined as the demand (i.e.,
required and not required) of the Voucher Program for Speech
Language Therapy. When a target subject responded that he or
she did not know “the Voucher Program for Speech Language
Therapy, an interviewer explained it (“Voucher Program for
Speech Language Therapy is a program to provide language
development services for children who are raised by parents
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with hearing impairment or language impairment”) and
identified the demand.

The explanatory variables included age, number of
children, mean monthly living expenses, whether a household
was eligible for National Basic Living Security (yes or no),
whether a subject use child care services (yes or no), family life
satisfaction (dissatisfied, okay, or satisfied), economic activity
after giving birth (yes or no), whether a subject knew the
welfare counselor service of Seoul (don’t know or know),
welfare-related information acquisition (none, inquiring to a
welfare facility in person, inquiring to a community service
center in person, inquiring to a local resident, call center,
internet search, and friend/relative/friend), satisfaction of
education policy (satisfaction, okay, or dissatisfaction).

I11. ANALYSIS METHODS

A. Model Development and Evaluation

Data were divided into training data (70%) and test data
(30%) in order to develop a model to predict the demand of the
Voucher Program for Speech Language Therapy. The
development of the prediction model was based on weighted
random forests algorithms. The results of the developed
prediction model were compared with the results of a decision
tree based on classification and regression tree (CART). The
prediction performance of the developed model was evaluated
using a confusion matrix. Moreover, the importance of
variables and major risk factors were compared.

B. Bagging Tree

Bootstrap aggregating (Bagging) is an ensemble technique
that combines multiple bootstrap samples and predicts outcome
variable. 1t is mainly used for models with a small bias and a
large variance [13]. Bootstrap means sampling with
replacement with having the same sample size for various data.
The bth bootstrap sample can be calculated as shown in
Equation (1).

Z® =(z,...z{’), where z =(x,y®),i=1,..,N. @

Bagging tree uses a decision tree model for each bootstrap
sample [14]. The decision tree model has a large variance
because a tree has a completely different structure according to
the first divided variable (j) and division point (s) [15].
Therefore, it is possible to reduce the variance of an unstable
tree model by obtaining the mean after constructing multiple
tree models through bagging. Each tree model using bootstrap
uses a tree model without pruning to minimize bias.

C. Random Forests

Random forests are one of the ensemble techniques that
makes a tree model using bootstrap samples and predicts by
integrating all models [16]. Random forests conduct division
by randomly selecting m-dimension, which is smaller than p-
dimension, explanatory variables rather than p-dimension
explanatory variables. Random forests have the advantage of
using out of bag (OOB) samples because they use bootstrap
samples [17,18]. The importance variables score can be
calculated easily through permutation [19], and the mean
square error (MSE) of the OOB sample is calculated using the
regression tree model generated from the bootstrap samples.
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Fig. 1. Concepts of Weighted Random Forests Algorithm.

D. Weighted Random Forests

Random forests are one of the ensemble techniques and it
conducts model averaging by applying the same weight to each
tree model. It is possible that random forests generated by
bootstrap have good models and bad models [20]. If model
averaging is carried out by applying higher weights to good
tree models, it can have better prediction power than the
classical random forests giving the same weight to all tree
models [21]. The weighted random forests algorithm is
developed based on this concept (Fig. 1).
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The weighted random forests also use OOB samples. When
b=1 ..., B and MSE e(b) of OOB sample (O(b)) was
calculated using a tree model generated by the bth booststrap
sample (Tr(fb)), it is assumed that a large e(b) means a bad tree
model and a small e(b) means a good tree model. The weighted
random forests are defined as a model averaging technique
using the weight, which is given to each tree model (Tr(fb))
using the calculated e(b). In this model, Akaike weights were
used for AIC model selection [22].

IV. RESULTS

A. General Characteristics of Subjects According to the
Demand of Voucher Program for Speech Language
Therapy

Table 1 shows the general characteristics of the subjects
according to the demand of the Voucher Program for Speech
Language Therapy. Among the 212 subjects, 112 (52.8%)
responded that the Voucher Program for Speech Language
Therapy was necessary. The results of chi-square test revealed
that there a significant (p<0.05) difference in welfare-related
information acquisition between the subjects who responded
that the Voucher Program for Speech Language Therapy was
needed and those who responded that it was not needed. The
demand for the Voucher Program for Speech Language
Therapy was higher in the group (53.7%) that obtained welfare
related information from local residents.

TABLE I. GENERAL CHARACTERISTICS OF THE SUBJECTS BASED ON DEMAND OF THE VOUCHER PROGRAM FOR SPEECH LANGUAGE THERAPY, N (%)
Demand of the VVoucher Program for Speech Language Therapy
Variables (n=212) p
Not required (n=100) Required (n=112)
Age, mean+SD 38.9+8.1 38.1+7.3 0.446
Number of children, mean+SD 1.6+0.8 1.5+0.8 0.962
Mean monthly living expenses (KRW), mean+SD 372.3+980.1 244.3+103.4 0.171
Whether a household was eligible for National Basic Living Security 0.370
Yes 1(25.0) 3(75.0)
No 99 (47.6) 109 (52.4)
Whether a subject use child care services 0.461
Yes 63 (49.2) 65 (50.8)
No 37 (44.0) 47 (56.0)
Family life satisfaction 0.533
Dissatisfied, 4 (36.4) 7 (63.6)
Okay 45 (51.1) 43 (48.9)
Satisfied 51 (45.1) 62 (54.9)
Economic activity after giving birth 0.317
Yes 33(42.9) 44 (57.1)
No 67 (50.0) 67 (50.0)
Whether a subject knew the welfare counselor service of Seoul 0.128
Know 7 (31.8) 15 (68.2)
Don’t know 93 (48.9) 97 (51.1)
Welfare-related information acquisition 0.011
None 39 (60.9) 25(39.1)
Inquiring to a welfare facility in person 4 (66.7) 2 (33.3)
Inquiring to a community service center in person 16 (43.2) 21 (56.8)
Inquiring to a local resident 0 (0.0) 2 (100.0)
Call center 5(71.4) 2 (28.6)
Internet search 29 (34.1) 56 (65.9)
Friend/relative/friend 7 (63.6) 4 (36.4)
Satisfaction of education policy 0.718
Satisfaction 39 (44.8) 48 (55.2)
Okay 37(48.1) 40 (51.9)
Dissatisfaction 18 (52.9) 16 (47.1)
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B. Results of Weighted Random Forests Model Development

The model to predict the demand of the VVoucher Program
for Speech Language Therapy was developed through the
weighted random forests and the predictive power was
compared with the results of CART (Table 2). Weighted
random forests had higher classification accuracy than CART
in both training and test data. The analysis results of training
data showed that the classification accuracy was 72.5% for
weighted random forests and 71.2% for CART. For test data, it
was 72.1% for weighted random forests and 70.8% for CART.

C. Comparison of Language-Related Factors by Model

Table 3 shows the results of constructing prediction models
based on CART and weighted random forests using 10
explanatory variables for predicting the demand of the VVoucher
Program for Speech Language Therapy. In this study, the
weighted random forests model estimated the key variables
using the decrease of the GINI coefficients [23]. In the CART-
based model, four variables (i.e., economic activity after
childbirth, the awareness of Seoul’s welfare counselor
operation, mean monthly living expenses, and whether welfare
related information was obtained) were predicted as the factors
associated with the demand of the Voucher Program for
Speech Language Therapy and the accuracy was 70.8%. The
weighted random forest-based model predicted five variables
(i.e., whether preschooler caregiving services were used or not,
economic activity after childbirth, the awareness of Seoul’s
welfare counselor operation, mean monthly living expenses,
and whether welfare related information was obtained) as the
variables associated with the demand of the Voucher Program
for Speech Language Therapy and the accuracy was 72.1%.

TABLE Il.  THE PREDICTION PERFORMANCE OF THE DEVELOPED MODEL
Data Model Accuracy (%)
Classification and regression tree 71.2
Training data
Weighted random forests 725
Classification and regression tree 70.8
Test data
Weighted random forests 721
TABLE Ill.  COMPARISON OF LANGUAGE-RELATED FACTORS BY MODEL
Model Factors Characteristics
Economic activity after childbirth,
the awareness of Seoul’s welfare
Classification and 4 counselor operation, mean
regression tree monthly living expenses, and
whether welfare related
information was obtained
Whether preschooler caregiving
services were used or not,
economic activity after childbirth,
Weighted random 5 the awareness of Seoul’s welfare
forests counselor operation, mean
monthly living expenses, and
whether welfare related
information was obtained
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V. DISCUSSION

The establishment and expansion of VVoucher Programs for
Speech Language Therapy are very important in the aspect that
it can enhance the language development of children in the
high-risk communication disorder group and the quality of
family’s life. This study developed a model to predict the
demand for language therapy service targeting preschooler
without a disability and under parents with language or hearing
impairment using the weighted random forest algorithm.

The weighted random forest-based prediction model
showed that mean monthly living expenses (reflecting the
mean household income) and whether welfare-related
information was obtained or not were important factors to
predict the demand for language therapy service. On the other
hand, it was confirmed that whether receiving the National
Basic Living Security or not, reflecting the low-income status
of a household, was not a key factor. These results posed two
meanings. First, it is necessary to choose the support target
based on the actual demand survey rather than prioritizing the
low-income class to expand the language therapy service.
Additionally, it is needed to increase the budget and alleviate
the income criteria for application. Korean Ministry of Health
and Welfare allocated 83 billion KRW for development and
rehabilitation service projects in 2019, which is 6.7 billion
KRW increase from 2018 budget and predicted that it would
support 57,094 children [24]. However, selection does not
guarantee that all expenses for developmental rehabilitation
services will be covered, and the grade will be determined
according to the income level and the subsidy varies
accordingly. It is because the demand for language therapy
services far exceeds the supply. It is mainly because the
government did not accurately estimate the demand for the
project. In other words, the government tends to make a rough
estimate from allocating budget and makes it similar to the
previous year’s, and the number of target subjects always
exceeds the actual demand to exhaust the budget and
malfunction the service continuously. Additionally, although
each municipal receives application every year, it is already
full and the existing applicants are given priority. Therefore,
the entry barriers are too big for the new applicants and it
requires a counterplan. In the case of Gwangju metropolitan
city, the budget for language therapy of it is 4,751,074 USD in
2019, which means that 140 applicants will not be supported
when they receive graded payment based on the number of
registered people with disabilities [25]. Therefore, actual
demand should be surveyed based on mean household income,
not on low-income households.

Second, it is necessary to expand the language therapy
service institutions and actively advertise the system in order to
successfully expand the service. Under the existing unequal
service supply system, relatively unfavorable groups should be
set as service priority subjects and service institutions should
be secured not to exclude them from services. Since it is
possible that the access to services may not be guaranteed due
to a serious information gap [26], supplying institutions and
local governments, service and administrative agencies, should
develop active promotion strategies not to make the
information gap lead to inequality in social welfare services.
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Another finding of this study was that the accuracy and
prediction power of weighted random forests was higher than
those of CART. It is believed that the weighted random forests
had higher accuracy than CART because the former is based
on the bagging algorithm that generates diverse decision trees
from 500 bootstrap samples [27,28]. CART can be used for
both regression and classification problems, and it is widely
used because it is simple yet has strong prediction power [29].
The decision tree has a small bias, but the variance of the
model is large because the structure of a tree model varies
greatly according to the first divided variable. When N-1
divisions are performed for data (n=N), each area contains only
one datum and a large tree model generated by it generally has
an overfitting problem. Pruning is performed to prevent it, and
a suitable size tree model is selected as a final model to
conduct a prediction. However, the decision tree is still highly
likely to have a overfitting problem.

Hothorn & Lausen (2003) [14] proposed the bagging tree to
overcome the overfitting problem in this prediction model. The
bagging tree has the advantage of minimizing the bias using
each tree model created by bootstrap samples and effectively
reducing the variance of the model at the same time [14].
However, bootstrap samples are positively correlated because
they are sampled with replacement from the same data. In other
words, there is a positive correlation between tree models, so
the prediction value of the bagging tree has a higher variance.
To complement this, Breiman (2001) [30] proposed random
forests that can reduce the correlation for each tree model
created by bootstrap samples. Although random forests is also
an ensemble technique that predicts result variables by
generating many tree models using bootstrap samples, just like
the bagging tree. However, the algorithm for building the tree
model of it is different from that of the bagging tree. Unlike the
general tree model, which starts from dividing all the
explanatory variables in the p-dimension in the growth process,
the tree models constituting random forests use only randomly
selected m (< p) variables in each division process. The key
idea of random forests is to give randomness in the growth
process of the tree model. It can reduce the correlation for each
tree model through it to make it have better prediction power
than the bagging tree [31]. Therefore, the results of this study
suggest using weighted random forests for developing a highly
accurate prediction model.

VI. CONCLUSION

The weighted random forests had higher accuracy than the
decision-making trees because they maintained the bias of trees
and reduce the variance. Random forests that extract many
training datasets, generate trees, and predict a target variable,
are suitable to construct a prediction model using data
containing many variables such as the Voucher Program for
Speech Language Therapy or big data. Particularly, weighted
random forests that give higher weights to better-performing
tree models would have better prediction power than existing
random forests granting the same weight to all tree models.
Future studies need to seek ways to enhance the performance
of weighted random forest models. It is needed to develop
systematic policies to expand consumer-oriented language
therapy services based on the developed prediction model for
the Voucher Program for Speech Language Therapy.
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Abstract—Wireless Sensor Network has grown rapidly, e.g.
using the Zigbee RF module and combined with the Raspberry Pi
3, a reason at this research is building a Wireless Sensor Network
(WSN). this research discusses how sensor nodes work well and
how Quality of Service (QoS) from the Sensor node being
analyzed and the role of Raspberry Pi 3 as an internet gateway
will sending a blood pressure data to the database and displayed
in real-time on the internet, from this research it is expected that
patients can check the blood pressure from home and don’t need
to the Hospital even data can be quickly and accurately received
by Hospital Officers, doctors, and medical personnel. the purpose
of this research is make a prototype to providing a blood
pressure (mmHg) real-time data from systolic and diastolic data
patient’s that determine patients suffering from symptoms of
certain diseases, i.e, anemia, symptoms of hypertension and even
more chronic diseases. this research discusses how sensor nodes
work well and how Quality of Service (QoS) from the Sensor
node being analyzed and the role of Raspberry Pi 3 as an internet
gateway will sending a blood pressure data to the database and
displayed in real-time on the internet. Furthermore, Zigbee has
the task of sending Blood pressure (mmHg) data in real-time to
the database and then sent to the internet from Zigbee end-device
communication to ZigBee coordinator. Zigbee communication at
a distance of 5 meters, RSSI simulations show a value of -29 dBm
and the experiment shows a value of -40 dBm, at a distance of
100 m, RSSI shows a value of -55 dBm (simulation) and -86 dBm
(experiment).

Keywords—Zigbee; Raspberry Pi 3; 10T; blood pressure

I.  INTRODUCTION

At present, the Internet of Things (10T) is growing rapidly,
with the development of various platforms and security
systems i.e, the ZigBee RF module, WiFi Module, Bluetooth
(BLE) module, and Micro-electromechanical system
(MEMS). the Internet of Things (IoT) processing data on the
internet, i.e, sensor data. loT allows automation and
convenience so that data automatically will be sent to the
internet and can be viewed in real-time. i.e, on a Personal
Computer Platform, a tablet and a Smartphone has an internet
connection. WiFi modules are compatible with Internet of
Things Sensors such as Fingerprint, references [1] investigated
WiFi Positioning based on fingerprinting and Quality of
Service (QoS) and Receive Signal Strength Indicator (RSSI)
from sending sensor data using the Positioning of WiFi
module. With 10T Technology, human life becomes easier and
more flexible, especially in this research, 10T in the health
sector i.e, monitoring Blood Pressure using a ZigBee device as

data senders from the Sensor Node to the Coordinator node
located on the Raspberry Pi 3 as an internet gateway.

However, 10T devices are faced with the problem of
attacks from malicious software [2] so a Security tools method
is needed that can protect loT devices to continue working
stably. accordingly, The latest version of Bluetooth devices,
BLE is a device with Low Energy that guarantees 10T device
Life Time. Bluetooth devices like RN-42 [3] are needed as
devices that can communicate Master-Slave, this Bluetooth
type can be combined with Internet Gateway with the same
Raspberry Pi 3 in the research conducted in this paper. In the
study [4] examined about Collaborative, Seamless and
Adaptive Sentinel for the Internet of Things (COSMOS) Apps
to protect the smart environment from cyber threats. In
addition to using the Zigbee RF Module, Bluetooth standards
such as the RN-42, or Bluetooth Low Energy (BLE), sending
sensor data can use the Global System for Mobile
Communication (GSM) device, which includes a Wireless
communication system with a wide range of research sensors,
namely ultrasonic sensors using GSM SIM900A [5] to
smartphone or mobile devices, the similarity of this research is
the sensor data transmission system through the Wireless-
based System platform. Apart from GSM other data sender
technology devices are Radio Frequency ldentifier (RFID),
3G, UMTS, WiFi, BLE, infrared and Zigbee which are
distinguished by the Object Abstraction Layer.

Accordingly from the data share of dominant loT
application project by 2025, the biggest potential economic
impact of sized loT Applications are Health Care 41%,
manufacturing 33%, Electricity 7%, Urban infrastructure 4%,
Security 4%, Resource Extraction 4%, Agriculture 4 %,
Vehicle 2% and Retail 1%. [6]. therefore, this is the biggest
reason this paper was created is to develop the role of 10T in
the field of Health Care using Zigbee Performance Pipe which
is rarely used as an loT support device. e.g. on reference [7]
examined the application of 10T to optimize the performance
of vehicle tracking in cloud servers. Device Healthcare
support platforms such as e-health can be combined with loT
and can be analyzed for the level of security, reliability, and
architecture they have [8], moreover, e-health is very
compatible with many sensors such as SPo2, blood pressure,
and pulse sensors. In another study, an approach to Pacemaker
Pulse detection [9] was carried out in certain patients who
needed Pacemaker, this sensor was able to detect Pacemaker
surges up to 12 cm from Pacemaker leads. Dimiter V.
Dimitrov, MD, Ph.D. [10] in his research tried to see and
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analyze complex data / Big Data on loT in the field of
Healthcare, which consisted of Clinical Data, EHR Data,
Molecular omics data, and Wearables data that entered the
Repository data, furthermore, a Big Data The warehouse that
was then analyzed, happened Dimensionality Reduction,
segmentation and ended with Big Data with the number of
Billion in the form of Medical Apps developers.

Il. RELATED STUDIES

Giorgio Biagetti, Paolo Crippa, Laura Falaschetti and
Claudio Turchetti [11], in this research installing a device
called surface electromyographic (SEMG) and an
accelerometer on the arm of a person doing fitness then SEMG
data and accelerometer sent with Wireless Sensor Network
devices, then classified according to level Fusion,
consequently, the accuracy of the results of the SEMG data
transmission and accelerometer is 82.6% of all types of styles
during fitness activities, pada research ini data yang dihasilkan
adalah SEMG data and accelerometer, in this research the data
produced is SEMG data and accelerometer, in this research can
be developed using Kalman Filtering and Learning
Algorithms. The position of the sensor is like this research,
which is on the wrist that takes the movement of the arteries.

Muhammad Niswar, Amil Ahmad Ilham, Elyas Palantei,
Rhiza S. Sadjad, Andani Ahmad, Ansar Suyuti, Indrabayu,
Zaenab Muslimin, Tadjuddin Waris, Puput Dani Prasetyo Adi
[12], in this research using Zigbee as an RF Module to
transmit pulse data patients in different distances, in this
research, pulse data is sent from 5 sensor nodes
simultaneously to one ZigBee node coordinator. Data received
by ZigBee experiences Packet Loss when sending sensor node
data to 4 sensor nodes, consequently, that 80% of the pulse
data is received by the Coordinator node, this occurs because
of the bottleneck factor in the ZigBee coordinator, bottleneck
due to the multiplexing factor that occurs in Zigbee
coordinator. accordingly, This is due to simultaneous data
transmission by 5 sensor nodes, data can be received in stages
but a decrease factor in Quality of Service (QoS), Receiver
Signal Strength Indicator and Pathline when sending data bits
per second (bps). Packet loss can be calculated from the
reduction in bits sent by the receiver. In this research Radio
Frequency devices used are the same as research [12], the
difference is in the type or type of XBee e.g, XBee S2C and
XBee S1 Pro.

Muhammad Anwar, Abdul Hanan Abdullah, Ayman
Altameem, Kashif Naseer Qureshi, Farhan Masud,
Muhammad Faheem, Yue Cao, and Rupak Kharel [13], in
their research tried to implement the Wireless Body Area
Network (WBAN) on the patient's body and analyze its
routing system using the energy-aware link efficient routing
approach (ELR-W), therefore, the goal is to save energy from
the Wireless Body Area Network (WBAN). accordingly, in
Wireless  Sensor  Network (WSN), WBAN, M2M
Communication, it is very important for energy efficiency
factors, i.e, batteries used, so the use of dynamic Power
Supply such as PMFC is important, Plant-Microbial Fuel Cell
(PMFC) as an energy source is especially appropriate in
designing indoor systems or Outdoor environments [14], In
this research, it refers to WBAN technology [14], by
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developing a Blood Pressure sensor with a light type that is
convenient to be used by Patients.

Moh. Khalid Hasan, Md. Shahjalal, Mostafa Zaman
Chowdhury and Yeong Min Jang [15], in this research using
Bluetooth Low Energy-based Wireless Sensor Network
devices and the board used, is e-Health connected to the
sensor electrocardiogram (ECG) using the hybrid OCC / BLE
System. furthermore, From this research, a comparison of
Quality of Service (QoS) in the OCC, BLE and Hybrid
Schemes was produced. ECG has more complex output than
Blood Pressure, ECG placement is also in patients 'chest and
sensor placement which is at several points on patients' chest,
while blood pressure only takes on the base of the wrist or
wrist tip.

Gaél Loubet, Alexandru Takacs, Ethan Gardner, Andrea
De Luca, Florin Udrea and Daniela Dragomirescu [16], using
LoRa as a Wireless Sensor Network device to monitor patient
health, LORAWAN is Vehicular-based communication [17].
This LoR works on the 868 MHz ISM frequency radio. in this
research the communication system built is Mesh Network
with an approach to battery-free LoRaWAN sensing and
communication nodes. accordingly, The power density of the
electromagnetic waves is higher than 0.5 pW / cm2. So the
Energy Consumption (EC) factor is important to be reduced to
get a Long Life factor and stabilize the Packet Delivery Ratio
(PDR) factor on reference [18] by evaluating root mean square
error and deep learning method can produce 98% accuracy on
PDR and EC Predictions. The use of LORAWAN RF will be a
good comparison with ZigBee RF in terms of QoS and Ability
at long distances and hilly locations. In future research, it is
necessary to compare and analyze the two types of RF
Modules to send sensor data to Health monitoring.

Adolfo Di Serio, John Buckley, John Barton, Robert
Newberry, Matthew Rodencal, Gary Dunlop 3 and Brendan
O'Flynn in reference study [19], use the Zigbee to sending a
heart rate data (BPM) and arterial Oxygen saturation (SpO2)
data. ZigBee works on the 2.4 GHz frequency, but several
other Wireless Sensor Network (WSN) devices have lower
frequencies, for example the ISM Band 915 MHz frequency.
The 915 MHz frequency shows a 10 dB return loss bandwidth
of 55 MHz, with a gain value of -2.37 dB in free-space and -
6.1 dBi on-body. In the references [20] using IEEE 802.15.4
Protocol simulation using Q-Learning to improve the
performance of MAC Protocol and obtained a comparison of
values from average latency, average backoff, channel access
ratio, and transmission success ratio. The board used is the
STM32F769 board and STM32L486 board which has a
Cortex M7 processor (216 MHz and 120 MHz) and Cortex
M4 (80 MHz). The SpO2 sensor is precise when combined
with a Blood Pressure sensor in this Research. Complex data
will make the patient's examination more detailed and
accurate.

I1l. MATERIAL AND METHOD

A. Block Diagram that Represents Research as a Whole

Overall this research system is shown in Fig. 1. There are
3 parts shown in the dashed line showing three parts to be
analyzed, the first part is the ZigBee RF Module connection

19|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

on the End Device and ZigBee RF Module on the Raspberry
Pi 3. This section can be analyzed from Quality of Service
(QoS) which includes the Power Receiver (PRx) and Receiver
Signal Strength Indicator (RSSI). The construction of a star,
tree, and mesh network is in the first part of the analysis,
furthermore, then in the second analysis is Python
programming and its connection using PuTTY and Web
Server using XAMPP or WAMP followed by Website-based
programming languages using HTML, PHP and Javascript or
JSON can emerge Blood Pressure charts in real time in
various platforms, at this stage, access to the domain is needed
in order to be able to connect to the internet in realtime which
is depicted at the 3rd analysis stage. furthermore at this

Fig. 1.

Vol.10, No.5, 2019

research will be using the tool editor in HTML, Javascript or
JSON using Dreamweaver Creative Cloud (CC) Software.

B. LM358N Operational Amplifier

LM358N Op-Amp is a Low Power IC, easy to use on a
dual channel op-amp. The function of an LM358N
Operational Amplifier is a signal amplifier in AC and DC
currents and as a high input impedance differentiation
amplifier and a low impedance output amplifier. accordingly,
IC LM358N Operational Amplifier can handle 3-32 Volt DC
supply and Source up to 20 mA per channel. In Fig. 1
Schematic of LM358 N Op-amp shows Voltage Controlled
Oscillator (VCO). In this case, the LM358N Operational
Amplifier is applied to the sensor node, in Fig. 2.

b4

sl 12070
‘V’ mmHg

Block Diagram that Represents Research as a Whole.

0.06u.F

100k

Wt

O QUTPUT 1

vtz 51k
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Fig. 2.

IC and Schematic of LM358N Op-Amp.
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C. Blood Pressure Sensor

Accordingly, on this research, The pressure sensor used is
the MPS20N0040D-S type, this is a kind of solid pressure
sensor, using MEMS technology, high reliability, and low
cost. The pressure range is 0-5.8 Psi (40 kpa), the electricity
supply is 5 volts DC and Constant Current is 1 mA. the input
impedance of 4-6 Q. bias voltage + 25mV, full-scale output
voltage 50-100 mV. In Fig. 3 shows the module of the
Pressure Sensor used in this research. furthermore, Fig. 4 is a
Pressure Sensor Block Type MPS20N0040D-S used in this
research.

T
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Fig. 3. Pressure Sensor.
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Fig. 4. Block Diagram and Dimensions of Pressure Sensors.
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In Fig. 6. It shows that the classification of blood pressure
is divided into three, i.e, ldeal blood pressure, pre-high blood
pressure, and high blood pressure. And there are two types of
terms used to measure the 3 classifications e.g, Systolic (Top
number) and Diastolic (Bottom Number). furthermore, Data in
Fig. 6. In accordance with data Systolic and diastolic is as
follows, e.g, 150/80 mmHg.

In Fig. 5. shows a Blood Pressure sensor diagram, in this
diagram it will be developed using the MCU with Micro
Arduino or Nanoduino so that the light version is convenient
to be used by Patient.

The heart is the most important part of the body that is
responsible for pumping blood throughout the body.
accordingly, from the results of the examination can be
concluded that the patient suffers from a particular disease,
such as symptoms of stroke or heart disease. It is necessary to
know the unit to state the amount of blood pressure is
Millimeters of Mercury (Hydrargyrum) and then abbreviated
mmHg. While KiloPascals (kPa) is a unit based on Standard
International (SI) to express the amount of Pressure value, so
to change mmHg to Kpa is 1 mmHg equal 133,322 Pascals
(Pa) then 1 kPa equal 1000 Pascals (Pa) then mmHg Value x
133,322 Pa equal kPa value x 1000 Pa or mmHg value equal
kPa value x 7.50062. while Psi stands for Pound Per square
inch (Psi), Psi is used to express the value of pressure other
than using kPa, 1 Psi equal 6.89475729 kilopascals.

In Fig. 5 a Blood Pressure Sensor block diagram contains
several important components i.e, MCU is part of the Data
Controller and Processor, can also be called a Microcontroller,
in this research used Arduino Micro Microcontroller. Then the
Output section is LCD, the LCD wused for research
development is an 8x2 bit LCD. With an actuator, a DC motor
which is assigned to provide pressure in the form of air and a
Pressure sensor component (Fig. 5) are connected to the
amplifier circuit and Band Pass Filter. The amplifier circuit
with the Band Pass Filter functions as a filter for analog
frequencies. In detail, the Union body of the blood pressure
sensor can be seen in Fig. 7.

Buttons

Control

Motor

Air Control Output

LCD

MCU

I
DC component AC component

—>  Amplifier | —» Band.Pass

A)

Pressure
Sensor

Fig. 5. Block Diagram of a Blood Pressure Sensor.

D. Pass Band Filter Circuit

Circuits that are built using Op-amps (Operational
Amplifiers) and Capacitor and Resistor circuits serve to pass
only high signals or only low ones or The Lower Frequency
cutoff and the Higher Frequency cutoff [Fig. 8]. Result of 1st
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filter for Lower Frequency cutoff is 0.278 Hz and the result of
the 1st filter is higher. The frequency cutoff is 5.837 Hz.
While the Result of 2nd filter for Lower Frequency cutoff is
0.278 Hz and the result of the 2nd filter is higher. Frequency
cutoff is 21.80 Hz. whereas for the value of the mid-band gain
of the first filter (A) is -12,156 and the mid-band gain of the
Second filter (A) is 32,549.

For the Hz result change the value to International Standar
(SI), e.g, 56 uF equal 56 x 10° F, and 10.2K Resistor equal
10200 ohm.Pi value is 22/7 or 3.14, then 2 pi is 6.28.

e The Low Bandpass 1st Filter = flow = 1 / (2 pi
(C4)(R3))

e The Low Bandpass 2ndFilter = flow = 1 / (2 pi
(C3)(R1))

e The High Bandpass 1st Filter = fhigh= 1 / (2 pi
(R4)(C2))

e The High Bandpass 2ndFilter = fhigh= 1 / (2 pi
(R2)(C1))

e The mid-band gain of the first filter (A) = - R4/R3
e The mid-band gain of the Second filter (A) = - R2/R1

E. Zigbee RF Module

In Fig. 9 shows 802.15.4 architecture, this shows there are
2 Layers on 802.15.4 architecture i.e, Zigbee and 802.15.4, in
fact, the setting of ZigBee module, consist of two types ie,
Zigbee S1 and Zigbee S2, Zigbee S1 is a type of Zighee
module with the function of start communication ability and
Zighee S2 to a tree and mesh communication. Therefore
Zigbee S1 is IEEE 802.15.4 protocol and Zigbee S2 is Zigbee
with the dynamic communication.

190
180 —+
170, -1~
160 = high blood pressure
150 -
g 140 _
Z:_ 130 f)iz;gllg:};essure
e 120
% L —-Ideal
c‘% 100 = blood
pressure
90
80 —— Low
70 | |

1 I

40 50 60 70 80 90 100
Diastolic (Bottom Number)
Fig. 6. Blood Pressure Classification for Adult.
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Fig. 10. Zigbee RF Module.

Zigbee is a wireless device, often referred to as a Wireless
Sensor Network device, its specifications are small and Low
Power and Low data rate. nevertheless, it is compatible and
suitable for handling sensor Nodes, ZigBee has transmitted
Power of 1 mW (0 dBm) with a data rate of 250 kbps, receiver
sensitivity up to -92 dBm (1% packet error rate) and 100 dBm
(1% packet error rate).[21] furthermore, ZigBee has a type i.e,
XBee S1, Xbee S2, XBee Pro S1, and XBee Pro S2, with this
specification XBee can send data in a tree, star or mesh
depending on this type, S2 type can communicate between
ZigBee with tree or mesh types. In this report XBee Pro S1 is
used because the communication is a star network, in Fig.10
shows the ZigBee RF Module XBee Pro S1 device used in this
research.

F. Power Receiver (Prx (dBi)) and RSSI (dBm)

ZigBee is Radio Frequency that has a Power Transmitter
of ImW RF Power, so that if it is converted to dBm to 1 mW
equal 0 dBm equal to -30 dB. So when we look for the
Received Signal Strength Indicator (RSSI) first determine the
value of the Power Receiver (Prx) in dBi units, accordingly
the theory, ZigBee is an isotropic antenna type or
omnidirectional antenna whose transmitter gain value (Gtx)
and receiver gain (Grx) are -3 dBi or -3dB (decibel). As
equation (1) is the equation to determine the value of the
Received Signal Strength Indicator (RSSI) in units of dBm.

RSSI (dBm) = 10 log (Prx) @

and to determine the value of the Power Receiver (Prx), it
is necessary to know the values of the Transmitter Gain (Gtx)
in dB, Gain Receiver (Grx) in dB, Power Transmitter (Ptx) in
dBi.

While the value of the wavelength A is the result of the
division of the speed value of light 3x108 with the value of the
magnitude of the ZigBee is 2.4 GHz frequency or equal to
24x108 Hz so the result is 0.125 m. accordingly, equation 2
will determine the value of the Power Receiver (dBi).

Ptx.Gt.Gr.A?

Prx (dBi) = “52 @)

R states the distance in units (m), with the value n is 3.14
in short if we enter the values to find RSSI (dBm) at R or 3 m
distance in the calculation equation [1] produces the value Prx
(dB) equal 29.7x10° dB and if included in the equation (2),
the result is RSSI = 10 log (Prx) then 10 log (29.7x107%), and
the result is -25 dBm. furthermore, on the results of evaluation
and analysis in this research, the results will be compared
between measurements in experiments and simulations with a
distance of 1- 00 m in the free space.

The RSSI relationship with d (distance) can be represented
in equation (3) and equation (4). The RSSI value on the
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Wireless Sensor Network of Zighee module can be obtained
with several models, one of which is the calculation of RSSI
in the Free space propagation model.

RSS! (d) = Pt(DO0) — 10, log (D/DO) A3)

Where RSSI (d) is the value of RSSI in dBm at distance D
(meters), np is the Path Loss exponent, Pt (D) is a strength of a
transmitter in dBm, DO is a D at the beginning of the
transmitter Pt (DO) at a distance of 1 meter.

D :10[(P0 - Fm - Pr — 10*np*log_10(f)+30*np-32.44)/10*np] (4)

Where D is distance (m), P, is a Power transmitter (dBm)
at 0 distance, Pr is a signal Receiver, F is Frequency (Hz), n,
is Path Loss exponent (Table I).

TABLE I. PATH Loss EXPONENT (NP)

Environment Path Loss Exponent (n,)
Free Space 2
Urban area cellular radio 27t035
Shadowed urban cellular radio 3t05
In Building Line-of-site 16t0l8
Obstructed in building 4106

Obstructed in factories 2t03

G. Blood Pressure Node Sensor Test

In Fig. 11 is the process of testing Blood Pressure sensors
using the ATmega 328p Microcontroller, this examination was
successfully carried out by storing Systolic and Diastolic
sensor data (mmHg) in the MySQL Database. furthermore, the
blood pressure data processed by the ATmega 328p
Microcontroller. furthermore, a ZigBee sends the data to the
ZigBee Coordinator on the Raspberry Pi 3. The connection
between the Raspberry Pi 3 and Zigbee RF module is shown
in Fig. 12.
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H. Blood Pressure Sensor Pseudocode—1

Pseudocode-1 shows how the Blood Pressure Sensor can
work and provide Systolic and Diastolic (mmHg) values in the
Blood Pressure sensor node made in this research. In the serial
output monitor, the MAP (Mean Arterial Pressure) value is
different, furthermore, this is the output produced at the sensor
node, i.e, the Blood Pressure value in mmHg.

Blood Pressure Sensor Pseudocode-1

a. Data Type Analyzes

b. Float type
PressureMin=-15; //psi
PressureMax= 15; // psi
Vsupply=5; // voltage supply
volta=0; maxvolt=0; volt=0; pressure=0;
MAP=0; maxv=0;

c. Integer type
analogInPin = AO0, i;

d. BoudRate and Output Pins Analyzes
Boudrate = 9600 bps
Digital Pin Output = 3

e. Logic and Looping Process
If Digital Pin 3 = High / ON
Then
for (i=0;1i<40;1i=1+1) {
volta = analogRead (analogInPin);

f. running the equation
volt=(volta*Vsupply) / (pow(2,10)-1);
maxv=max (abs (volt-2.5), maxvolt);
maxvolt=abs (maxv-2.5);

g. Give the delay time

delay (250);
h. Pressure ON and Equation of Pressure
pressure=( ( (maxvolt) -

.1*Vsupply)/ ((.8*Vsupply) / (PressureMax—
PressureMin)) ) +PressureMin; //psi
MAP=-1* (14.7-pressure*-1)*51.7-3.16/maxvolt;
/ /mmHg
i. Digital Pin 3 = LOW
digitalWrite (3, LOW) ;
j. Output on Serial Monitor
Serial.print (MAP);
Serial.println (MAP*1.1);
Serial.println (MAP*0.8);

I. ZigBee Blood Pressure in Python Pseudocode—2

Whereas in Pseudocode-2, the input process is from
Python Code to MySQL database, accordingly, input data
comes from Serial Port port ="'/ dev / ttyUSBOQ' and this is the
value of the Pressure Sensor node captured by the ZigBee
Coordinator Node.

ZigBee Blood Pressure Python Pseudocode-2

1. Import the Python Extension

import pymysqgl, time, serial
2. serial data initialization

ser

=serial.Serial (port='/dev/ttyUSB0O',baudrate=9600,
bytesize=serial .EIGHTBITS,
parity=serial.PARITY NONE, timeout=6)

3. Database Connection initialization
connection=pymysqgl.connect (host='localhost',
user='root',password=""',db="zigbee',
charset="utf8mb4"',
cursorclass=pymysqgl.cursors.DictCursor)

if (ser.isOpen()) :

4. Data Type Analyzes

Integer type = a, b;

Data serial = a,b;

Vol.10, No.5, 2019

5. Cursor initialization

with connection.cursor() as cursor:

6. Enter the Blood Pressure data to the MySQL
Table on the zigbee Database

sgl="insert into

zigbeebloodpressure (systolicdiastolic)VALUES (%s)"

cursor.execute (sgl, (a))

connection.commit ()

with connection.cursor() as cursor:

7. Read The Single Record

sgl="select 'id', 'systolicdiastolic' from
zigbeebloodpressure WHERE 'systolicdiastolic' =
$s'"cursor.execute (sql, (a))

result=cursor.fetchone ()
8. Print the result and Close
finally: connection.close ()

J. Javascript Object Notation (JSON) Pseudocode-3

In Pseudocode-3, Javascript Object Notation (JSON) will
form a Chart that can be displayed on Web Page based on
HTML and PHP, this data comes from the MySQL database,
i.e, Blood Pressure Sensor data.

Javascript Object Notation (JSON) Pseudocode-3

1. Connection Initialize
Sconnect = mysqgli connect ("localhost", "root",
"zigbee") ;

nn
’

2. Query Initialize
Squery = '
SELECT sensors_bloodpressure data,
sensors_bloodpressure2 data,sensors data date,
sensors_data time -> Desc
Sresult = mysqli query($connect, Squery);

3. Array Rows and Tabel Created

Srows = array();
Stable = array();
'label' => 'Date Time', 'Systolic (mmHg) ',

'Diastolic (mmHg) ',

4. Date and Time Initialized
Sdatetime = explode(".", S$Srow["datetime"]);
"y" => 'Date (' Sdatetime[0] '000) "
"v" => Srow["sensors bloodpressure data"]
"v" => Srow["sensors bloodpressure2 data"]

5. Calling Javascript
src="https://www.gstatic.com/charts/loader.js"
src="ajax.googleapis.com/ajax/libs/jquery/1.10.2/jqu
ery.min.js"

6. Name the Chart Header
<h2 align="center">Display Chart of Blood Pressure
Real-Time Monitoring (MeRL) </h2>

IVV. RESULT AND ANALYSIS

A. Blood Pressure Sensor Testing

Experiments a, b, ¢, and d [Fig. 13] are giving different
treatments to the Pressure sensor. It is noted that Pulse sensors
work or are active, in experiments a. a straight line on the
value of Systolic and diastolic (mmHg) is the condition when
the mini-Pump is off. In experiment b. the graph shows an
increase at one time, not every time, only 1-time increase, this
is because there is no supply voltage from the amplifier IC or
amplifier. accordingly, In experiment c. sensors such as losing
a stable position, this is because of the Pressure sensor no
supply input from a Microcontroller or Arduino Analog Pin
(A0). Experiment d is a graphical difference when the sensor
pressure is turned off or the mini-pump off is then turned on
after a few seconds, consequently, that there is a trigger when
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the Pressure sensor is on or the mini-pump is on.The blue line
shows the value of Systolic (mmHg) and the red line shows
the value of Diastolic (mmHg), the experiment is done at the
same time, the processor is the Arduino Microcontroller, and
the plot or graph is formed from the Arduino Serial Port,
furthermore, Arduino Microcontroller has 2 Output Functions
i.e. Serial Plotting and Serial monitor, data in the form of
plotting is made through the Arduino Plot series, while serial
data shows the wvalues of processing the Arduino
Microcontroller in the form of Systolic and Diastolic (mmHg)
values. The value in the graph shows the value of mmHg, can
be converted into an international unit, i.e, Psi, kPa and atm
for more complex data needs.

e 1atm=760 mmHg = 760 torr = 101.3 KPa= 14.7 psi

e 400 mmHg =400 mmHg x (1 atm/ 760 mmHg) = 0.52
atm

e 400 mmHg = 400mmHg x (101.3 kPa / 760 mmHg) =
53.3 kPa

B. Receiver Signal Strength Indicator (RSSI dBm)) of ZigBee
RF Module

Receiver Signal Strength Indicator (RSSI) is stated in
Fig. 14. There are two comparisons, i.e, RSSI Simulation and
RSSI Experiment at the field, in the results of these
experiments and calculations, Zigbee communication at a
distance of 5 meters, RSSI simulations show a value of -29
dBm and the experiment shows a value of -40 dBm, at a
distance of 100 m, RSSI shows a value of -55 dBm
(simulation) and -86 dBm (experiment).

{mmie)

Value of Fressure Sensor

Value of Pressure Senscor (mmHg)
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RSSI (-dBm) experiment data retrieval is using DIGI X-
CTU software by sending Blood Pressure data using Zigbee
from different distances, and this data is recorded every meter.
RSSI (dBm) in Fig. 14 shows a decrease in signal strength.The
distance of (Tx) and Receiver (Rx) determine of RSSI(-dBm)
value, the farther the distance Tx-Rx, the greater the value of
RSSI (-dBm). The experiment was carried out from 1-50
meters in the Free Space area.

C. Output Graph on the Web Page

In Fig. 15 and Fig. 16 shows the Real-time display of the
MySQL data database. This data is Systolic and Diastolic
(mmHg) data, then this data is used as an indicator parameter
that shows the patient's condition. This data is seen on the
WEB Page, the Localhost system will be upgraded to the
Domain level, so that data can be seen on all platforms, not
only that JSON is used so that the quality of HTML can be
used on smartphone and tablet platforms with different WEB
Page views on Personal Computer, in this case, is expected to
be a flexible WEB Page, so that data can be viewed easily by
the user. The blue line shows the value of Systolic (mmHg)
the value of the upper part of the Blood Pressure and the red
line is Diastolic (mmHg) is the value of the bottom, the graph
shows the ups and downs of Systolic and Diastolic values
because of several checks and different results. Furthermore,
the more checks are carried out, the more blood pressure data
on the MySQL database and the graphs generated will be
more complex and details.
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Fig. 13. Blood Pressure Test Consisting of a, b, ¢ and d.
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RSSI(dBm) at Free Space for ZigBee
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Fig. 16. Graph of Diastolic (mmHg).

V. CONCLUSION AND SUGGESTION

Sensor data on a ZigBee module can be sent properly as
indicated by the RSSI parameter, at a distance of 5 meters
RSSI simulations show a value of -29 dBm and -40 dBm in
the following experiments so that it gets smaller. furthermore
at a distance of 50 m, the Receiver Signal Strength Indicator
(RSSI) shows around —70 dBm in field measurements, while
in simulations of equations 1 and 2 the RSSI results are quite
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good at -50 dBm, this result is better than field measurements,
at a distance 100 m, the RSSI value produced is -55 dBm
(simulation) and -86 dBm (experiment). The sensor node
works very well, blood pressure can be stored in the MySQL
database using the Python programming language that works
on the Raspberry Pi 3 model B. And the data can be displayed
on the Web Page using JSON. Accordingly, this Research still
uses Localhost, it needs to be improved by moving localhost
to the domain so that data can be seen on all platforms such as
smartphones or tablets connected to the internet.

VI. DiscussioN

Some points that need to be added for future research
development are (1) The prototype that is already in the form
of Light type and fix on PCB and design Product, to make it
comfortable for Patients (2) Programming Languages that
support Graphical User Interface (GUI) output from Blood
Pressure and other sensors on the mobile platform devices (3)
The Security Method of 10T Protocol needs to be added to this
research. Research development in monitoring patient health
based on Internet of Things (10T) is to use Algorithms for data
confidentiality and security, e.g, RC4 Algorithm. RC4
Algorithm is one of the algorithms used for security on IoT
using the encryption method. Improvements are also needed in
this research by utilizing a programming language that
supports the appearance of a capable Graphical User Interface
(GUI) for display flexibility in all internet connected
platforms/devices.
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Abstract—Millions of compounds which exist in huge datasets
are represented using Simplified Molecular-Input Line- Entry
System (SMILES) representation. Fragmenting SMILES strings
into overlapping substrings of a defined size called LINGO
Profiles avoids the otherwise time-consuming conversion process.
One drawback of this process is the generation of numerous
identical LINGO Profiles. Introduced by Kristensen et al, the
inverted indexing approach represents a modification intended to
deal with the large number of molecules residing in the database.
Implementing this technique effectively reduced the storage
space requirement of the dataset by half, while also achieving
significant speedup and a favourable accuracy value when
performing similarity searching. This report presents an in-depth
analysis of results, with conclusions about the effectiveness of the
working prototype for this study.

Keywords—Simplified Molecular-Input Line-Entry System
(SMILES); LINGO profiles; similarity searching; inverted
indexing

I.  INTRODUCTION

Rapid advances in technology over the past few years have
allowed for many virtual screening experiments to be
conducted extensively [1]. In ligand-based screening, large
chemical databases consisting of small molecules are
effectively screened by a query molecule as to identify
molecules with similar biological activity, applying the well-
known similarity principle that “structurally similar molecules
are likely to have similar properties” [2,3,4,5,6]. The query
structure itself normally exhibits a potentially useful level of
biological activity and might be, for example, a competitor’s
compound or a structurally novel hit from an initial high-
throughput screening (HTS) experiment [7]. Both the query
and database molecules are characterized by descriptors.

Simplified Molecular-Input Line-Entry System (SMILES)
is a type of 1D representation [8] which represents molecular
structures in strings format [9,10]. The SMILES specialized
algorithm known as LINGO [11] is introduced in the field as it
delivers a required level of simplicity for retrieving the
molecules from database. LINGO representation avoids the
necessity for producing an explicit model of the chemical
structure in the form of either a graph or a 3D structure because
it generates the representation of a molecule directly from
canonical SMILES [12].

The continuing rise in the number of compounds to be
processed is one of the common challenges which have to be
confronted in this field, in terms of the accompanying demand

for higher processing power and storage costs [13]. Small
libraries can take up to 10°5 compounds, while commercially
available datasets have approximately (2 x 10"7 compounds) in
their libraries [14]. Many research studies have been conducted
to address this problem by developing a coherent technique to
store the compounds, but this has been limited only to
compounds represented in 2D fingerprints [15]. This situation
has, consequently, led to the necessity of introducing a data
structure efficient enough to store the compounds represented
in LINGO Profiles. An inverted index is a type of index data
structure which is commonly used to encode data in string
format [16 ,17, 18]. It allows for term-based searches to be
more effective [19,20]. This study seeks to ascertain whether
the introduction of inverted indices actually achieves any
reduction in storage and processing costs when performing
similarity searching. Therefore, the rest of the paper is
organised as follows: Section Il presents several related studies
pertaining to similarity searching methods. Next, Section IlI
elaborates the research methodology in terms of
implementation and experimental design, while Section IV
discusses the analyses outcomes. Lastly, this paper ends with a
conclusion depicted in Section V.

II. BACKGROUND REVIEW

The search for compounds similar to a given target ligand
structure and compounds with defined biophysical profiles are
two main important principles in modern drug discovery
process [21]. Both tasks make use of molecular descriptors
with different complexity (atomic, topographic, sub structural
fingerprints, 3D, biophysical properties, etc.) leading to
different representations of the same molecule [22]. In general,
structural representation, also known as molecular descriptor is
used in describing the characteristics of compounds [23].

Ozturk and co-workers [24] used a state-of-the-art
algorithm; the Weighted Nearest Neighbor-Gaussian
Interaction Profile (WNN-GIP) with which to evaluate the
performance between 1D SMILES representation and 2D
representation-based descriptors in the protein-drug interaction
task. Their investigation successfully demonstrated that
SMILES-based methods [25] of molecular similarity
comparison perform as well as 2D-based methods. Moreover,
SMILES-based kernels were found to be computationally
faster and more flexible than their 2D competitors.

In a different experiment, comparisons were examined
between 2D fingerprints such as Daylight, MOLPRINT 2D,
MACCS, and Open Babel with 3D shape-based methods,
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typically SHAEP, PARAFIT and ROCS, in order to measure
the efficiency of the similarity searching method across a range
of virtual screening methods [26]. Results showed in the past
[26][27] that 3D shape-based methods could not perform as
well as a simple fingerprint similarity search, in spite of giving
conformational information (i.e. shape information) and atomic
coordinates of a compound.

Most previous drug-target interaction prediction tasks
involving LINGO have utilized the Tanimoto coefficient. Vidal
and colleagues [28] used a bioisostere dataset to compute
intermolecular similarity between bioisosteric molecules and
some randomly sampled pairs of molecules using an integral
Tanimoto coefficient. The average similarities (LINGOsim)
obtained effectively demonstrated that important information
about a molecule is stored in LINGO Profiles. On the other
hand, LINGO-DOSM, introduced by Hentabli et al [29],
outperformed other descriptors such as EPFP4, GRFP,
MACCS etc. LINGO-DOSM is the integral set derived from a
given DOSM string. DOSM allows rigorous structure
specification by implementing a small and natural grammar.
The positive performance of LINGO-DOSM is not only
limited to the top 5% for MDDR but it also gives best results
for the top-1% for MDDR. This is mainly due to limiting the
selection of LINGO length to just four characters. Finally,
using the Briem and Lessel benchmark, Andrew and colleagues
concluded that LINGO generated from isomeric SMILES can
offer better retrieval rates, compared to non-isomeric SMILES.
In addition, when LINGO was compared with more complex
approaches (Daylight fingerprint) [25], it managed to identify
active compounds better for two activity classes (ACE and
TXA2).

The effectiveness of LINGO in predicting the
property/activity of one molecule compared with another
molecule similar to it, however, has a limitation [30]. This
technique is associated with the length of the substrings
obtained from the fragmentation of a canonical SMILES string,
requiring the manipulation of the string and meaning that the
processing cost will increase linearly along with the SMILES
length [28]. Since search efficiency is progressively more vital
with the ongoing expansion of these databases, scalability
problems naturally arise when virtual compounds or recently
synthesized compounds are added accordingly [31]. A variety
of data structures and algorithms were consequently introduced
throughout the years to accelerate this process by reducing the
search, i.e. by rapidly eliminating the molecules that are not
homogenous to the query, without computing their similarity to
the query [32].

Imran and co-workers [33] presented a new algorithm
known as the SIML (“Single-Instruction, Multiple-LINGO”) to
measure the similarity between molecules. Each multiset in a
molecule is represented in 32-bit integers and it is stored in a
sorted vector of 4-Lingos (represented as integers). A new
algorithm, (1), was derived based on the vector representation
of the multisets. This sparse vector algorithm speeds up the
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computation involved, as for every Tanimoto calculation only
the intersection size (A, B) needs to be calculated.

_ (A,B)
Tap = (A,A)+(B,B)—(A,B) @)

Outside the field of cheminformatics, numerous
information retrieval communities in general have been
conducting experiments for decades on searching text in large
datasets [34]. State-of-the-art algorithms from general
information retrieval, known as inverted indices, are
considered applicable for use in cheminformatics, as both
domains arrived at the same similarity measure and
representation [35] independently from one another. Features
are associated with each respective list of documents contained
in a given database, as shown in Fig. 1.

The features-documents association guarantees the
reduction of the similarity computations between database
molecules and the query as it removes database molecules
which are irrelevant to the desired list. This approach can also
be applied directly to SMILES string representations for
molecules.

Kristensen et al. [36] proposed performing a similarity
search between a target and database compounds represented
using LINGO multisets by representing the database as
inverted indices. The idea was to keep the LINGO multisets as
a vector, where every cell in the vector is assigned to hold one
of the LINGO identifiers (ID) from the verbose representation.
Unlike SIML which uses two arrays to represent a LINGO
multiset, verbose representation utilizes only an array to store
the whole multisets including duplicate LINGO represented
using multiple different IDs as shown in panel (a) of Fig. 2.

Faws [~ [ [ T[] [ [ [ ] e
1 0 0 |1 o |1 o 11
0 1 0 |1 1 |1 [o 12
0 0 0 |1 0o o o 13
Fins 0 1 0o |o 1 1 |1 14
1 1 1 |1 1 [0 |1 5]
0 1 1 1 0 [o [1 1 6|
1 0 o Jo 1 1 Jo 7|
0 1 1 |o 0 [1 J1 8|
0 0 0o |o 1 0 |0 1 9]
[~ AT [T 7]
1 2 5 |1 2 [1 [4
5 4 6 |2 4 [2 |5
7 5 8 |3 5 [4 |6
6 5 7 |7 |8
] 6 9 |8

Fig. 1. Molecules Represented in Fingerprint Format are Stored in Inverted
Index Data Structure.
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LINGO LINGO ID
clce 19
cclL 23
clce 41
cecl 10
cooe 13
cooe 34

a.) Verbose Representation

[ _Jo] T J&] =
/ ! !
5
3
3

b.) Inverted indices Bepresentation

#8 = Compound: SMILES string

Fig. 2. (a) Each LINGO is Associated with their Respective IDs. (b)
LINGO and their Reference to their Original SMILES String in Inverted
Indices Representation.

Input from panel (a) is used to create inverted indices
(panel (b)) listing all the multisets associated with a given ID.
Similarities are computed based on the value stored in the
counting vector after the inverted indices are traversed. This
strategy, however, led to a drawback as multiple occurrences of
the similar LINGO in a compound will consume more storage
space. It is certainly not feasible for huge datasets (e.g.
ChEMBL). In addition, the construction of the inverted indices
necessitates a search of the largest ID in the dataset. These
situations will cause the increase in the processing time and
consume high amount of resources, when performing similarity
searching process. Besides, Kristensen work is only practical
for chemical dataset such as Maybridge and ZINC.

Instead of finding a new method for indexing a database, a
small modification of the inverted indexing scheme introduced
by Kristensen et al. [36] is proposed in this study. Verbose
representation is eliminated by the introduction of a pattern
matching approach to resolve a query. This modification is
made to increase the available storage space and to minimize
the time taken to search a LINGO. A brief explanation of how
the indexing method for this study was implemented is
discussed in the following section.

Vol. 10, No. 5, 2019

I1l. METHODOLOGY

The work was conducted purely on the 102,540 MDDR
dataset compounds, where searches were focused only on
selected structures from eleven activity classes. The first
experiment of this study aimed at measuring the recall values
obtained by LINGO Profiles on MDDR dataset, comparing it
with various other fingerprints. The second experiment of this
study intended to perform similarity searching based on the
proposed indexing method, which as discussed earlier in the
literature. The time taken and the storage consumption for both
experiments were to be computed along before presenting a
full discussion of these results in the next section.

A. Performing Similarity Searching in Sequential Manner

A g-LINGO is a g-character string which may include
letters, numbers, and symbols such as “(“,”)”, “[*, “]”, “#”, etc.
and which is obtained by stepwise fragmentation of a canonical
SMILES molecular representation [28]. Before the LINGOs
are created from a compound, the compound ring numbers
must be substituted for “0”. If atoms such as “C1” and “Br” are
present, they will be replaced by “L” and “R”, respectively.
Raw MDDR Dataset (file A) stores all possible LINGOs for
similarity searching after it is being fragmented and modified
from the original MDDR dataset. It is attached together with its
respective ID in sequential manner. Fig. 3 shows the whole
process in generating LINGO Profiles.

Using the raw MDDR dataset (file A), to obtain LINGO for
our query string (compound A) and a MDDR database
compound (compound B), the ID of the compounds was
compared with file A. Next, the LINGOsim function was used
to calculate the similarities between the two compounds. Based
on a comparison of the LINGOs of the two compounds, A
(query compound) and B (MDDR database compound) any
intermolecular similarities were computed using the integral
Tanimoto coefficient. N; represents the number of LINGOs of
type (i) in compound A, while Ng; represents the number of
LINGOs of type (i) in compound B, and (l) is the number of
LINGOs contained in either compound A or B.

B. Performing Similairty Searching using Proposed Indexing
Scheme

Two columns existed in this inverted indexing scheme
(“Word” and “Documents”) allow the query to perform
similarity searching via random access [37]. “Word” column in
Table | can be referred to as the unique LINGO Profiles
obtained from the MDDR dataset and the “Document” column
signify the compound IDs which contains the respective
LINGO [37].

From the list (file A) generated earlier, it is possible to map
the LINGO and IDs into the indexing scheme. 409,752,8
LINGO Profiles contained in file A are compared with each
other and if two or more identical LINGO Profiles is found,
then their respective 1D are appended together with the LINGO
Profile in the list. In the end, the indexed database would only
have 4054 unique LINGO Profiles. Fig. 4 summarizes the
whole process.

30|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

MDDR Dataset (Canonical SMILES and ID) MDDR Dataset (Modified SMILES and ID)
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using the main pairwise Tanimoto similarity (MPS) and it is
included in Table I. Structurally homogenous classes such as

ID1 FCICNCe2 2C1 D1 FCOCNCeOcceccOCO - -
D2 CNCXCCEHFF D2 CNCICHYPF Renin and ATI has high MPS value as compared to COX and
e [~ R v o W PKC which have low MPS value since they are structurally
D5 Celne2CCe3enc(N)ne3e2s! D5 CelncOCCelenc(N)nclc0s0 diverse.
m{ 4 TABLE I. STRUCTURE OF AN INVERTED INDEXING SCHEME
D1 FCOC Word | Documents
ID1 COCN
D2 CN(C Cow Document 1, Document 4, Document 6, Document 9, Document 15
D3 C=0
3 cooe The Document 2, Document 5, Document 8
Hello | Document 12
Fig. 3. Modifying and Fragmenting LINGO Profiles from MDDR Dataset. Cat Document 7
File 4 TABLE Il. ACCURACY COMPARISON BETWEEN LINGO AND OTHER
PrS— DESCRIPTORS (TOP :ACTIVES RETRIEVED; BOTTOM : RECALL)
D1 cc= Indexed dataset R R
11113323 Og(: Number of Pairwise
e ccoc ID1, ID6, ID7, ID15, ID19 ivi i imi i
D -00 e D1 1Dy D o1 o1 Activity Classes Active Similarity Most
D6 CCOC — | o= ID2, IDS, ID9, D16, ID17 Structures (Mean) H
D4 CC= clec ID3, ID6, ID14, D18, ID26 AR omogenous
111[3)32 Ug(= -0)0 D3, ID7. ID9, ID16, ID19 Renin inhibitors 1130 0.290
D7 =00 i i
oo Anglote_nsm 11 ATI 043 0.229
antagonists
Fig. 4. Comparing LINGO Profiles and Eliminating Redundant LINGO !—Hh\./blirotease 750 0.198
Profiles on file a; as to Generate Indexed Dataset. inhibitors
Thrombin inhibitors 803 0.180
_ Calculating S|m|Iar|ty_ values using our prqposed method Substance P inhibitors | 1246 0.149
differed from the conventional method because it was based on :
a pattern-matching technique. Whenever the LINGOs in the 5HTS3 antagonists 752 0.140
query compound were found in the indexed database, the 1Ds D2 antagonists 395 0.138
T 3 ekl H
in the “Document” column were retrieved and the frt_equency of SHT1A agonists ao7 0,139
occurrence is accumulated and calculated accordingly. The
ranked list obtained were then sorted in a descending order to 5':\1,@“9@"& 359 0122
calculate the recall values. The whole process is illustrated in | MMPrors
Fig. 5. Protein Kinase C
o . . inhibitors 453 0.120 Mosty
Table 11 shows the activity classes which were used in both Heterogenous
. L. . . Cyclooxygenase
experiments. Activity classes that were used in the experiments | | iiviors 636 0.108
are slightly different in nature. The diversity was determined
Indexed dataset
CCelne(Nnc(N)clc2eee3 CCCN(CCCOC)c3c2
CCOC ID1, ID6, ID7, ID15, ID15, ID21, ID22
CC(= D1, ID4, ID5, ID14, ID17, ID23, ID25
0C(= D2, ID8, IDS, ID16, ID17, ID21, ID24
clcc ID3, IDG, ID14, ID18, ID26, ID31,ID34
=0)0 D3, ID7, ID9. ID16, ID15, ID22, D24
M
[\) l Query Compound 4
[CCcO, Cedn, chnc, Onel, nalN, c(N).
(N)n, Njnc, Jne(, ne(N, o(N), (N)e, N)c0, D3 (50)
Je0c, c0cl, 0cOc, cdec, Ocee, cecl, cclC, D19 (39)
c0CC. 0CCC, CCCN, CON(. CN(C. D1l (32)
N(CC, (CCC, CCCO. CCOoC. cocC), D14 (28)
OCle, Ciel, Jele clcl] D10 (22)
D21 (17)
Ranked List
Fig. 5. Process Involved when Performing Similarity Searching using the Proposed Methodology.
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IV. RESULTS AND DISCUSSION

This section is divided into two sub-sections: A and B.
Section A basically confirms Vidal’s work via replication and
compares performance to other fingerprints. Section B
discusses the performance of the proposed method regarding
time and storage consumption when benchmarked with the
conventional method.

A. Comparing Accuracy between LINGO Profiles and
Various different Fingerprints

The performance of the similarity searching process can be
evaluated based on its effectiveness. Effectiveness includes the
calculation of the recall value in every single search. The recall
value, R is calculated by dividing the number of actives
retrieved at the end of the process, n, by the number of
compounds that available in the activity class, N, as shown in
(2). In other words, recall can be defined as the percentage of
the active molecules, which is gained from the cut-off point in
the ranked list. Some of the cut-off points that have been
widely used are at 1% and 5%. In this experiment, we only use
1% cut-off. The recall value gained indicated the probability of
structures that are showing positive to the target. Thus, the
higher the recall value gained, the higher the number of
structures that react positively towards the target, which
implies the accuracy of the method. Units

n
R=3 )

The performance of similarity searches using LINGOs was
compared with the performance of similarity searching using
various fingerprints obtained from the work of Malim [23]. A
total of 110 searches were performed using 10 queries from 11
activity classes. These searches were executed in accordance to
Fig. 6. Table Il presents the average results of the number of
actives retrieved and recall values.

From Table Ill, the superior performance of ECFP4 is
evident in comparison with other fingerprints and LINGO
Profiles, except for two activity classes where LINGOs
outperform ECFP4. However, it was observed that the

Query Compound A4
D1

CCelne(Nme(N)ele2ece3CCCN(CCCOC)e3e2

|

CCc0, Celn, clne, Onc(, ne(, c), ™)n,
Wpne, Jne(, ne(N, e(N), (N)e, N)e0, Jelc,
e0c0, 0clc, clee, Ocee, cecl, cc0C, c0CC,
0CCC, CCCN, CCN(, CN(C, N(CC,
(CCC, CCCO, CCOC, COC), OC)e, O,
ele, c0c0
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performance of LINGO was comparable with other fingerprints
such as MDL, Daylight, and Unity in general. A closer analysis
of the difference in the accuracy between both descriptors
(ECFP4 and LINGO) reveals that ECFP4 outperformed
LINGO only by a small average difference of 2.975%. Renin
recorded the highest difference between both methods at
9.13 %, while the lowest difference value was observed in the
Thrombin activity class, which favors LINGO Profiles at
0.41%.

Similarity coefficient: 0.85

Ranked List

Fig. 6. Process Involved when Performing Similarity Searching using Tanimoto Coefficient.

TABLE Ill.  AcCURACY COMPARISON BETWEEN LINGO AND OTHER
DESCRIPTORS (TOP: ACTIVES RETRIEVED; BOTTOM: RECALL)
Activity Classes Descriptors
Unity LINGO | Daylight | ECFP4 | MDL
56 64 59 81 53
SHTIA 6.79 1.77 7.15 9.79 6.46
59 68 63 89 49
SHT3 7.83 9.10 8.30 1189 | 655
21 20 19 24 20
SHTReuptake 5.86 5.82 5.40 6.83 558
AT1 90 154 99 236 114
9.49 16.36 10.54 25.02 12.10
15 14 21 28 15
cox 241 2.34 3.22 4.45 2.48
D2 19 22 22 27 17
4.74 5.70 5.63 6.86 4.33
46 51 37 87 44
HIvP 619 |68 | 490 1157 | 583
21 28 22 35 17
PKC 457 6.23 4.88 7.79 3.75
Renin 167 316 133 420 126
14.76 28.02 11.76 37.15 11.11
70 120 57 120 37
SubP 561 | 97 453 9.7 2.92
. 54 60 33 57 60
Thrombin 660 | 745 | 407 704 | 745
MDDR Database .
D3 Compound B l
CIC@H]|(CC(=0)0)C(=0)NICCCIC@H]IC(=00
|
clc@, [C@H, C@H], @HI( H)(C, )(CC,
(CC(, CC(=, C(=0, (=0), =0)0, 0)0),
YO)C. 0)C(, )E(=, C(=0, (=0), =O)N,
0)N0, NOC, NOCC, 0CCC, CCC, CC[C,
c[C@, [C@H, C@H), @H]0, H]J0C, J0C(,
0C(=, C(=0, (=0), =0)0
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This being the case, according to the work of Hert [38], the
nature of the defined activity classes themselves may affect the
performance of similarity searches, as more actives may be
retrieved in homogenous activity classes, compared to
heterogenous ones. Homogenous classes consist of compounds
which are less diverse, as opposed to classes with fewer
common fragments shared between their compounds, which
are described as heterogeneous classes. It can, therefore, be
concluded that LINGO works better in homogenous classes as
compared to heterogeneous classes. A higher number of active
compounds are retrieved in activity classes such as Renin and
AT1, in contrast to heterogeneous classes such as COX and
5HT Reuptake. The outcome of this experiment is, then, in
agreement with Hert’s findings.

Based on the results of this study, it can be summarized that
LINGOs may act as an effective alternative to ECFP4 and
other fingerprints when performing similarity searching, since
this method offers the capability of obtaining a high-accuracy
value for a variety of activity classes. It should be noted,
however, that the superiority of ECFP4 is widely-known, due
to its ability to encode as much structural information as
possible when representing the compounds. LINGO profiles, in
contrast, only allow for the strings to be observed by shifting
one position at a time.

B. Analyzing the Performance of the Proposed Method in
Terms of Time Taken and Storage Consumption

1) Time complexity: Measuring the time taken for both
methods is a very labour-intensive process, as it depends on
the compiler and the type of computer or speed of the
processor. For this research, the in-built time libraries in
JAVA were used to determine the time taken. The timer was
started before importing the input file and ended after the
search was completed. The elapsed time was measured in
milliseconds and for ease of reading it was then converted to
hours.

Performing similarity searching using the proposed method
is 782 times faster than the same using the conventional
method. Achieving such an increase in speed was due to
several reasons. Firstly, the indexed database which was
created based on a raw MDDR dataset, contained fewer entries
than the raw MDDR dataset itself. There was a total of 4053
unique LINGO Profiles in the indexed database as compared to
a total of 4097258 LINGO Profiles which were generated in
the raw MDDR dataset. With the reduction of the file size, time
taken for a query compound to perform similarity searching
using an indexed database would be reduced accordingly as
now it only has smaller number of entries to browse through, in
contrast to similarity searching performed on a raw MDDR
dataset which requires a query compound to scan through the
whole file to search for a LINGO Profile. The reduction in the
file size, will be described in the next section.

2) Storage complexity: Storage complexity is determined
by considering the maximum amount of capacity needed by
the secondary storage to store the raw MDDR dataset and the
indexed database. The measurement unit used in this study
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was Megabytes (MB) (1,000,000 bytes in decimal notation).
Specifically, there were no tools, libraries or applications used
to measure the size of both files, as the sizes of the files were
printed automatically by the operating system (OS) after the
implementation process. The file size of the indexed database
is smaller than the raw MDDR dataset. The reduction by
almost half of the file size was achieved through the
implementation of the inverted indexing technique, which
yields a smaller number of entries in the file. The Raw MDDR
dataset contained 4097528 entries, as each entry consisted of a
LINGO Profile and its respective index number, as can be
seen in Fig. 7.

Each entry here can be referred to as a string and each
character within it has a size of a byte (8 bits), as the nature of
JAVA language which encodes the strings in UTF-8 format.
The '8' in UTF-8 means it uses 8-bit blocks to represent a
character. The number of blocks needed to represent a
character varies from 1 to 4. Theoretically, one string in a raw
MDDR dataset might have a size which falls between 10-11
bytes. Multiplying the size of a string with the number of
entries in the raw MDDR dataset and dividing it with the total
number of bits in 1 Mb (8000000) will give an approximately
similar result. Therefore, having a large number of entries will
lead to a larger file size.

As reducing the number of entries is the only way to reduce
the size of the file, a compact indexed database comprised of
only 4054 entries was constructed for this study. In terms of the
number of entries, it can clearly be seen that there is a massive
reduction, compared with the raw MDDR dataset. In spite of
using the raw MDDR dataset to create the indexed database, all
the necessary information was addressed appropriately and the
similarity searching process was fully accomplished on this
one file.

The underlying process involved in the reduction in the
number of entries in the indexed database is explained by the
removal of duplicate LINGO Profiles and the mapping of the
same index number which belongs to a particular LINGO
Profile. The structure of an entry in the indexed database is
shown in Fig. 8.

It can be seen that one LINGO Profile “sits” together with
its respective index number on a single line. In contrast to raw
MDDR dataset, each entry may be duplicating a portion of the
same information (the index number or LINGO Profile) from
the previous or the next entry of the file. This situation can be
observed in the Fig. 9.

CCCO 256970

Fig. 7. Mapping of LINGO Profile with its Respective Index Number.

FINS 265481 265991 265992 265993 265994 265995 265996 265997 265998 273894

Fig. 8. The Structure of an Entry in the Indexed Database.
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Nc0c |286970
Occc |286970
ccc(|286970
cc(c|286970
c(cc (286970
(cc0 |286970
cc0) |286970
c0)c |286970
0)c0 |286970
) c0c |286970
ccce [286970
cccO 286

970

l

Fig. 9. Structure of the Entries in the Raw MDDR Dataset.

V. CONCLUSIONS

The inverted indexing scheme has been highlighted in this
study as there are several limitations when performing
similarity searching using LINGO Profiles. The large raw
MDDR dataset which is used in the conventional method to
calculate the similarities requires a huge storage capacity,
while at the same time increasing the time taken for one query
compound to complete the whole process. The proposed
method solves this problem by eliminating the redundant
LINGO Profiles and multiple occurrences of the same index
number. Despite this elimination, the important information
associated with the compounds are preserved accordingly. In
short, the proposed method makes it possible to process a huge
dataset without the help of specialized hardware. In future, this
scheme can be used to index a larger chemical database like
ChEMBL which consist of more than 1 million compounds
data.
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Abstract—An increasing need for biometrics recognition
system has grown substantially to address the issues of
recognition and identification especially in highly dense areas
such as airport, train stations and for financial transaction.
Evidences of these can be seen in some airports and also the
implementation of these technologies in our mobile phones.
Among the most popular biometric technologies include facial,
fingerprints and iris recognition. The iris recognition is
considered by many researchers to be the most accurate and
reliable form of biometric recognition, because iris can neither be
surgically operated with a chance of losing slight nor change due
to ageing. However, presently most iris recognition system
available can only recognize iris image with frontal-looking and
high-quality images. Angular image and partially capture image
cannot be authenticated with existing method of iris recognition.
This research investigates the possibility of developing a
framework for recognition partially captured iris image. The
research also adopts the Legendre wavelet filter for the iris
feature extraction. Selected iris images from CASIA, UBIRIS
and MMU database were used to test the accuracy of the
introduced framework. A threshold for the minimum iris image
required was established.

Keywords—Iris recognition;
Legendre wavelet filter; biometric

partial recognition; wavelet;

I.  INTRODUCTION

The increasing need for a reliable means for an
identification and verification system cannot be over emphases
[1]. The world population and the need for identifying or
verifying people in highly dense areas force the evolution of
the use of biometric technologies as alternative and more
effective means of access control [2].

The word biometrics is a two combine word of the Greek
words bio and metric, which is “life meaning bio and
measurement meaning metric”. Biometric technology is
defined as any technique that can use measurable physiological
or behavioral characteristics to discriminate one person from
another [3]. Common physiological biometric traits include
iris, fingerprints, facial, hand geometry, and retina images.
Whereas, common behavioral biometric traits include: voice
recording, signature, and keystroke rhythms. It is noted that
behavioral biometrics, in general, include a physiological
component as well [4].

Although all biometric systems work in the same manner,
the first process is enrollment in which each new user is
registered into the database. Information about a specific

characteristic of the individual is captured. This information is
usually passed through an algorithm that turns the information
into a template that the database stores. Note that it is the
template that is maintained in the system, but not the original
biometric measurement as many people may suspect.
Compared with the original measurement of the biometric trait,
the template has a tiny amount of information; it is no more
than a collection of numbers with little meaning except to the
biometric system that produced them. When a person needs to
be recognized, the system will take the appropriate
measurement, translate this information into a template using
the same algorithm that the original template was computed
with, and then compare the new template with the database to
determine if there is a match, and hence, either verification or
identification [5].

Today fingerprint and facial recognition system are one of
the most used biometric recognition system. Both the
fingerprint biometric and the facial recognition system are used
in the public domains such as airport, train station and also our
financial institution such as banks and Automated Teller
Machine (ATM) [6]. However, both the fingerprint and the
facial recognition are facing some setbacks. For the fingerprint
recognition, the system users need to scan their finger on a
fingerprint scanning device, this makes it difficult to
authenticate someone with his knowledge and also frequent use
of the scanning device often makes the scanning device dirty
thus fails during recognition.

Iris recognition has been verified to be one of the most
accurate and reliable biometrics authentications, unlike facial
recognition, and fingerprint. The facial recognition has great
problem due to the fact that the human faces changes over time
due to growth development in human nature. The fingerprint
unlike the facial recognition does not change for as long as we
leave however face setback such as the need for the
authenticated individual to scan his or her hand to the scanning
device, this make it difficult to authenticate an individual
without his or her knowledge, sometimes the scanning device
maybe dirty [7]. The identified problems make iris recognition
an alternative as the best biometric authentication; iris is
neither affected by age nor requires an individual to have a
contact with its scanning device

Presently, iris recognition methods can work very well with
frontal-looking and high-quality images. Daugman’s 2D Gabor
wavelet approach has been tested and evaluated using huge
databases, such as the CASIA database, UBIRIS database, and
MMU database among others, with over 600,000 iris images
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with over 200 billion comparisons [8]. However, most existing
methods are not designed for non-cooperative users and cannot
work with off-angle or partially captured iris images.
Recognition can be quite good if canonical poses and simple
backgrounds are employed, but changes in illumination and
angle create challenges. Recognizing an individual with
incomplete or partially captured images in biometric
technology continues to be an important challenge today.
Despite the advancement made in fingerprint identification
techniques, little or not much have been achieved for that of
iris recognition. Partially captured image or images with noise
or occlusion is a well-known research problem, and many
researchers have tried to address the problems in a different
capacity.

Il. DATABASES

We selected four different databases to test our method,
namely; Chinese Academy of Sciences Institute of Automation
(CASIA) [9], University Beira IRIS (UBIRIS) [10], and
Multimedia University (MMU) database. The selected database
was based on the most frequently used database for the iris
recognition algorithm. However, to show the effect of partial
recognition, there is a need for the dataset to be carefully
selected. We only selected images that are partially captured.
However, for registering the iris images to the database, here,
we also selected best-captured images. For each subject or eye
image, 2-10 images are selected, depending on the availability
of the partially captured image of the particular subject or eye.

The iris recognition was implemented with the selected
database. The selected databases include CASIA v4 database,
UBIRIS v2 database, MMU v2 database, and IITD database.
The CASIA v4 database consist of subset namely, CASIA-
IRIS-interval, CASIA-IRIS-twins, CASIA-IRIS-distance,
CASIA-IRIS-thousand, CASIA-IRIS-syn, however only the
CASIA-IRIS-interval and CASIA-IRIS-distance were used.
The CASIA-IRIS-interval consists of 249 subjects with a total
of 2639 number of iris images, but only 994 images were used
from 249 subject. The CASIA-IRIS-distance consists of 142
subjects with a total of 2567 number of images, but only 710
images were used from 142 subject. The UBIRIS v2 database
consists of 261subjects and 522 irises with a total of 11102
images, but only 783 were used from 261 subject. The MMU
database consists of 100 subjects and 200 irises with a total of
10000 number of image, but only 300 images were selected
from 100 subjects as in Table I.

Fig. 1 is a sample of some best-captured eye image from
the MMU database; we roundly select then to show how they
look. While Fig. 2, is a sample of some partially captured eye
image from the MMU database. They are partially captured
because either the subject eyes are partially closed or the
subject is looking sideway, or the eyelashes of the subject
partially closed the eye image.

TABLE I. INFORMATION OF THE SELECTED DATASET
s/n Database Subject Images
1 CASIA-IRIS-interval 249 994
2 CASIA-IRIS-distance 142 710
3 UBIRIS v2 261 783
4 MMUv2 100 300

Fig1l. Best-Captured Image from MMU Iris Database.

Fig2. Partially-Captured/Noisy Iris Images from MMU Database.

Fig3. Some Partially-Captured/Noisy Iris Images from UBIRIS Database.
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Fig4. Some Best-Captured Image from UBIRIS Iris Database.

Fig. 4 is sample of the best-captured eye image from the
UBIRIS database; we roundly select them to show how they
look. While Fig. 3 are the partial captured eye image from the
UBIRIS database. They are partially captured because either
the subject eyes are partially closed or the subject is looking
sideway, or the eyelashes of the subject partially closed the eye
image.

I1l. METHODOLOGY

The idea here is to find a threshold for which iris can be
recognized partially. That is, to find the smallest among of size
of iris required to authenticate the subject. The research will
consider the normalized iris image at for different percentage;
50 percent, when the normalized iris image is divided into two
parts, 25 per cent, when the normalized iris image is divided
into four parts, 16.5 per cent, when the normalized iris image is
divided into six parts, and 12.5 per cent when the iris image is
divided into eight equal parts. With this for different sizes, we
find the minimum size of normalized iris required for the
recognition process. The processes for the recognition include
segmentation, normalization, feature extraction and matching
asin Fig. 5.

The first stage of the recognition is the acquisition of the
image, for the stage we intend to use the available database
online. Some of the databases need some adjusting. Also, the
iris images are in different resolution and there is need for a
standard size of resolution across the database images. The
UBIRIS database images, for example, need to be converted
into greyscale image, for others such as CASIA and MMU are
all in greyscale. Fig. 6 shows the converted UBIRIS image
from colored to a greyscale image.

A. Segmentation

For most of the database, the conversion of the image from
colored to greyscale is not needed. The process usually starts
with segmentation. The iris image is selected from the eye
image as in Fig. 7.

B. Normalization

Next is to normalized the segmented iris image, here, the
rubber sheet mode was used to achieve this function. This is
shown in Fig. 8.
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Fig 8. Iris Normalization.

C. Feature Extraction

The feature extraction follows after the normalization.
Feature that distinguish the iris image are enhance using the
Legendre wavelet filter. Following the approach of [11], the
Legendre wavelet filter can be define as in Equation (1).

l'pnl,ml,nz,mz xy) = lpe,nl,ml,nz,mz xy)
1 1\ (ki+ky) 1)
(ma+3) (ma+3) 272

X Py, (2%x — i, )Py, (2%2y
— ﬁz)ejZH(u1X+V1y)

where
e2mix+viy) — cos[2m(uyx + v4y)] 2)
+ jsin[2m(u;x + vqy)]

u, and v, are the fundamental frequencies in X and Y
direction m = 0,1,...M and n = 0,1,...2%%, the coefficient

\/(ml + i) (m2 + i) is for the orthonomality and the Pm is
Legendre polynomial

Generally, image features are pieces of information that
describes an image or a part of an image as in Fig. 9. However,
in pattern recognition feature is a piece of information which is
relevant for solving the computational task related to a certain
application. Feature extraction begins from an initial set of
measured data and builds derived values feature intended to be
informative and non-redundant, helping the subsequent
learning and generalizing steps, and in some cases leading to
better human interpretations.

Fig 9. Iris Feature Extraction.

D. Matching

Lastly the recognition is concluded by the matching, were
the unique feature extracted from the iris image is been
compare with the corresponding iris image in the database for
verification or the unique feature are searched across the saved
feature in the database until a match is found for identification.

IV. EVALUATION PARAMETER

False Acceptance Rate (FAR): FAR is the frequency of
fraudulent access to imposter claiming identity. This statistic is
used to measure biometric performance when operating in the
verification mode. A false accepts occurs when the query
template of an individual is incorrectly matched to existing
biometric template of another individual.

Vol. 10, No. 5, 2019

False Rejection Rate (FRR): FRR is the frequency of
rejections relative to people who should be correctly verified.
This statistics is used to measure biometric performance when
operating in the verification mode. A false reject occurs when
an individual is not matched correctly to his/her own existing
biometric template.

Genuine Acceptance Rate (GAR): GAR is the frequency of
genuine access with respect to overall number of attempts.

V. RESULT AND DISCUSSION

The Legendre wavelet filter was implemented using Matlab
R2015 installed on a Window 7 professional desktop computer,
Intel core i7. We considered the Legendre wavelet filter at
three different orders. The experimental setting is introduced,
including the selected database, parameter setting and
performance evaluation. Then, to study the effect of the
proposed partial method of the iris code production,
comparisons are made between the performances of the iris
codes produced by an implementation of traditional iris code
generation method.

The iris code generated was tested with the selected images
in CASIA-IRIS-interval and the result is as in Table Il. The
lowest accuracy was achieved at 50% and the highest was
achieved at 16.5%. The FAR has its lowest at 50% and its
highest at 12.5% while the FRR has its highest at 50% and its
lowest at 16.25%. The graphical representation of the accuracy
of the CASIA-IRIS-interval is shown in Fig. 10.

TABLE Il RESULT OF THE PARTIAL RECOGNITION WITH CASIA-IRIS-
INTERVAL
PERCENTAGE ACURACY
OE THE IRIS FAR % FRR % GAR % 0
IMAGE 7o
50% 5.48 15.89 87.05 87.05
25% 6.45 14.26 88.26 88.26
16.5% 6.75 13.25 92.25 92.25
12.5% 6.82 13.56 91.95 91.95
100 -
80 - )
o, 604
Q
®©
5
8 40-
< —50%
—— 25%
20 —16.5%
—12.5%
0 -
T T T T T
20 40 60 80 100
Rank

Fig 10. Accuracy Result of the Partial Recognition with CASIA-IRIS-
Interval.
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TABLE Ill.  RESULT OF THE PARTIAL RECOGNITION WITH CASIA-IRIS-
DISTANCE
PERCENTAGE ACURACY
OF THE IRIS FAR % FRR % GAR % 0
IMAGE &
50% 7.59 16.49 84.05 84.05
25% 8.95 15.36 85.26 85.26
16.5% 7.95 14.28 86.25 86.25
12.5% 6.42 18.59 84.95 84.95
100
80 4
50 4
=
[&]
T
-
S a4
< _—
— 50%
204 —25% _
— 16.5%
— 12.5%
0 -
T T T T T T T T T
20 40 60 80 100
Rank
Fig 11. Accuracy Result of the Partial Recognition with CASIA-IRIS-
Distance.

The iris code generated was tested with the selected images
in CASIA-IRIS-distance and the result is as in Table IlI. The
lowest accuracy was achieved at 50% and the highest was
achieved at 16.5%. The FAR have lowest at 50% and highest at
12.5% while the FRR has highest at 12.5% and lowest at
16.25%. The graphical representation of the recognition
accuracy is in Fig. 11.

The iris code generated was tested with the selected images
in UBIRISV2 and the result is as in Table IV. The lowest
accuracy was achieved at 12.5% and the highest was achieved
at 16.5%. The FAR have lowest at 12.5% and highest at 16.5%
while the FRR has highest at 12.5% and lowest at 25%. The
graphical representation of the recognition accuracy is in
Fig. 12.
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Fig 12. Accuracy Result of the Partial Recognition with UBIRISv2.

The iris code generated was tested with the selected images
in MMUV2 and the result is as in Table V. The lowest accuracy
was achieved at 50% and the highest was achieved at 16.5%.
The FAR have lowest at 12.5% and highest at 50% while the
FRR has highest at 50% and lowest at 12.5%. The graphical
representation of the recognition accuracy is in Fig. 13.

TABLE IV. RESULT OF THE PARTIAL RECOGNITION WITH UBIRISV2
PERCENTAGE ACURACY
OE THE IRIS FAR % FRR % GAR % 0
IMAGE &

50% 4.59 20.69 74.05 74.05
25% 3.95 19.86 74.36 74.36
16.5% 4,95 24.48 74.95 74.95
12.5% 1.42 25.19 73.55 73.55

TABLE V.  RESULT OF THE PARTIAL RECOGNITION WITH MMUV2
PERCENTAGE ACURACY
OF THE IRIS FAR % FRR % GAR % 0
IMAGE 7o
50% 3.50 13.69 92.05 92.05
25% 3.25 12.86 92.96 92.96
16.5% 2.50 10.48 94.45 94.45
12.5% 1.50 11.19 93.55 93.55

100
80 - ;
.. 60
[}
@
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S 04
< — 50%
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20 -~ 165%
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T T T T T
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Rank

Fig 13. Accuracy Result of the Partial Recognition with MMUv2.
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VI. CONCLUSION AND FUTURE WORK

The main focus of the research was to try the iris
recognition with a partially capture image and to also do the
recognition partially. So the idea was to find a threshold that
can determine the minimum amount of iris region required to
identify an individual. Presently the method of partial
recognition is applied in fingerprint recognition especially with
fingerprint integrated with the mobile hand phone, whereby
any part of your fingerprint can be used for the recognition.

Based on the experiment that was carried out, it shows that
the partial recognition can also be applied with the iris.
Substantially the iris can be recognition with as low as only
12.5% of the iris image. However, best results were achieved
with the iris image at 16.5%.

Some of the future work of the research is to create a
database that will have only iris images that are partially
captured. Providing the database will help standardize the
process of the proposed framework evaluation.

Secondly more feature extraction technique can be
introduced for better extraction of the iris feature.
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Abstract—Software ageing is a phenomenon that normally
occurs in a long running software. Progressive degradation of
software performance is a symptom that shows software is
getting aged and old. Researchers believe that the ageing
phenomenon can be delayed by applying anti-ageing techniques
towards the software or also known as software rejuvenation.
Software ageing factors are classified into two categories:
internal and external factors. This study focuses on external
factors of software ageing, and are categorized into three main
factors: environment, human and functional. These three factors
were derived from empirical study that been conducted involving
fifty software practitioners in Malaysia. The anti-ageing model
(SEANA model) is proposed to support in preventing the
software from prematurely aged, thus prolong its usage and
sustainable in their environment. SEANA model is implemented
in collaboration with a government agency in Malaysia to verify
and validate the model in real environment. The prototype of
SEANA model was developed and applied in the real case study.
Furthermore, the anti-ageing guideline and actions are suggested
for ageing factors to delay the ageing phenomenon in application
software and further support the greenness and sustainability of
software products.

Keywords—Software ageing factor; ageing prevention;
software anti-ageing model; SEANA model; SeRIS Prototype
System; Green And Sustainable Product; Emprirical Study

I.  INTRODUCTION

As the increase of dynamic software requirements
nowadays from users and stakeholders, software development
process is becoming more complex and resulting the
degradation of software performance and software quality
[1]1[2]. If this happens to the software which is operating in
certain environments, it may get aged prematurely and no
longer relevant in their environment. Users may refuse to use
the software anymore because it does not fulfil and satisfied the
requirements and expectation. Progressive degradation of
software performance, such as software crash or hang and
accumulation of software errors are reported as the
phenomenon of software ageing. The ageing of the software is
caused by two factors which are by the changes that have been
made throughout its execution and also cause by the failure to
adapt with the dynamic environment [3].

Software ageing may occur when there are accumulation of
errors or software failure throughout its execution. However, it
does not affect or change the functionality of a software, but its
effects on the time responsiveness of the software and user

This work is supported in part by the Arus Perdana Grant of UKM (AP-
2017-005/3).

Aziz Deraman®

School of Informatics & Applied Mathematics,
Universiti Malaysia Terengganu, Kuala Terengganu,
Malaysia

satisfaction over the software [4]. Software failure is closely
related to the software downturn during its life cycle. The
problem led to a progressive decline in software performance,
and caused the software to not function properly. This
degradation process is called software ageing [5][23]. Previous
studies revealed that we could slowed down software ageing by
identifying the influential factors of the ageing phenomenon.
There are two types of ageing influential factors which are
internal and external factors. However, there are very few
studies focuses on external factors [4] [8] that are closely
related to software quality in application software. Based on
our initial investigation has discovered that some applications
get old and aged as early as three years and thus forced the
users to not used the application anymore. In this scenario, the
application ages prematurely. Currently there is no software
anti-ageing mechanism or guideline to assist users or
developers to measure and guarantee the software still relevant
and young in their operating environment. However, in
general, sustainability in software is associated with the ability
to operate in a longer time and viable in their environment.

This paper discusses the research background and related
works in Section Il, the empirical study conducted in this
research is presented in Section Ill. Section IV of this paper
presents the development of the anti-ageing model while the
validation and the implementation of the model are discussed
in Section V. The anti-ageing actions are introduced and
presented in Section VI, and lastly concludes with a discussion
and conclusion.

Il. BACKGROUND STUDY AND RELATED WORKS

The phenomenon of ageing is applicable in software which
is operating in certain environments. By identifying the
significant factors and causes of software ageing, it can ageing
effect to environment, organization delay and help in
preventing the occurrence of ageing phenomenon. This process
may be stated as anti-ageing or a rejuvenation process of a
software product. Currently in software engineering, the
rejuvenation process of a software is considered as one of the
mechanism for handling faults tolerant or failure in the long
running software [6][21]. Hence, it is essential to find solutions
on how to prevent or slow down the ageing process in order to
maintain the relevancy of the software and still meet their
business requirement. Next section will discuss software
ageing issues and software and economics.
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A. Software Ageing Issues and Effects

Software ageing has been studied by several researchers as
early as in 1990s. Previous studies indicated that issues and
challenges related to software ageing in computer software
area are normally associated with accumulation of
undetermined threads or failure, data corruption, memory
related problem such as memory leaking and bloating, data-
files fragmentation, residual defects, unreleased files lock,
memory lack and overruns [7][8].

Nowadays, software ageing does not only associate to
computer software or system software but also being
investigated that relates to mobile application such as android
and windows mobile application [9][10][11]. Mobile was
running for a longer time without rebooted or shut down
compared to computer. Therefore, software ageing in mobile
devices lead to an extensive challenge to ultimate the user
experience and satisfaction. Software ageing issues are not
limited to mobile and computer software only but now
extended to the ageing phenomenon in cloud computing
environment [5][12]. This shows that software ageing is a
relevant issue to be explored and investigated further.

Good quality software will delay in the occurrence of
ageing and prolong their usage and relevancy. This is
supported by the previous researchers who believed that by
maintaining good quality of software, it can somehow prevent
or minimize the error or failure and thus results in user
satisfaction when using the software [13]. Good quality
software is referred to the technical behaviour of the software
and end user’s perspective towards the software, which
measures the satisfaction and fulfil expectation of the software.
The study done by Yahaya et al. [13] reveals that with these
two quality characteristics and measurements will maintain and
ensure the software are relevant more longer of time in their
operating environment.

In addition to good quality software, Matias, Trivedi and
Maciel [14] claimed that software maintenance must be
implemented systematically to ensure the optimum quality
throughout software life cycle. In software engineering, there
are four main maintenance activities which are corrective,
adaptive, preventive and perfective. These activities may
control and delay the ageing progress of software. For instance,
preventive maintenance can help to slow down the occurrence
of failures determinable to this cause.

Previous studies revealed that software ageing might gave
negatives effects or influences in various aspects [2][4]. For
examples its gives drawback to organizational level. Ageing
effects on the operating system at resource level such as non-
released memory, round-off and data file fragmentations and
also debug errors. These delay the work and schedule because
of slow time responsiveness on running application.

B. Software Anti-Ageing and Rejuvenation

Software ageing is irresistible manifestation, but there are
few studies on how to deal with ageing phenomenon in
software. As mentioned earlier, software ageing can be delayed
by adopting two approaches which are through software anti-
ageing and software rejuvenation. There is a difference
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between these two approaches where software rejuvenation is
used once software is detected ageing, while anti-ageing
software can be applied before software becomes old in order
to delay the ageing process [15].

According to [12], software rejuvenation process is not a
complex task but a very effective technique in increasing the
availability of a software by rebooting and refreshing the
software. The rejuvenation technique is used to revive ageing
software after the ageing status is detected [16][24]. Cotroneo
et al. [17] suggests that software maintenance activities are
considered as the anti-ageing process where these activities are
used to delay the ageing of software. There are four
maintenance activities that can be used as software anti-ageing
techniques, which are adaptive, corrective, perfective and
preventive maintenance [14]. Adaptive maintenance refers to
adapting to a new environment or sometimes refers to adapting
to new requirements. Corrective maintenance refers to
maintenance to repair fault and perfective maintenance refers
to perfecting the software by implementing new requirements.
In other case it refers to maintaining the functionality of the
system, improving its structure and its performance. While
preventive maintenance involves performing activities to
prevent the occurrence of errors. It tends to reduce the software
complexity thereby improving program understandability and
increasing software maintainability. In this maintenance
activity comprises documentation updating, code optimization,
and code restructuring. This is also known as software re-
engineering.

It is crucial to prevent software ageing because it not only
effects software system, but also effects user and the universe
in general. There was a fatal incident that happened about
twenty-six years ago where twenty eight soldiers dead and
hundreds people were injured because of software failed to
detect an Iragi Scud missile and it strucked the American army
barracks [18]. Based on various issues on software ageing
discussed in this paper has motivated and led us to explore
more on software ageing phenomenon.

C. Green and Sustainable Software Product

Green software as part of information technology (IT)
covers environmental sustainability, economic energy
efficiency and total cost of ownership, which includes the cost
of disposal and recycling. It also refers to the application of IT
to create the energy efficient and environment to maintain
successful  business processes and practices [25]. It
incorporates three dimension that are greening IT systems and
usage, using IT to support environmental sustainability and
also using IT to create green awareness in a way to improve
environmental sustainability [26].

Green and sustainable software can be defined as a
software with direct or indirect negative impact on economy,
society, human being and environment that result from
development, deployment and usage of the software. It should
have minimal and positive effect towards sustainable
development [27]. In addition, Erdelyi [28] defines green
software as the development and operation of the software that
produce minimal disposal and waste as possible [28].
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I1l. EMPIRICAL STUDY

This section disscusses on the empirical study that was
conducted in Malaysia. The empirical study was conducted
through a survey to identify the awareness and acceptance of
the software ageing issues and concerns among software
practitioners. Second objective of the the survey was to
examine and classify the ageing factors identified from
literature study that influence the ageing of software. The
survey was carried out involving respondents from agencies in
public and private sectors. The respondents were chosen using
purposive sampling in the group of software practitioners in
Malaysia. The background of the respondent may came from
diverse types of organization background as shown in Table I.

Questionnaires were distributed by two methods physical
questionnaire and online questionnaire (through Google form).
Fifty respondents have participated and responded to this
survey. Table I shows the respondents’s background and their
organisations. Majority of the respondent are from service,
public administator and ministry department (42%).
Respondents are also came from various other backgrounds
such as Computer/Security System (8%), Computer
Engineering/Design (6%), Software Development (2%),
Training/Education/  Consultancy(6%), Internet  based
organization (20%), Internet based Business e-commerce/web
hosting (4%), Healthcare (2%), Intergration system (2%) and
others (10%). Fig. 1 illustrates that most of the respondents
(48%) have three to ten years working experience, 46% of the
respondents have working experience less than three years,
while only 6% have working experience from eleven to more
than twenty years.

70%
60%
50%
40%
30%
20%
10%

0%

Aware Not Aware

Fig2. Software Ageing Awareness.
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TABLE I. BACKGROUND OF ORGANISATION FUNCTION

Background of Organisation/ Function z;)r)centage
1 Service/Public Administrator/Ministry Dept. 42%
2 Software Development 2%
3 Computer/Security System 8%
4 Computer Engineering/Design 6%
5 Telecommunicating/Networking 2%
6 Internet based Business (ASP)/ e-commerce/ web 20%

hosting

Healthcare 2%

Integration System 2%
9 Training/Education/ Consultancy 6%
10 Others 10%
Total : 100%

Working Experience
&%

B < 3years 3to10years ®11to>20years

Fig 1. Service Period.

TABLE II. SOFTWARE AGEING FACTORS

Factor Metrics Mean %
Time responsiveness 3.62 724
Softwarf: are unable to meet 36 720
the user’s needs
Fallure to function as user’s 358 716
intended
Progressive performance 352 704

. . degradation

Functionality
Software is no longer relevant 3.52 70.4
High frequency of software 34 68.0
error
Fallure to _upgradlng the 334 66.8
functionality
Failure to get support 3.32 66.4
User Interface (Ul) 2.98 59.6
Dynamic to environment changes 3.42 68.4
Lac_k of cost for software 3.42 68.4
maintenance
Software not compatible with
current hardware 34 68.0
technology

Environment
Hardware changes 3.36 67.2
Business process changes 3.22 64.4
Business need 3.12 62.4
Changes of software technology 3.06 61.2
Lagk of gxpertlse in upgrading and 34 68.0
maintaining software
Weak software quality

Human practices among practitioners 3.32 66.4
Inefficient software management 314 628
by management team
Software is not user friendly 3.08 61.6
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Based on the first objective of the empirical study, the
analysis shows that most of the respondents (64%) are not
aware and realise the presence of the phenomenon of software
ageing in their operational software. Nevertheless, they agree
that they have experienced in the scenario of ageing occurrence
in their daily software operation (refer to Fig. 2). Majority of
respondents reveal that there are no standard mechanism or
policy that can be referred to measure the quality states of the
software. This finding discovers the inadequate of awareness
among software practitioners and software developers in
software quality and related aspects. Inadequate of awareness
in software quality practices can be one of possible factors that
influence to the occurrence of software ageing.

This study also determines other possible factors that might
influence and contribute to the software ageing phenomenon
for application software. The initial discover and
indentification of metrics were done through literature study
and brainstorming approach among research team and experts.
They include software engineering experts, software engineers
and academicians in Malaysia. Twenty initial metrics have
been identified and verifies through this empirical study.
Table Il shows the findings which verified the ageing factors.
From the findings, the software ageing factors are further
mapped and classified into three categories which are
functionality, environment, and human.

The percentages shown in Table Il are obtained from the
score given by the respondents of this survey. The higher
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percentage means that the factor has high influence and crucial
toward the ageing process. The study reveals that functionality
factor contributes the highest percentage (76.4%), environment
(65.72%) and human factor (64.7%) (refer Table II). This
indicates the importance of these factors based on respondents
perceive and perspective toward the association of ageing
occurrence and phenomenon in software environment. Time
responsiveness shows the highest score proving that slow
response of the software will contribute to the ageing of
application software. Software ageing may result in slowing
the system performance in performing tasks and therefore,
contributes to user dissatisfaction towards the software. Based
on respondent’s feedback, user interface metric obtains the
lowest percentage which is 59.6%. However, software that
have dull and unattractive user interface and not user friendly
can also lead to software ageing.

IV. SEANA: THE SOFTWARE ANTI-AGEING MODEL

The development of anti-ageing model (or SEANA model)
is based on the findings from the previous empirical study
discussed in previous section as well as literature findings. The
SEANA model comprises of the ageing factors and metrics
(the ageing instrument), software ageing assessment process
and reporting process. The last two components include the
measurement algorithm, ageing levels, anti-ageing guideline
and actions. SEANA model is demonstrated in Fig. 3. The
following sub sections explain each of the components in this
model.

Ageing Factors

Assesment Process

Functionality

Environment

U

Human

Instrurment

=  Measures score for each
aging factors

Measures score for the
overall factor

=  Mapping the level of
software aging

|

Report
« Software Ageing Level

=  Very old
= Semi-old
= Young

= Suggestion for anti-ageing action
eg: (Adaptive, Corrective, Preventive,
Perfective, Re structuring, Redesign,
Realignment, Redeployment)

Fig3. Software Anti-Ageing Model (SEANA).
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A. Ageing Factor

The ageing factors comprises in SEANA model are
designed to be used and applied by different users. Therefore, a
proper and systematic instrument is needed. The objective of
the instrument is to measure the ageing level of the targeted
software. It can be used by the organisation or company, the
stakeholder or the owner of the application software who wants
to investigate the ageing status of the software. The instrument
is designed in three categories of software ageing factors
(which are functional, environment and human) and twenty
metrics that have been identified and verified in the empirical
study discussed in previous section.

All metrics in the instrument are formulated and designed
to be answered by the respondents by giving scores between 1
to 4 (Likert scale of four).

B. Assessment Process

The second component of this model is the process of
assessment. The assessment process component aims to do the
following tasks:

e To measure the score for each categories of ageing
factors that have been indicated in the instrument.

e To measure the ageing score of the overall factors.

e To map the score obtained in the assessment with the
ageing level.

C. Assessment Report

The third component is the report. This component is the
report generated after the completion of the assessment
process. The report consists of the ageing index level, which
are defined as young, semi-old and very old. If the assessment
result shows that the ageing score is very old, the suggestion of
anti-ageing action will be included in the report. The anti-
ageing action will be suggested to the tested software
according to highest scores of ageing factors obtained by the
respondent during software assessment. Table Il shows the
ageing classification level based on the score obtained in the
assessment. The ageing levels or classifications are adopted
from [19] by defining ageing level as big ageing and little
ageing. However, for this study purposes and compatibility, we
classify software ageing into three level which are young,
semi-old and very old.
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V. VALIDATION AND IMPLEMENTATION IN CASE STUDY

This section discussed on the validation and
implementation of SEANA model in real case study.

A. The Case Study

The case study has been conducted in order to validate and
implement the proposed model. We conduct a case study in
one of the semi-government agency in east coast of Malaysia.
We choose this agency (referred as KET) because they develop
their own application in-house and have their own maintenance
team to monitor their system application state. The aim of this
case study was to assess three application systems that operated
in their environment (referred as Appl, App2 and App3
System).

1) Appl system: Appl System is an information system
that manages the geographical data for a particular region. The
system function similar to Google Maps but only stores and
keeps the data in the east coast area of Malaysia in order to
assist KET to find the rural area for ITC development
purposes. Table IV shows the result obtained from the case
study for Appl system.

TABLE IV.  ASSESSMENT RESULTS FOR APP1 SYSTEM

Average Score
Factors (1-4) Percentage
Functionality
1.78 44.5%
Environment 1.86 46.5%
Human 2.00 50.0%

Based on the result, the average cumulative score for this
software product is 47% which is mapped into the ageing index
level of Semi-old. A post assessment meeting, and review with
the owner of the system discovered that the Appl System
performed normally slow to retrieve geographical information
such as images or maps. However, the functionality of the
software is still in good condition because they practice the
software maintenance activities and continuously upgrading
the system regularly in order to achieve the user satisfaction.

2)  App2 system: The second selected system to be tested
in this case study was App2 System. It is a document
management system that allows KET staff to manage
document online such as letters, memos and filing. Table V
shows the result obtained from this assessment based on the
three factors.

TABLE V. ASSESSMENT RESULTS FOR APP2 SYSTEM

TABLE Ill.  CLASSIFICATION OF SOFTWARE AGEING
Class Score (%)
Young 68- 100
Semi-old 35-67
Very Old 1-34

www.ijacsa.thesai.org

Factor f)verage SRS (- Percentage

Functional 2.56 64%

Environment 2.71 67.8%

Human 2.75 68.8%
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3) App3 system: The third assessment of application
software is App3 system. App3 System helps KET to monitor
and manage the development of Rural Transformation Centre
(RTC). The result of this assessment is shown in Table VI.

TABLE VI.  ASSESSMENT RESULTS FOR APP3 SYSTEM
Average Score
Factor Percentage
(1-4)
Functional 3.22 80.5%
Environment 3.00 75.0%
Human 3.00 75.0%

Based on the computed result, App3 System ageing index
is 76.8% which is equivalent to Young in ageing index level.
We conducted a review and meeting session to verify the
scored obtained for the system with the system owner and the
owner agreed with the result. They claimed that App3 System
is still in excellent condition and has been used actively by
KET staff. Feedback from system owner is consistent with the
finding that we gained from the case study.

Based on the result obtained for App2 shows that App2
System scored is 66.9% which is mapped into ageing index
level of Semi-old. Feedback from the software owner claims
that App2 System does not have any major problem but the
application system has difficulties to upgrade some of the new
functions that require by the staff.

B. The Prototype of SEANA Model

This section presents the prototype which developed in this
research in order to validate and automate the ageing process as
defined in SEANA model. The prototype is called the Software
Anti-Ageing and Rejuvenation Index System (or SeRIS). The
development of SeRIS was based on prototyping approach.
The system was undergone through alpha and beta testing to
validate the correctness and verify based on actual user’s
requirements. It was also being validated and applied in
specific software product in real environment. This
confirmation study was carried out collaboratively with
industry. Feedbacks from the testing and validation activity
were used in refining the SEANA model and SeRIS prototype
system.
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Fig4. SeRIS Main Page.
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Fig. 4 to Fig. 6 illustrate the interfaces of SeRIS. The
system was implemented to validate the propose ageing
measurements and automate the ageing process to ensure the
correctness of the computational that involve in the model. The
SeRIS prototype system assists users in applying SEANA
model in the real environment. SeRIS provides interface to
input data of the targeted application software to be evaluated,
computes the ageing scores for each factors and produces the
ageing level and report.
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VI. THE ANTI-AGEING GUIDELINES AND ACTIONS

A. The Anti-Ageing Guideline

The next step in the anti-ageing process is to identify the
necessary anti-ageing actions associated with each of the
ageing factors. Based on the ageing index level shown in
Table I11, the anti-ageing actions are proposed to be carried out
and applied on the software that has the lowest score during the
ageing assessment described in Section IV. The anti-ageing
actions are derived from software maintenance activities.
Previous researchers revealed that one way to manage software
ageing was through systematic maintenance of the software
[20]. Software maintenance is a vast activity process of
modifying and upgrading the software or part of the software
to repair software error or fault, to add new functions or
modification, or adaptation to a new environment [22][23].

As discussed in Section Il, software maintenance activity
can be categorized into four different types: adaptive,
corrective, perfective and preventive. This research adopts the
maintenance approaches as defined by Matias et al [14] as the
baseline of the anti-ageing actions. The proposed anti-ageing
actions are derived from literature and case study findings. The
actions are recommended to ensure the software stays relevant
and fulfil users’ need and expectation in the dynamic
environment today for longer time of usage. Table VII-IX
show the anti-ageing guideline and actions for functional,
environment and human factor related to the ageing factors and
measurements.

TABLE VII.  ANTI-AGEING FOR FUNCTIONALITY FACTORS
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TABLE VIII. ANTI-AGEING FOR ENVIRONMENTAL FACTORS

Metrics Anti-Ageing Action
Corrective
. - Easy maintenance for environment

Dynamic to

. change
environment change . .

- Easy maintenance for business
change.

Cost for software Training

maintenance and

- Focus on in-house training for staff

software - Minimize outsourcing
upgrading - In-house maintenance
Technology Adaptive & Perfective
- Improve and enhance the software
demand and :
L according to new/current technology
compatibility

demand and compatibility.

Hardware Changes

Adaptive
- Improve and enhance the software
for meeting new/current hardware
demand and compatibility.

Business process
change and demand

Adaptive
- Improve and enhance the software
function/services to ensure the
demands in business processes are
maintained and achieved.

Software technology
change

Adaptive
- Enhance the software for meeting
new/current software technology
demand and compatibility.

TABLE IX.  ANTI-AGEING FOR HUMAN FACTORS

Metrics

Anti-Ageing Action

Metrics Anti-Ageing Action

Perfective
- Monitor the memory usage
- Improve the quality aspect of the
software.
- Check the software structure
(optimisation)

1 Time responsiveness

Adaptive
- Check quality assessment based on
user’s perspective and approach.
- Enhance or modify software based
on user requirements and
expectations regularly.

Users’ requirement
and expectation

Upgrading and
maintenance expert

Training
- Focus on training for staff in
software maintenance and
related.

Software quality
practice

Training
- Awareness to the staff for quality
assurance
- Train staff for software quality
practices and implementation.

Software
management capability

Training
- Train for software management
practices.

Corrective
- Correct the error and fault of the
software accordingly and
systematically.

3 Functionality

Perfective
- Improve the functional of software

Degradation of service to increase performance

User Interface

Adaptive
- Improve and enhance the
software for user friendliness and
usability aspect
- Improve and enhance software
functionality.

Performance

Corrective
- Check and correct faults tolerant
and failure regularly

Software Relevancy

Perfective
- Improve and enhance the software
function to ensure the up-to-date
service/functions are available.

Software Faults and
Failures

Corrective
- Correct the fault and
error accordingly and
systematically.
- Improve the change request and
process.

B. The Anti-Ageing Action Implementation

The proposed anti-ageing actions are suggested to the
systems that have been tested in the case study discussed in
previous section. Based on the assessment results, we choose
the lowest score among the three systems. In this case the
Appl system has been selected with the lowest percentage
(47%) and ageing index level of Semi-old. The implementation
of the anti-aging actions has been carried out on the three
metrics that obtained the lowest score during the assessment.
Table X shows the metrics and the proposed anti-ageing
actions.
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TABLE X. IMPLEMENTATION OF ANTI-AGEING FOR ACTION
. Score . . .
Metrics (1.4) Anti-Ageing Action

Refer to Table V11 to apply the anti-ageing
Time action for time responsiveness.
responsiveness Suggested action to be applied is
perfective maintenance.

Refer to Table IX to apply the anti-ageing

User Interface action for User Interface.

1 Suggested action to be applied is adaptive

maintenance.

Refer Table V111 to apply the anti-ageing
Cost for action for reducing the cost for software
software maintenance and software upgrading.
maintenance 1 Suggested action to be applied is by
and software conducting in-house training for
Upgrading manintenance and try to minimize

outsourcing.

VII.DISCUSSION

This research focuses on identification of software ageing
factors and measurements as the fundamental of further related
research which in our scope is the anti-ageing model, guideline
and actions. This paper starts the discussion with presenting the
background and related work of software ageing. The
underlying issues and works related to software ageing,
rejuvenation, anti-ageing and green and sustainability have
been investigated and studied. Later we conducted the
empirical study to explore more from real industrial
perspective on these related issues and topics.

The findings from empirical study were used as the input to
the development of the anti-ageing model. This model is called
Software Anti-Ageing or SEANA model. The main objective
of the survey was to validate and verify the ageing factors
among software practitioners. The empirical study which was
conducted in Malaysia revealed three main ageing factors and
associated measurements. The ageing factors are categorized as
functional, environment and human. Based on the analysis,
twenty metrics have been recognized to measure software
ageing. The metrics were assigned with numerical scales for
further quantifying of the software ageing score and level.

The SEANA model was developed as shown in Fig. 3 and
could be used to measure the ageing status/level of any
application software operating in certain environments. After
the ageing level has been identified based on the assessment,
the anti-ageing actions can be generated further aligned with
the results of the ageing index. The anti-ageing actions are
proposed in order to counteract and minimize the occurrence of
ageing phenomenon in the specific targeted software. This is
believed will prolong the relevancy of the software operating in
their environments. The anti-ageing guideline and actions
defined in this model will assist and ease the software owner or
the stakeholder to make decision on the solution to be taken in
order to deal with software ageing phenomenon if it occurs in
their applications.

The SEANA model has been validated and applied in real
case study collaborated with local industry in Malaysia. In this
agency, three application software were used as case study as
described in this paper. Furthermore, the prototype system,
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SeRIS was developed to validate and automate the process.
The case study and SeRIS prototype system prove the
effectiveness and practicality of SEANA model.

VIIl. CONCLUSIONS

As a conclusion, even though software ageing is inevitable
it can be delayed by applying anti-ageing techniques that has
been presented in this paper. This study focuses on external
factors of software ageing and identifies three main and
essential ageing factors which are environment, human and
functional. The anti-ageing model for application software was
developed and tested in real industrial environment, and further
recommended an anti-ageing guideline and actions associated
with ageing phenomenon in software. For future work, it is
suggested that the anti-ageing model proposed in this research
to be applied and aligned with the green and sustainability
context of software product. Sustainability dimensions which
are social, economy and environment can be embedded in the
new enhance anti-ageing model. Furthermore, with the prolong
usage of software and delaying the aged of the software will
reduce the waste and maintain minimum waste disposal of
software product and development process.
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Abstract—Project Portfolio Management (PPM) has gained
success in many projects due to its large number of features that
covers effective scheduling, risk management, collaboration, and
third-party software integrations to mention a few. A broad
range of PPM software is available; however, it is essential to
select the PPM with minimum usage issues over time. While
many companies use surveys and market research to get users
feedback, the PPM product software reviews carry the voice of
users; the positive and negative sentiments of the PPM software
reviews. This paper collected 4,775 reviews of ten PPM software
from Capttera.com. Our approach has these phases- text
preprocessing, sentiment analysis, summarization, and
categorizations. The software reviews are filtered and cleaned,
then negative sentiments of user reviews are summarized into a
set of factors that identify issues of adopted PPM software. We
report the most important issues of PPM software which were
related to missing technological features and lack of training.
Results using Latent Dirichlet Allocation (LDA) model showed
that the top ten common issues are related to software complexity
and lack of required features.

Keywords—Project Portfolio Management (PPM); software
reviews; sentiment analytics; text summarization; LDA

I.  INTRODUCTION

Every organization strive to achieve its strategic goals by
executing a set of cornerstone projects[1]. Managing and
controlling diverse, interrelated projects as a portfolio is
nontrivial. The projects face problems related to change
management, scoping [2], complexity [3], timelines, and
tracking. Project and portfolio managers must harvest the
features of project portfolio management (PPM) software to
ensure proper control. Common issues of PPM include
prioritization [4], inaccurate reporting, resource utilization,
and software development lifecycle. The primary objective of
PPM is to execute projects that support strategic organization
goals under constraints of scope, time and resources.

Recently, an increase in PPM software is noted. According
to Gartner [5], the estimated $2.5 billion project portfolio
management market demonstrates stability, as well as an
increasing level of change. The driving forces to PPM
software tools are traced back to requirements of PPM
practitioners and stakeholders, organization configuration
management, demand of collaboration between users, and
increased the complexity of enterprise projects [3]. If the PPM
software tools are implemented according to business needs,
they have the potential to improve organizational business
benefits aligned with business strategy at the portfolio level.

Issa Atoum?

Department of Software Engineering
The World Islamic Sciences and Education, Jordan

The organizations that use PPM tools are 44% more likely
to complete projects on budget, and 52% more likely to get the
anticipated Return on Investment [6]. Implementors and
adopters of PPM got a decrease of failure by 59%, spent 37%
less per project, reduced the wide variety of redundant projects
by 78%, and increased resource constructiveness by 14% [7].

Although PPM tools implementation is recognized in
practice, current understanding issues of PPM tools are limited
[8], [9]. As organizations strive to turn out to be globally
aggressive while increasing shareholder’s value, they are
always compelled to reduce infrastructure costs to get
products into the market cheaper, quicker and with better
high-quality. Therefore, the PPM software vendors attempt to
continue software evolution based on user needs. While users’
feedbacks can be gained by surveys[8] where target PPM
software is showing an increase in the market place,
globalization causes extremely high competition between
PPM vendors. Moreover, enterprise software adopts the roles
of different levels of practitioners; therefore, studying all these
stakeholders could increase vendors’ revenue by planning for
the next product release. Therefore, the need for a systematic
study on the issues behind the diffusion of PPM software tools
in organizations is decisive.

This paper develops a taxonomy of PPM software tools
issues of a set of selected of 10 favorite PPM software tools—
Microsoft Project, Wrike, Atlassian, Basecamp, Trello, Asana,
teamwork projects, Podio, Smartsheet, JIRA. The proposed
approach shown in Fig. 1 is based on software reviews of the
selected PPM software. We collected 4,775 PPM reviews and
yielded 4,397 reviews after removing empty and invalid
details. First, we do a preprocessing step by removing stop
words and changing words to lowercase. Then, we do
sentiment analysis of the cons part of the reviews, as cons are
supposed to have negative comments—the output of the
sentiment analysis which is the list of negative reviews. Next,
we do a summarization based on genism TextRank algorithm
[10]. Finally, we allow two coders to read the summarized
reviews and analyze potential issues manually. The coders end
up with categories and subcategories of PPM software related
issues.

A key difference in this paper compared to previous work,
is the application of text mining techniques [11] to reduce the
overwhelming number of software reviews. Instead of
depending of market research that might not give instant
output of the PPM issues trend, the proposed approach
provides instant results of key success/failure factors of PPM.
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Fig. 1. Context Diagram of the Proposed Model.

There have been many studies in the era of PPM success
factors [12]; however, they are limited to identify failure
factors of PPM tools [13]. The objective of this paper is to
identify the negative voice of the PPM software practitioners
so that software vendors can enhance their products
accordingly. Therefore, the major contribution here is to both
vendors and users. Users have the trend and of PPM software
and vendors get mined categorized and instant results of the
customers’ Voice.

The remainder of the paper is structured as follows.
Section two summarizes a background of PPM and its issues,
and mining software reviews. Section three summarizes
related work. Section four illustrates the proposed model
while Section 5 evaluates the proposed model. Section 6
provides conclusions, with implications and future research.

Il. BACKGROUND

A. Project Portfolio Management Software

The complexity of nowadays enterprise projects makes
project management success challengeable for many
companies. Many studies showed that poor project
management means projects finish late, over-budget, and with
the lower return of investment. Therefore, businesses often
rely on project management software, which controls the
project, manages change, and mitigates risk by identifying
potential project issues.

A study from Forrester Research Group concluded that
implementing a PPM solution produced an expected ROI of
255% [14]. The Aberdeen Group, organizations that the use a
PPM tool, are 44 percent more likely to complete projects on
time [6]. Consequently, an acceptable PPM software should
provide features that draw project success with maximum
benefits.

Project management software can help streamline business
processes by applying state of the art PPM software
development frameworks [15]. The process gets increased in
difficulty as the number of projects increase. The problem will
be how to maximize the success of various interleaved
projects given restrictions on time, budget, and resources.
Therefore, PPM software gives a hit of decision making by
providing visibility, and oversight with dashboard tools to
prioritize and manage current projects.

The PPM software tools provide tools to manage and
control projects, provide proper communication, collaboration
with resources, progress and management reports, risk
management, integration with other enterprise application
such HR and CRM, and predicting project future.

Vol. 10, No. 5, 2019

B. Issues of PPM

Enterprise PPM software requires extensive configuration
to support business goals. The PPM software tools especially
those installed and maintained by the organization are difficult
to set up due to the complexity of software that needs a large
scale set of experience of hardware and software. The next
issue that comes in is the learning curve that can take time for
practitioners to understand and find needed information [16].
Generally, a project or portfolio manager must take training on
specific software to control and monitor gain the maximum
from the PPM tool.

As projects are temporary endeavor undertaken to create a
unique product or service [17], they are bound to the
environment and change management complexities; therefore,
customizing the PPM tool to a specific environment, project,
size, and user needs and constraints are essential. Moreover,
the PPM tool should be easy to use and user-friendly, where
practitioners can easily do the job they are seeking.

PPM tools that run on the cloud suffer from poor
efficiency and low availability factors that could affect
running critical projects [18]. Moreover, without high-level
dashboard decision makers could not provide a creative
solution [19]. Therefore, most PPM tools provide reporting,
dashboards, and integration with enterprise applications.

C. Mining Software Reviews

One value-powerful technique to unveil the underlying
elements influencing PPM adoption is to research the online
software evaluations, furnished with the aid of practitioners on
their reviews and practices of PPM systems. Software reviews
are an essential source of information for evaluating as it
captures the essence of the user's voice. Therefore, the
emergent of several software reviews sites has gained
attention to may researchers who are most often referred to as
option mining or sentiment analysis.

The sentiment analysis is the technique of computationally
figuring out and categorizing reviews expressed in a bit of
text, mainly to determine whether the author's mindset
towards a specific topic, product, and many others are
fantastic, sad, or impartial. The valuable information
contained in software reviews is critical for users and decision
makers.

However, the immense volume of online reviews makes it
difficult for users to comprehend text. The Worldwide data
will grow 61% to 175 zettabytes by 2025 according to IDC
[20]. Most often software reviews are accompanied with
software rating which is a number that shows the user
satisfaction of a product. However, the details of user
satisfaction factors are latent in the text. Therefore, text
mining could reveal hidden success factors or joint issues.

Text mining provides a set of tasks that can be used to
mine interesting patterns of data. Sentiment analysis of PPM
software reviews enables users to identify the pros and cons of
products. The massive amount of text could be reduced using
text summarization techniques. Textual content summarization
refers to the technique of shortening lengthy pieces of textual
content. The goal is to create a coherent and fluent precis
having only the main points mentioned within the text. In our
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paper, summarization is based on ranks of text sentences using
a variation of the TextRank algorithm [10].

I1l. RELATED WORK

There have been many works that study project portfolio
management systems. However, most of them are propriety
without details of how results are systematically generated
[21]. The problem is that ranking PPM software is done by
marketing research leaving the details of why there is a region
for improvement on PPM software.

Gartner, a leading research and advisory company
provides reports of PPM software tools over the years.
According to Gartner, the tools are categorized into four
groups known as the magic quadrant group- leaders,
challengers, visionaries, niche players. However, the criteria
for the Magic Quadrant is leaned towards large vendors than
towards buyers [8]. Similarity, Softwareadvice.com,
capttera.com provides tools to compare PPM software tools.

Many researches identify reasons for project failures.
Failures are due to a list of issues related to organization,
people, technical or the process [13]. Failures are often related
to lack of executive support, project management skills,
communication and risk management. However, these issues
are not related to PPM tools. Therefore, without evidence, we
cannot adopt or leave a PPM software tool.

The work of [9] proposes a mathematical model prioritize
projects to gain maximum resource utilization. Several other
works provide best practice techniques to gain project success
[22][23]. A review by [24] showed an increased focus on
human actors, project management alternative acceptance,
adapt to change. The work uses a fuzzy approach to order key
success factors of projects [4].

IVV. PROPOSED APPROACH

The PPM Software reviews provide essential feedback
about the products usage by practitioners. However, the
number of available reviews makes the decision
uncomprehensive as a user must read long reviews which are
the time-consuming process. Although reviews provide a
rating of the product (usually between 1 and 5), the rating does
not provide information about why the user was happy or
satisfied. Therefore, reviews must be cleaned and then
analyzed for possible exciting patterns.

Fig. 2 depicts the context diagram of the proposed
approach. The data collection process comprises a set of steps
to accumulate software reviews from the website. We choose
to scrape PPM reviews from Capterra.com, as the website has
a long list of high-quality reviews. The selected PPM software
tools are the most rated and used PPM products—Microsoft
Project, Wrike, Atlassian, Basecamp, Trello, Asana, Team
work Projects, Podio, Smartsheet, JIRA. Our target was to
scrape the most recent 500 reviews from each PPM software.
We collected 4,775 reviews as Podio had 225 reviews during
project execution (step.l). as we were concentrating on the
negative sentiment of PPM reviews- which is the cons element
in a review- all reviews that have empty cons or invalid details
were removed (step 2). Therefore, the total numbers of valid
reviews were 4,732 reviews.
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Fig. 2. Proposed Approach.

In the text preprocessing step (step 3), the applied
transformations on cons element of the reviews are —
lowercase, remove accent, parse HTML, remove URLs. Then
the resulting text was tokenized using word tokenize pattern
next; the text was filtered by removing stop words and all
special characters. Consequently, we apply the sentiment
analysis algorithm of [25] to identify the negative reviews in
the cons element of the reviews. As a result, 63 reviews were
omitted from the reviews resulted in 4,669 reviews (step 4).

To reduce the number of reviews, we applied a
summarization implementation of Gensim [26] that is based
on TextRank Algorithm [10], one of the summarization
algorithms that output useful results (step 5). The
summarization reduced reviews by 95% (234 reviews).

The last step (step 6) was completed by two project
management experts to ensure consistency and validity. The
resultant reviews (cons element) along with other details were
passed to the experts, and they were asked to look at the cons
part and identify the issue of the reviews. They did the job
alone in the first phase, and they could discuss and find a
solution when disagreements were found. Before they
commenced, we discussed with them and described to them
that the objective of their job; the objective to see the failure
factors that make the PPM software practitioners unhappy
with the software.

V. EVALUATION AND DISCUSSION

A. Validating Proposed Approach with Experts

The main reported issues of the PPM software where
categorized by experts as shown in Table I, ordered based on
how issues are mostly covered by reviews (frequency). The
most common issue that practitioners face is the complexity of
the PPM tools. To support large scale projects vendors had
added many features to the software that added extra
complexity to users; they had difficulties in finding
information, managing cards, set permission, and manage
complex projects. Therefore, the finding draws attention to
vendors that they should find a way to configure the tool as
per project size by probably hiding advanced features unless
requested. A few junior practitioners reported that the used
language in the PPM interface was not easy to understand;
mainly the help material was comprehensive but not will be
categorized in many cases. An overall view of the word is
shown in Fig. 3. According to the figure, users are worried
about time, task, use, features as shown in the middle of the
figure.

Furthermore, we discovered that the PPM suffers from
issues related to ease of use. Because studied PPM software is
large-scale software, the users reported that the software was

53|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

not easy to use which is an indirect result of software
complexity. They reported that they were not able to navigate
quickly and some software was lacking needed project
templates for perceived ease of use. This finding direct
vendors to customize the navigation and reduce options per
needs, perhaps by project size or based on user experience.
Given a complicated PPM software that is not always user-
friendly, the learning curve was increased as reported by
users.

There were issues related to the unavailability of needed
features. Many users reported that there were not able to do
require reporting unless they integrate with other third-party
tools. They also reported that the most common missing
feature was handling risk management as part of the PPM
software. Therefore, vendors could take this missing feature in
the upcoming versions of the software.
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Fig. 3. Word Cloud of PPM Software Issues.
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Furthermore, the PPM software for critical applications
needs a cloud system that is available and efficient in
situations where data is exchanged in complex projects.
However, non-cloud-based PPM tools need extended
configuration and initial setup before startup.

Also, one common suggestion by users is that the PPM
tool should support the automation of some tasks-workflows
and triggering task completions automatically.

B. Validating Proposed Approach with Topic Modeling

We are aware of other related works that discuss the issues
of PPM software adoption[12], however, most of studied
works have different comparison parameters [13] that does not
map with our approach. Moreover, the intent of this research
is the negative voice of the customer not the technique used to
get this voice; therefore, we opt out comparisons with market
researchers or comparing datamining techniques performance.
Therefore, another additional technique was used to validate
the proposed model.

We run another experiment to show that the
summarization algorithm does not omit the necessary PPM
issues. We run topic modeling, the latent Dirichlet allocation
(LDA) of [27], [28], an unsupervised method that can identify
top topics discussed by users. The LDA results of the set of
reviews are shown in Table Il. Using the terms of the topic
models, we assign the topic relative to our findings in column
(3). However, we were not able to map the last two topics, due
to the accuracy and completeness of the summarization carried
out on cons element of the review only. Consequently, our
previous findings are 80% accurate compared to topic
modeling; therefore, our findings are complete and more
accurate than automated topic modeling results.

TABLE I. TAXONOMY OF PPM SOFTWARE ISSUES (NOTE THAT REVIEWS HAVE SPELLING ERRORS, WE KEEP THEM AS IS)
Issue Category Issue Subcategory Sample PPM Review
resource card management
too many data update
extra plugins and options
task management: task for managers, filter tasks, dependency, and change | Given the robust features and functions that Jira supports,
manage complex projects there's a lot of depth and breac_ith to the software, so it can be
- — somewhat complex and confusing to newer users, especially
setting permissions those who haven't worked much with project management tools
Complexity match project size previously. For project managers who are leading multiple
tracking complexity teams simultaneously, things can get a bit overwhelming
| " because the email notifications and project alerts can quickly
plan execution start to become excessive, and there's no way to consolidate
control resources notifications across projects/teams.
setup addon
Comprehensive help material
difficult interface language
templates This isn't really a con, but there is a bit of a learning curve in
navigation terms of navigating and understanding how to utilize all of the
User experience (UX) fegtures. Ngvngatlon |s'not c_ompletely innate so that took 'a
Ease of use minute to figure out. It's a big tool though so that shouldn't be a
surprise. They have great resources and support to help new
find information users get adjusted,' which is awesome. It only took a day or so of
messing around with the different features to feel fully
comfortable in the capacity that | needed.
Learnabilit ) There's a very steep learning curve. I'm writing from the
Y perspective of a product manager so it could be that developers
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have a much easier time grasping the concepts here. For me, it
took awhile to get an understanding of the relationships for
setting up the sprint logic and mapping the progression of a
story through the board. Once | started to immerse myself in it, |
started to grasp it more and more. That said, | could see a more
in-depth sample project being incredibly helpful for tutorializing
within the tools themselves.

built in reports
risk management
manage old tickets

This software does not have some of the features like time sheets
and a risk management section to help tract risks and keep
everyone up to speed with risks.

Lack of features -
export file types We trialed Microsoft PPM in one of our subsidiaries, which is a
comparative’s features multi-platform/mixed operating system entity. Microsoft PPM
type of addon caused several issues for our workflows.
workflow customization Even if TRELLO have great options and features, the
admin involvement customization of the screen is a_IlttIe tricky, | wish to re_zorder
- some social alerts on my own hierarchy and the most time
Customization lack of boards

edit board

TRELLO over my desires and rearrange everything and it's
really frustrating to rearrange everything each time that | login
to my account.

software setup required
configuring PPM software

Configuration

When we scaled, the License was not as flexible in higher user
tiers as it was in the lower ones. Also once upon a time an
update went wrong and we had to invest a bucketload of time
and brain power to get everything back up to speed. We did run
jira on premise and hat some custom plugins so there might be
some of the tripwires: In case you use plugins, they must be
available in the version you wish to upgrade to and this might

overwhelming emails
allow user-user communication

Collaboration

integration ; .
require some research prior to updates. Also, you can make a
science out of the workflow and notification configuration. In
case it is not documented well when you do it it might get you
into trouble.

log meetings I have been using this software for the last year and I still can't

find a way to assign a task to more than one person. This seems
like a great software if each project is solely owned by one
person. The collaboration with this program is not the greatest,

log surveys but for individual projects it is great.
efficiency Because it is a web application, if you present problems with the
Service Qualit internet connection you will not be able to access the
y availability information of your project, it is always a negative point since
the data should be available.
drag and drop The product requires a high investment of time to not only
Automation automate workflows understand yourself but also train your team, when | became a
trigger cards mid-level user | found it tedious to set up projects in the
reminders customizable way we required.
cross-technology compatibility There have been times when I've thought that the lingo, they use
General on the app might be confusing for new users, or that other
cost wording would have better explained what a certain tool was.
TABLE Il.  Top 10 TopICs OF ISSUES OF PPM SOFTWARE TOOLS
# Terms Topic
1 tool, found, option, small, integration, interface, isn, cost, due, improved complexity
2 features, bit, app, people, difficult, confusing, love, platform, understand, slow lack of features
3 software, users, learning, management, issues, user, good, nice, support, team learnability
4 setup, tickets, button, ticket, navigate, connection, awesome, screen, bugs, phone configuration
5 make, platform, email, visually, back, navigate, loved, moving, function, order ease of use
6 management, create, add, information, made, nice, update, items, fast, drop service quality
7 support, reporting, tools, easier, integrations, workflows, customer, number, files, unlike configuration
8 tool, sheet, support, collaboration, dislike, samepage, share, high, move, task collaboration
9 time, complex, drag, ability, manage, found, smartsheet, file, program, personally mixed
10 work, create, view, clunky, excel, bit tricky, apps, flow, ons, products mixed
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VI. IMPLICATIONS

The implication of this work affects the PPM software
vendors who should find the current issues that are degrading
their software. Therefore, they could plan their maintenance
activities better to fix bugs available bugs. Moreover, the
results show that vendors should take care more of  user
needs of usability and User Experience (UX) issues.
Furthermore, they should change their training and software
design strategies to reduce software complexity. On the other
hand, users could get a glance of what they could choose
based on previous analyzed knowledge and experience of
previous practitioners.

VII.LIMITATIONS

Although the proposed approach has reported interesting
issues of PPM software readers has to consider a few
limitations. The list of reviews was collected from one site;
therefore, researchers should consider this before generalizing
results. Also, we assume that the latest 500 reviews have the
issues of the current version of the PPM; however, it might
always be right all the time especially in cases where the
practitioner is admired by the software. Moreover, all the ten
most popular PPM software is included in as coherent
contiguous documents, which limits the identity of the PPM
that raises the issue.

VIIl. CONCLUSION

This paper proposes an approach to identify the most
common issues of PPM software. The approach is based on
sentiment analysis to choose negative reviews and on
summarization techniques to reduce the number of reviews.
The study was carried out over ten popular PPM software—
Microsoft Project, Wrike, Atlassian, Basecamp, Trello, Asana,
teamwork projects, Podio, Smartsheet, and JIRA. We reported
the issues fine-grained with the issue category. Results
reported showed that the issues are related to complexity, ease
of wuse, learnability, lack of features, customization,
collaboration, service quality, and configuration. Our findings
reported that users were not worried about compatibility and
cost of PPM software. In the future, we will show issues per
PPM software.
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Abstract—Currently in Peru, patients with degenerative
diseases, such as Amyotrophic Lateral Sclerosis (ALS) have lost
of communication ability. Many researchers’ papers that
establish basic communication system for these patients. It is also
essential to know their feelings or state of mind through their
emotions, in this study, we present an analysis of
electroencephalographic signals (EEG) applied to emotions such
as fear, tenderness, happiness and surprised; it was used linear
discriminant analysis (LDA) to get the identification and
classification of the 4 emotions with a success rate of 63.36% on
average.

Keywords—Electroencephalogram; EEG; emotions;
amyotrophic lateral sclerosis; degenerative diseases; classification
learner

I.  INTRODUCTION

Approximately 210 cases of ALS of which more than 50
are located in Lima, more cases in people aged 30 to 59 years.
It should be mentioned that the total cases of degenerative
diseases are approximately 5% of the national population, of
which a significant part has already lost their motor and
communication capacity. In this sense, it has been working in
many applications and EEG studies such as: [1], [2], [3], [4] in
which systems are created in order to support patients suffering
from degenerative diseases, however it is also essential to study
the emotions in this type of patients, in order to achieve
improvements in communication as we can understand their
emotions and feelings.

In the present work, the classification of emotions is carried
out, [5] which are intense affective events that arise in the face
of the perception of transcendental situations for a person.
Emotions are states in which a combination of sensations and
feelings determines the behavior of people; we will focus on
studying fear, tenderness, happiness, and surprise. Since, they
are essential to be able to know the primary emotional state of
the patient.

Fear is the emotion that communicates that the person is in
danger; with this, we can know the potential danger in which
the patient or the people that surround them can be.

Happiness is produced as a result of something favorable,
that likes or benefits; we could identify if the patient is
comfortable with the care provided.

The surprise guides us in unexpected situations; thanks to
this emotion, we can identify that the patient could be in an
uncomfortable situation.

The tenderness reflects the affection, love for a person or
animal or thing, with this emotion, the patient will be able to

express his affection towards his loved ones as well as the
people that surround him.

In [6] they analyzed the emotions sadness, anger and
surprise, mention that there are investigations that show that
there is a link between the frontal lobe of the brain and
emotions, finding that positive emotions are shown on the left
and negative ones on the right.

In [7] they decompose the signals generated by emotions
into ten sub-bands and use neural networks with a Feedforward
Backpropagation algorithm to achieve the classification of the
signals.

In [8] propose a method of spectral asymmetric index
(SASI), for data divided into 5 bands, in positions fpl and fp2,
in order to detect emotions in the beta (13 - 25Hz) and theta (4
- 8 Hz) frequencies also use a gradient boosting decision tree
(GBDT) algorithm for the classification of positive and
negative signals.

In [9] they show that the most active area of the brain,
concerning emotions is the right side, they achieved it by
observing the power of the alpha band (8 - 12 Hz), for the
condition of disgust in the temporal regions, front and back.

In [10] they worked with emotions happiness, sadness,
angry and relaxed. Dividing the signals into the gamma, beta,
alpha, and theta bands, demonstrating the beta and gamma
bands are reliable bands for recognizing emotion with the EEG
signals; further mentioning that the alpha band can also be
considered for the recognition of emotions while theta band
can be ignored.

In [11] they study happy, calm, sadness and frightening
emotions, showing that the alpha and beta bands contain useful
characteristics, also mentions that when a subject sees
emotional stimuli, the power decreases in the alpha band but
increases in the beta band, In other words, the distribution of
the power spectrum in the brainwave patterns changes.

Section Il presents the methodology that has been followed
for the research work. In Section Ill, the reader will find the
preliminary results obtained. Section 1V shows the respective
discussions and conclusions for this research work.

Il. METHODOLOGY
For the present work, the method to follow is outlined in
the block diagram shown in Fig. 1.
A. Acquisition of Data

For the data acquisition stage, the OpenBCI system has
been used, [12] which consists of the main board that is the
Cyton Board, which is an Open Source tool, used for the
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acquisition of EMG, EEG and ECG signals; together with its
complement (Daisy Board), they have 16 channels, from which
data can be obtained at a sampling frequency of 125Hz. The
OpenBCI system communicates wirelessly via Bluetooth to the
computer through OpenBCI Dongle (Programmable USB).

For the reception of data, the pc uses Python, as a bridge
for the transmission of data via Lab Streaming Layer, then the
data is received in Matlab, with the use of a graphical interface
which is in charge of collecting the data and save them in text
files (Fig. 2).

The EEG signals are obtained through the 16 channels of
the OpenBCl system, which corresponds to the positions Fp1,
Fp2, C3, C4, T5,T6, O1, 02, F7, F8, F3, F4, T3, T4, P3, P4, of
the international system 10/20 (Fig. 3).

~.m“

e
gy
#

Fig. 1. Work Scheme.

[« Capturar_data_OPENBCI

Fig. 3. Positioning of Electrodes According to the 10/20 System.

Vol. 10, No. 5, 2019

B. Processing and Classification

As part of the data processing, we write a code in Matlab
which links the data, in Fig. 4, the reader can see the flow chart
which we describe below.

First, we request the entry of the name of the data, and
create a directory then the following steps are followed:

e We read the first file and delete column 17th since it
only contains data of the time elapsed during the
acquisition of data.

e We create a vector with the class to which the data
belongs.

e Next, we enter a loop that is responsible for reading the
files one by one and joins them to the first file
mentioned above; also, it does the same for the classes
to which the data belongs.

e Finally, the whole matrix is transformed into a table of
192 x 7501 in which the last column corresponds to the
classes.

I Create Data Directory

v

I Open first file

|
|

v
I Normalize amount of data (7500) l
I
|
|

v

I Remove column 17 (Receiving time)

'

I Transpose the matrix

v

I Match class to channel

‘ . X> data amount

> — for x =2 : data amount ;i-—

I Open “x” file
v

I Normalize amount of data (7500)

v

I Remove column 17 (Receiving time)

v

I Transpose the matrix

v
I Mach class to channel

|
|
|
|
I
v
4' Group the matrices l
\
I convert the matrix into a table l<—
v
I Save I
v

I Insert table to Matlab classificationLearner l

Fig. 4. Flow Chart for Grouping the Data.
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I1l. RESULTS

Samples were taken to five people, to which they are
shown 3 videos for each emotion of 1 minute each, for the
feelings, surprise, happiness, tenderness and fear as the reader
can see in Fig. 5, the 12 videos are shown in a way randomly,
and also the collected data is saved in different files.

Fig. 5. Captures of the Videos Shown During Data Acquisition.

As mentioned above, the Matlab Classification Learner
application was used to classify the data into four different
classes corresponding to each emotion studied, using linear
discriminant analysis (LDA) with a full covariance structure
and five cross-validation cuts.

The linear discriminant analysis (LDA) also known as
Fisher's linear discriminant, named for its inventor Sir RA
Fisher; this analysis has been applied for decades, according to
[13] and [14], the LDA has a statistical approach to reduce the
dimensionality of the data, calculating an optimal projection, in
order to minimize the distance within the classes and maximize
the distance between classes. The classical LDA requires that
the total dispersion matrix will not be singular however
according to [14] and [15] in many problems such as
information retrieval, facial recognition, machine learning,
bioinformatics, data analysis, etc.; the total dispersion matrix
mention previously can be singular, since the dimensional data
is usually very high and the dimensions generally exceed the
number of data points generating a sampling problem or
singularity.

In [15], [16], [17], [18] many mathematical formulas and
LDA algorithms are described, it is mention for example that
the LDA can be used to classify an X observation of a g-
dimensional vector which it obtains by observing one of
several classes that may be unknown; one of the several ways
to describe the LDA is through the use of probability models;
assuming that the class ith has a densityf; (X) and a probability
m;, taking into account Bayes formula, which tells.

. fixXm;
P(class = i|X) = =—=——+ 1
(class = i|X) 500 @)
To demonstrate the Bayes rule or classifier, which says that
the largest conditional probability classification will obtain the
least expected number of errors, it assumes that class i has a
Gaussian distribution with mean ui and covariance ), , it is

Vol. 10, No. 5, 2019

demonstrating that classifying the maximum conditional
probability is equivalent to classifying

arg max; (L;) @)
Where L; is the discriminate function.
Li=X"% "tpi—pl ¥ 7 p/2 +log(m;) ®)

When using the maximum similarity estimates for ui take
into account that L; is a linear function of X since it goes at the
LDA procedure.

The LDA is a fast and accurate algorithm, which assumes
that the different classes generate data based on Gaussian
distributions; in the MATLAB tool, the LDA uses the
"fitcdiscr" (Fit discriminant analysis classifier) function, which
returns a discriminant analysis model or a classifier, based on
the input variables contained in a table and the output,
responses or labels.

When the application started and later adding the data
already prepared, we can see its graph Fig. 6; then we choose
the analysis that we want to do and start the application.

10 Original data set: T
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Fig. 6. Data Plotted by the Classification Learner Application.
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Fig. 7. Confusion Matrix Generated by the Classification Learner
Application.
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As a result, the application performs the classification of
the data and provides us with a confusion matrix Fig. 7 in
which we can see the performance of the chosen algorithm.

Having in mind that the data entered into the application
have only been linked, so it is "unprocessed" with which
efficiency of 63.36% is obtained on average in Table I, we can
see respective efficiencies for each test subject.

TABLE I. TABLE OF ACCURACY
Name Data Accuracy (%)
Subject-1 31.8
Subject-2 67.2
Subject-3 94.8
Subject-4 43.8
Subject-5 79.2

1V. DISCUSSION AND CONCLUSIONS

For the classification of emotions, different algorithms can
be used as in the works [19], [8]; we obtain better results with
linear discriminant analysis, and the use of the Classification
Learner application.

In work [20] they obtained 55.3% applying linear
discriminant analysis studying the emotions anger, fear, and
surprise, evoking the emotions through videos.

Also in the consultation [6], they obtained an efficiency
between 48.78% and 57.04% using the linear discriminant
analysis and support vector machine, working only in the
identification of positive and negative emotions, in the right
and left part of the frontal lobe.

Finally, in [10] an efficiency of 91.01% is obtained, in the
study of happiness, sadness, anger and relaxed, it was achieved
by decomposing their data in the signals corresponding to the
frequency bands of the brain.

As we can see in other works, it has been possible to
classify the brain signals produced by emotions; in our case, a
preliminary efficiency of 63.36% was obtained on average.

For future work, we will take into account the accuracy
obtained to process the data and perform the analysis on more
people, which will allow us to improve the methodology and
achieve better results.
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Abstract—Governance, risk management and compliance of
information technologies (IT GRC) is the responsibility of the
company’s executives. The IT GRC responds to the important
concerns of information systems managers, to ensure the
necessary changes in the Information System (IS) over time, and
enable it to meet the needs of risk mitigation, regulatory
compliance, value creation and strategic alignment. Like a large
number of organizations' activities, the IT GRC has to find a
solution that is equipped through IS applications. Although these
tools do exist, they are never developed by considering the IT
GRC processes as a whole. We respond to this lack of
consideration by proposing an intelligent and distributed
platform of risk, governance and compliance of information
systems that deploys a variety of IT GRC best practices and
frameworks and makes an intelligent choice under constraints
and parameters of the best framework to evaluate the objectives
and processes in question. EAS-COM (communication system
dedicated to the IT GRC platform) is our second proposal in this
work: it ensures end-to-end communication between the different
layers of the proposed IT GRC platform. This approach is based
on Multi-Agent System (MAS) intelligence to manage the
interactions between the distributed systems of the IT GRC
platform.

Keywords—IT Governance risk; and compliance; information
system; multi agent systems

I.  INTRODUCTION

A. Governance, Risk Management and Compliance of
Entreprise

GRC is the acronym for "Governance, Risk and
Compliance". It is a concept that describes the integration of
activities to improve the efficiency and effectiveness of many
internal functions of organizations. In other words, a
comprehensive and systematic approach to governance, risk
management and compliance leads to a deeper understanding
of the management of what is happening in a business. This
approach improves strategy definition, decision-making, risk
monitoring and oversight, improved performance, improved
internal processes and controls, and so on [1]. As Enterprise
Resource Planning (ERP), GRC is becoming one of the most
important business requirements of an organization [2], mainly
because of globalization [3][4]. We now present a brief

description of governance, risk management and compliance
definitions.

1) Governance: Corporate governance refers to the
processes, systems and controls by which organizations
operate. A more concrete definition states that “governance is
the culture, values, mission, structure, policies, processes and
measures through which organizations are directed and
controlled". 1SO / IEC 38500 subdivides IT governance into
three main tasks: To evaluate, direct and monitor the
implementation of plans and policies in order to meet the
objectives of the company.

2) Risk: Risk definitions generally refer to the possibility
of loss or harm created by an activity or by a person [4]. Risk
management aims to identify, assess and measure risks and
develop counter measures to address them, while
communicating risk decisions to stakeholders. Typically, this
does not mean eliminating risk, but rather seeking to mitigate
and minimize impacts. From the point of view of the GRC,
the most appropriate concept of Enterprise Risk Management
(ERM): "Enterprise risk management is a process
implemented by a consulting entity, Management, and other
personnel used to establish the company-wide strategy to
identify potential events that may affect the organization and
manage the risk to provide reasonable assurance regarding the
achievement of the organization's objectives " [5]. A well-
structured risk management should be aligned and linked to
both governance and compliance activities in order to achieve
benefits such as better decision-making and increased
confidence between the parties Regulatory compliance.

3) Compliance: Compliance means not only the
establishment of laws, regulations and standards, but also
contractual obligations and internal policies [4]. Compliance
must ensure that the organization meets all its obligations, and
therefore operates within defined prescribed and voluntary
limits. The diversity of activities, processes and behaviors that
are related to compliance can be very large. But if
organizations can manage all these activities, they will operate
more efficiently, compete more effectively, and build their
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brands in the market. Governance, risk management and
compliance as separate concepts are not new [6], but the
activities of each discipline share a common set of
information, knowledge, methodology, processes and
technology. The ultimate goal is to identify, integrate and
optimize the processes and activities that are common across
the GRC.

B. Governance, Risk Management and Compliance of
Information Technology

For information systems research, a subcategory of the
GRC is of particular interest: GRC processes that support the
information technology operations of an organization, Called
IT-GRC (see Fig. 1).

Research in the field of information systems considers that
the integration of governance, risk and compliance is
interesting from two main perspectives [8].

First, the IT GRC is seen as a mechanism: How
information systems can support the integration of the GRC
(business) into the activities of an organization, and how the
integration of The GRC can be applied to the information
technology of an organization? IT GRC is better understood as
a subset of the GRC that supports IT operations in the same
way that the GRC as a whole supports business activities. It is
aligned with the IT activities and the overall GRC strategy of
an organization. Integration of IT governance, IT risk
management and compliance has not yet been adequately
addressed. Since more than half of GRC publications deal
primarily with software technology [8], it can be assumed that
there is great potential for integration in technology.

The review of the literature reveals that research priorities
in the IT GRC field have not emerged so far, and that a wide
variety of aspects ranging from a powerful technical
consideration involving the development of a IT GRC
application.

Pedro Vicente [7] proposes a business architecture that
describes the integration of the main IT governance processes,
IT risk management and IT compliance based on a process
model for IT GRC. The latter is considered the first process
model for IT GRC, it was proposed by the analysis and
combination of three references that treat GRC as a separate
subject: a process model of 1SO / IEC 38500: 2008 for IT
Governance; The COSO ERM framework for risk
management; and a generic model for IT compliance. Although
the process model is directed at IT, it takes into account only
three frameworks of good practices, dropping the benefits of
standard multitudes and existing standards in this area [9].

Puspasari has created a tool that combines governance, risk
management and compliance of information technology [10].
This application consists of managing the following processes:
policy management process, risk management, compliance,
audit management, business continuity, disaster recovery
planning and incident management. Each domain represents a
module in the proposed application. The architecture proposed
by Puspasari responds to a specific need that is the Bank XYZ
who hopes to manage the risks by complying with the
regulations associated with this process. Therefore, this
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architecture cannot meet all companies and Sl environments. In
addition, it supports only process management in relation to
risk management. Moreover, it does not follow the
recommendations of any good practice guidelines.

C. Positioning of Good Practice Guidelines

As noted by Johannsen and Croeken [11] (see Fig. 2),
several frameworks are interdependent and some of their
aspects overlap. It is important, however, to identify the
appropriate standard to support the appropriate level of IT
GRC requirements, for example:

e Help IT managers make the right decisions.
o Define and regulate service management processes.

e Deploy these processes and required procedures, job
instructions and monitoring functions.

From an academic point of view, these benchmarks of good
practice can be considered as an interesting subject of scientific
research, not only because these models are widespread, but
also because they integrate enormous consolidated knowledge.

The approaches we have cited (frameworks, standards and
best practices) are incomplete with respect to the management
of all IS activities of the GRC. Some processes are not covered
by certain approaches, and no approach covers all processes
related to the IS management of the GRC. This means that the
approaches are not complete but fragmented.

Entreprise Governance

IT Governance

/

Entreprise Risk management Entreprise compliance

IT Risk management IT Compliance

Fig. 1. IT GRC is a Sub-unit of the Entreprise's GRC.

Focus on
strategy

Primary
objective
/’ =g
20000 i
1 ! Proprictary
! | Framework
- ! BesiFractice
Focus on e s Standard
operations

focus Content T-Business alignment

Fig. 2. Classification of Best Practice Standards.
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This is probably due to the fact that the approaches have
been produced with the objective of meeting a specific need for
governance, risk management of compliance without taking
into account all aspects of these three disciplines. The most
comprehensive  approach is COBIT. However, the
functionalities are partial for the IT Governance because the
COBIT approach remains generalist. COBIT can be used at the
highest level of IT governance, providing a global control
framework, based on a computer process model that is
generically tailored to each company. There is also a need for
detailed, standardized practitioner processes. Specific practices
and standards, such as ITIL and ISO / IEC 27002, cover
specific areas and can be mapped to the COBIT framework,
thus providing a hierarchy of guidance documents.

It should be noted that today there is no IT GRC approach
covering the entire IT GRC needs. The objective of this work
is motivated by this evidence. Our intention is to address the
lack of a comprehensive and structured vision of the
underlying concepts of the IT GRC on the one hand and of the
IT GRC processes on the other.

In recent years, an array of ITIL (IT Infrastructure Library)
or COBIT: Control Objectives for Information and related
Technology, as well as internal frameworks, Microsoft
operations framework (MOF), ITSM Hewlett-Packard) and
ITPM (IT Process model of IBM) were developed. These
frameworks, which are also summarized under the theme of
Information Technology Governance, describe the objectives,
processes and organizational aspects of IT management and
control. These best practice models were developed based on
practical experiences in IT organizations.

These numerous frameworks that exist on the market make
it possible to optimize the functioning of the information
system. They offer considerable inputs, but also a very large
number of elements not applicable to certain scenarios some
organization some systems.

D. Problematic

We are addressing a twofold challenge to respond to the
needs of companies on the adaptation of the IT GRC and the
choice of the best framework of good practices to implement
the IT processes and generate the action plan, and on the other
hand, the management of information workflows
(communication) in order to meet business needs, namely from
the expression of the need to the implementation of the action
plans of the associated processes. We propose in this work to
study the tools that help good governance, risk management
and compliance of information systems. The lack of effective
solutions of this kind (adaptable to any business and
environment) is a fundamental problem that deserves further
study and raises several research questions:

e Steps in setting up the IT GRC are not clarified

What are the steps that structure the implementation of the
IT GRC? What is the nature of these steps?

e |IT governance faces changing objectives. Despite this,
the maintenance of good governance over time is little
taken into account.

Vol. 10, No. 5, 2019

Decision-making is often cited as a key element guiding
evolutionary actions. How can we then grasp the concept of
decision-making in order to maintain good governance over
time? What are the impacts of decisions on Information System
objectives and on Information System in general?

e The adoption of best practice guidelines until now does
not take into account the parameters and constraints of
each company

What are the criteria for choosing the best framework that
should enable to support processes activities and processes
related to the core business of the company?

o Implementation of end-to-end IS activities cannot be
considered without effective interactions management.
In spite of this, the consideration of a communication
system that manages the workflows is little considered.

What is the nature of the interactions that a communication
system must support in managing GRC-related processes from
the expression of needs to the generation of action plans? And
what are the technologies to be used to achieve this result?

We propose to deal with the following problem:

How can IT GRC processes be managed effectively to meet
the strategic needs of information system? What is the best
framework of good practices to implement the activities of
these processes? How can interactions and information
workflows be managed to build a platform to support good
governance, risk management and information systems
compliance?

E. Research Methodology

Our proposal for the construction of an IT GRC platform is
based on the following:

e An understanding of the nature of the IT GRC
implementation process

e An IT GRC implementation model, or modeling the
architecture of the IT GRC platform, the proposed
platform is a smart, distributed, multi-frameworks
solution that provides good governance, risk
management and compliance of information technology
within a company, including a set of distributed systems
that:

o Assures and intelligently evaluates the alignment of
the company's business objectives with the IS
objectives and strategy,

o Manages IT processes,

o Prioritize IT investments in line with business
value.

o Manages and evaluates IT risks,
o Ensures compliance with the legal framework,

o Choose the best reference system for the
Governance, Risk and Compliance of Information
Systems to perform the tasks mentioned above
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o Update frameworks according to the latest versions
available on the market,

The platform is based on the most widely used standards
and methods of Governance, Risk and Compliance of
Information Systems (COBIT, ITIL, PMBOK, 1SO27001,
1SO27002, 1SO27002, 1SO27005, MEHARI, EBIOS)

e The modeling of a communication architecture, which
manages the interactions between the distributed
systems of the IT GRC platform, ensuring end-to-end
communication between the different layers of the
solution. It comprises a communication block per layer
for the particularity of the workflows of each layer and
the specificity of the processing to be launched before
redirecting the information flow to the following layer.

In this way, we wish to respond to the needs and current
failures of IS engineering research on the formalization of the
IS concepts and the need observed on the adaptation of the
frameworks and references of the IT GRC.

The next section presents the global IT GRC solution
proposed to address the problematic. Recall that the latter
refers to the observation of a lack of adaptation of the
processes of the Governance, the management of the risks and
the conformity of the Information Systems to the needs of the
companies.

Il. PROPOSED GRC IT PLATFORM ARCHITECTURE

The analysis of the literature shows the weakness of
research investigations in this field. We address this
problematic by proposing an intelligent and distributed
Platform of Governance, Risk and Compliance based on Multi-
frameworks of Information Systems consisting of:

e A strategic system whose objective is to ensure and
evaluate the alignment of the company's business
objectives with the IS objectives and strategy.

¢ A decision-making system whose objective is to choose
the best reference system for Governance, Risk and
Compliance of Information Systems.

e A communication system that manages the
communication (flow of information) between the
different systems of the GRC IT platform in a smart
way.

e Processing systems whose objective is to manage the IT
processes according to the reference system chosen by
the decision-making system.

e An updating system which serves to update the
frameworks of good practices considered by each
processing system.

Fig. 3 illustrates the overall architecture of the Distributed
IT GRC platform based on multi-agent systems.

The proposed architecture consists of the following layers:

A. Strategic Layer

The strategic layer allowing persisting the dynamic and
static configurations of the company, to encapsulate the

Vol. 10, No. 5, 2019

objectives related to the Information Technology of the various
departments of the company and to correspond them with the
IT objectives and the adequate computer processes, Edit the
matrix of responsibilities, the maturity model and the control
objectives of the strategy in question. To ensure these
functionalities, the strategic layer is based on inter-organization
workflows based on multi-agent systems to ensure the
orchestration of workflows from different independent and
non-pre-packaged business departments for a common final
objective for one or more initial business objectives. Moreover,
it puts at the service of its users a semantic engine allowing
translating their business objectives into a query that can be
interpreted by all IT GRC frameworks. Requests are archived
for the enrichment of the framework set to initial state.

The strategic layer of the platform is based on the EAS-
STRATEGIC system making it possible to make the static
configuration of the company necessary for all the components,
namely the general information, the resources, the departments,
the certifications obtained or prepared, the constraints,
strategies implemented ... etc., in addition to the dynamic
configuration consisting of expressing the current specific
business objectives of a given department. The persistence of
the configuration, the translation of the business objectives
expressed in language comprehensible by all IT GRC
frameworks and the intelligent correspondence between
business objectives, IT objectives and IT processes. In order to
serve as a reference to the objectives expressed by the business
manager, the choice is based on the COBIT framework for
which a multi-agent decomposition has been made, which will
constantly feed the semantic engine, plus requests already
processed that are stored at the level of the knowledge base
(learning aspect).

At the end of its processing, this layer sends the synthesis
of the results to the communication layer for a possible
redirection to the processing components for the purpose of
specialization.

B. Decision Making Layer

The decision layer is capable of selecting the best
framework of IT governance, risk management and compliance
for a request from the strategic layer, capable of detailing the
activities and measures to be executed for an IT process
according to its category (Governance, Risk, Compliance)
based on the company configuration and the IT process
evaluation criteria per framework.

5
s23epdn-SVi
|

.......
manigement

FAS1S0 27002 EASITIL

Fig. 3. Global Architecture of the EAS-IT GRC Platform.
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To respond to these functionalities, the decision-making
layer is based on a multi-criteria intelligent choice capable of
designing frameworks to be mobilized in order to respond
effectively to the user's demand. It offers two decision-making
modes: an IT-oriented mode and an activity oriented mode;
According to the needs of the company. Each mode is
supported by intelligent agents running two algorithms of
choice first by criteria and the second by framework.

The decision-making layer of the IT GRC platform is based
on the EAS-DECISION system making it possible to make an
intelligent choice of the best framework to process a request
from EAS-Strategic. A decisional categorization of the IT
processes is made at the level of the communication layer and
then the two algorithms of choice of the framework are
executed by the agents responsible. Any other decision of the
processing layer must be redirected to the communication
layer, example: choice of the best risk management strategy.

C. Processing Layer

The processing layer encapsulates each IT GRC framework
in an intelligent, stand-alone system that deploys actions and
implements all of the framework's recommendations in an
interactive way. The interaction is done by sending a
specification request to the strategic layer to request static
information to be configured or to open an exchange form with
a potential user whose answers are redirected to the knowledge
base of the System in question.

The processing layer of the proposed IT GRC platform is
based on several EAS-Processing processing systems (EAS-
ITIL, EAS-PMP, EAS-1SO 27001 ...) which are notified by

EAS-C OM after recovering the decision from EAS-
Decision. Each EAS-Processing system encapsulates a specific
IT GRC framework and puts it into production through
Intelligent Agents that communicate with each other in order to
detail the process acquired in input. For example EAS-ITIL
represents the ITIL framework, so once one or more IT
processes have to be dealt with this framework the agents of
the latter choose the process of an appropriate ITIL cycle with
the associated recommendations. A communication with a
potential user is possible to detail the request.

D. Communication Layer

The communication layer provides end-to-end
communication between the different layers of the solution in
two different modes synchronous by message sending and
asynchronous by information sharing, each mode is triggered
according to the specificities of the organization and the
strategy in question. It comprises a communication block per
layer for the particularity of the flows of each layer and the
specificity of the processing to be launched before redirecting
the information flow to the following layer.

The communication layer of our IT GRC platform is based
on the EAS-COM system, which is responsible for exchanging
flows and messages between EAS-Strategic, EAS-Decision
and EAS-Processing. Two communication modes are involved:
communication mode by sharing information and the second
by message sending.

Vol. 10, No. 5, 2019

This system constitutes the second scientific contribution in
this work which we will present in the following section.

E. Update Layer

The update layer supports updating versions of frameworks
of best practices used to periodically upgrade the entire
platform. This upgrade is ensured from a correspondence
between the processes of the old and the new version, injecting
the necessary information to the knowledge bases of the
different blocks of the platform. The updating layer of the IT
GRC platform is based on the EAS-Updater system which
upgrades the versions of all the frameworks deployed to the
platform: a correspondence is made from the official
documentation between the old and the new version in flat
files, an intelligent agent at the level of EAS-Updater loads the
received files into the knowledge bases of the different layers.

The IT-GRC platform is a solution based on the concept of
distributed systems, based on multi-agent systems (MAS) in its
various parts namely user interface, static and dynamic
configuration of the organization management profiles, choice
of the best framework and processing of processes, it takes
advantage of the autonomy and learning aspect of the MAS as
well as their communication and coordination of high level.

However, these technological components are difficult to
manipulate, or, users lack the skills necessary to use them
properly. In this situation, the modeling of communication
architecture is necessary, with the aim of adapting the
functionalities of the platform to the needs of the users. To help
achieve these objectives, it is necessary to develop a functional
and intelligent communication architecture that is adaptable
and capable of providing a support framework, thus allowing
access to the functionalities of the systems independently of the
physical and temporal constraints.

A functional architecture defines the logical and physical
structure of the components that make up a system and the
interactions between them [12][13][14]. If we focus on
intelligent and distributed architectures, the main paradigm to
consider is the multi-agent system.

EAS-COM is a new architecture focused on product
development based on multi-agent systems. It integrates this
technology to facilitate the development of a flexible
distributed system by taking advantage of the characteristics of
interaction between agents to model functional system.

I1l. EAS-COM

EAS-COM (see Fig. 4: EAS-COM s represented by the
transverse layer of the platform) is a communication system
that facilitates the integration of distributed systems of the IT
GRC platform. This system must be dynamic, flexible, robust,
adaptable to each user's request, scalable and easy to use and
maintain. However, this architecture is extensible to integrate
the desired processing system, without dependence on a
specific programming language. The systems integrated into
the IT GRC platform must follow a communication protocol
that must integrate. Another important feature is that, thanks to
the capabilities of the agents, the developed systems can make
use of the learning techniques to manage the decisions
previously taken and which are recorded in knowledge bases.
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EAS -COM offers a new perspective, where multi-agent
systems and Web services are integrated to provide
communication needs and leverage their strengths and avoid
their weakness.

In two previous works we proposed two architectures of the
EAS-COM system based on the two modes of communication
between the agents: communication by sharing information and
communication by message sending [16][17][18][19][20].

The use of the information sharing mode for the modeling
of a communication system within a distributed platform has
several advantages that [15] also point out in their work,
namely:

e There is no need to treat communication participants
directly.

e There is no need for synchronous links between
communication participants.

e There is little loss of information.

On the other hand, the use of information sharing,
especially for communication between agents of the same
ADM, risks accumulating unnecessary data and less
communication flexibility. These disadvantages appear during
collaboration between the agents of the same subsystem
(agents of the Strategic-Com, agents of Decision-Com and
agents of processing-Com). These agents need to have freedom
of expression to achieve the desired goal of each subsystem.

On the other hand, the use of the information sharing mode
to establish the communication between EAS-COM and the
other distributed systems of the IT GRC platform raises the
problem of the synchronization of execution of the requests of
these systems by our system Communication.

Concerning the second proposal was the use of the message
sending mode for the modeling of a communication system
within a distributed platform. This proposal has several
advantages, namely:

e Freedom of expression
e Flexible communication
e Parallelization

On the other hand, the use of message sending, especially
for messages containing the most relevant information (IT
service requested, categorized IT service, IT service decided
and result of processing), risks losing this information and
therefore the Workflow of the communication layer will be
interrupted. Therefore, focusing only on sending a message is
likely to saturate communication, especially between the three
EAS-COM (Strategic-Com, Decision-Com and processing-
Com) subsystems. These three multi-agent systems need to
have a permanent backup of the data that we deemed most
relevant to achieve the desired goal of each subsystem.

The architecture of the hybrid communication system that
we are going to propose in this section combines the two
modes of communication: information sharing and message
sending. This solution will overcome the shortcomings

Vol. 10, No. 5, 2019

encountered in the two previous architectures (see the
evaluations of the two proposals).

The exclusive use of one of these two modes of
communication does not provide a persistence of the data to be
exchanged. However, in view of their complementarities in this
context, their association provides relevant results in the
coordination and control of the interactions between distributed
systems of the IT GRC platform, between EAS-COM
subsystems and these latter. Therefore, a high level of
interaction is achieved in a smart way.

In this third version of the architecture of the EAS-COM
(see Fig. 5), we have combined the two modes of
communication.
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Fig. 5. Hybrid Architecture of the EAS-COM Communication System.
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In order to solve the problem of managing communication
workflows within the IT GRC platform, we break down the
EAS-COM system into subsystems. Each subsystem is
concerned with the execution of a specific task of the whole
communication problem.

There is a close link between the choice of agents and the
objectives for which they are designed. Since we intend to
manage workflows between components of the IT GRC
platform based on the importance of their content to users, we
need to perform the following main tasks:

1) The categorization of IT services received from the
strategic layer.

2) Request and receive the processing of the decision
(interaction with the decision layer) in relation to the best
references.

3) Management of processing systems (sending of IT
services to be processed and reception of processing results)
taking into account the quality of their processing and their
performance. Each task can be assigned to an agent or group
of agents.

e We call the multi-agent system dedicated to the
categorization of IT services (interaction with strategic
layer) "Strategic-com”. It contains task agents (1).

e We call the assigned multi-agent system to
communicate with the Decision-Com decision-making
layer. It contains agents responsible for executing task

Q).

e We call the "processing-com™ multi-agent system for
managing the processing of IT services (interaction
with the processing layer). The agents of this multi-
agent system are responsible for task (3).

A. Strategic-COM

The Strategic-COM subsystem ensures communication
with the strategic layer represented by the EAS-STRATEGIC
system. This one translate strategic needs of the user in terms
of IT service. The deduced IT services are redirected to the
Strategic-COM subsystem which categorize the IT processes
included in the IT service requested. Categorization consists of
associating each IT process into one or more good practices/
frameworks to manage activities of the IT process. Here after
the diagram explaining the procedure for categorizing an IT
service received by the strategic layer (see Fig. 6).

Splitting
|IT service
% %

Categorization
|/frameworks

AN

Reconstitution
of matrix
Jelements

I“\\ Reconstitution
of final matrix
&

Fig. 6. Procedure for Categorizing an IT Service by Strategic-COM.
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The IT Service categorization procedure is as follows the
IT service received must be divided according to the IT
processes that contain.

Each IT process is associated with one or more good
practice references according to the discipline to which it
belongs (IT Governance, IT Risk Management, IT compliance)

The elements of the matrix are constructed as the following
form: {Proc i, (Ref 1, Ref 2, ... Ref n)}.

These ones are then grouped together in order to construct
the final matrix as: {{Proc a, (Ref i, Ref j, ... Ref n)}, {Proc b,
(Ref i, Ref, ... (Ref i, Ref i, ... Ref n)}}. This matrix represents
the categorized IT service ready to be processed by the second
EAS-COM subsystem.

We defined three types of agents: Collector Agent,
Manager Agent, Constructor Agent (see Fig. 7).

1) Collector agent: Collector Agent performs an
organizational task. It checks the structure of the web services
received, it classifies them according to the date of their
creation by the user (date of creation is specified in all IT
service). At the end of its processing, it transfers the IT
Services to the Manager Agent.

2) Agent manager: Manager Agent is the heart of
Strategic-COM. It categorizes IT services by associating each
IT process with one or more appropriate frameworks for its
implementation. At the end of the processing, it merges the
elements of the matrix which will constitute the IT service
categorized as {IT process, {refl, ref2, ..., refn}}. This result
will be transferred to the builder agent.

The Agent Manager has a knowledge base, this one
depends of the mapping of the COBIT processes with the other
frameworks. This mapping list will be fed from the IT GRC
platform.

3) Constructor agent: The objective of this agent is to
provide a comprehensible representation of the IT service,
while preserving as much as possible the IT service setting
data (the user creating the IT service, the date of its creation,
Priority of IT processes ...). To achieve this goal, it retrieves
the result of categorizing the IT processes provided by the
Manager Agent and constructs the final matrix that represents
the categorized IT service that will be sent to the decision
layer (EAS-Decision) as a web service.

Strategic-COM

1
1
: Collector Agent Manager Agent
1

1
1
1
1

[ ——— 1

— Extract/categorize H

Sorvless T processes i
RankIT i
services enerate matrix H
elements i

1

1

1

1

1

1

1

1

1

1

1

Strategic
Layer

/

Building Matrix Agent
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Fig. 7. Strategic-COM Agents.
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Fig. 8. Distribution of Strategic-COM Agents According to their Tasks.

In the following figure (Fig. 8), we present the distribution
of Strategic-COM Agents according to their tasks.

B. Decision-COM

The Decision-COM ensures communication with the
decision layer represented by the EAS-Decision system (see
Fig. 9). This communication consists of sending the
categorized IT service to the decision-making layer represented
by the EAS-DECISION system. Once the decision is taken in
relation to the best frameworks to be associated with each of
the IT processes included in the IT service, Decision-COM
receives the result of the decision, represented by the IT service
decided. The latter must have the following format: {(Proc g,
ref i), (Proc b, ref)), ..., (Proc z, ref n)}.

1) DD agent: This agent ensure the communication of the
IT service with the decision layer. It receives the categorized
IT service from the Constructor Agent and translates it into a
web service so that it can be sent to the decision layer via
network (knowing the IP address of the server in which EAS-
Decision runs) and it remains Listening to receive the result of
the decision. Once it is received, it is transferred to the
processing-Com subsystem for processing.

C. Processing-Com

The Processing-COM ensures communication with the
processing layer. Processing systems of the EAS-
PROCESSING layer manage the IT processes following the
recommendations dictated by the framework chosen by the
EAS-COM decision-making system in order to generate the
action plans to be implemented to meet the needs users of the
IT GRC platform. We defined four types of agents: Agent
Comln, Agent Admin, Agent Directory, ComOut Agent.

1) Comin agent: Agent Comin is a communicating agent.
It receives the decision-making IT service from the Decision-
com and transfers it to the Admin agent to determine the
processing systems capable of managing the IT processes.

2) Admin agent: The Admin agent invokes the processing
system that is best placed.

If there are several systems that can solve the requested
task, the Admin agent has the ability to select the optimal
choice. This decision-making capacity in relation to the choice
of the processing system depends on the performance of the
latter, its execution number, its availability.... This information
is stored in its knowledge base which it uses during the
resolution of conflicting situations. With each choice made, it
communicates with the agent ComOut and determines the best
system to trigger.
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3) Agent directory: The Directory Agent records system
processing reports, as well as the information about them
(system performance, number of execution...).

4) Comout agent: Notifying and triggering processing
systems that can handle all the processes of an IT service is a
complex task that can lead to additional processing time, and
therefore can slow down this task. In this step, we propose a
new approach whereby process triggering of IT service
processes can be partitioned. Our idea is to trigger the set of
processing systems chosen to implement the processes of the
same IT service. During this trigger, the ComOut agent
receives the list of processing systems to be notified. This list
must contain the information of these systems, namely the
name of the system, the description, the IP address of the
server in which the processing system is running.

This method provides simultaneous processing of all
processes included in the IT service. However, there may be
situations where multiple processing requests are not
permitted, including requests to process multiple processes
through the same processing system, which could significantly
reduce the processor's performance. In these cases, the Admin
agent instructs the ComOut agent to check the status of the
affected system and notify it that it is busy and cannot accept
other requests until it finishes.

In the following figure (Fig. 10), we present the distribution
of the Processing-COM Agents according to their tasks.

Decision-COM
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1
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1
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Fig. 9. Decision-COM’ Agent.
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Fig. 10. Distribution of the Processing-COM Agents According to their
Tasks.
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We have defined three subsystems that make up our EAS-
COM system: Strategic-Com, Decision-Com and Processing-
Com: they are multi-agent systems made up of several agents
that interact to guarantee the achievement of the goals to which
they are Affected. During this interaction, agents intervene to
manage possible workflows. To achieve their objectives, our
agents act according to their knowledge and skills. In Table Il
and Table I, we summarize the main characteristics of our
agents in the Annexure B.

IV. IMPLEMENTATION AND EXPERIMENTATION

The AUML modeling of the EAS-COM system and the
realization of the simulation platform were followed by the
implementation of the communication and management system
for the interactions between the distributed components of the
IT GRC platform that run on networked machines. The IT
GRC platform was tested on a local network and an internet
network. This platform is based on the hardware architecture
(see Fig. 11) composed of:

e 1 PCs representing the EAS-STRATEGIC application
server;

e 1 PCs representing the EAS-DECISION application
server;

e 1 PCs representing the EAS-COM application server;

e 3 PCs on which the software components of the
processing systems of the EAS-PROCESSING layer
are installed respectively;

A router is through which these PCs are connected. The
figure below illustrates this architecture:

The EAS-STRATEGIC system is in direct contact with the
user of the IT GRC platform. It makes it possible to make the
static configuration of the company necessary for all the
components: general information, resources, departments,
certifications obtained or prepared, constraints, strategies
implemented ... etc, in addition to the dynamic configuration of
expressing the current specific business objectives of a given
department. This system allows the users of the platform to
translate the business objectives expressed in language
comprehensible by all GRC IT frameworks and the intelligent
correspondence between business objectives, IT objectives and
IT processes. Once performed, it sends the business
requirement expressed in IT processes (IT Service) through a
RESTful service by specifying the IP address of the PC on
which the EAS-COM system is running and using JSON as the
format of data. Here is the request sent by the EAS-
STRATEGIC system in the execution of this version of
experimentation:

http://10.10.19.147:8080/EAS-
COM/?2query{"idService":50,"user":utilisateurl,"date";"Jul 15,
2015 6:45:26
PM","seviceHasltprocesses":[{"idService":50,"idItprocess™:1,"
itprocessname™:"PO1"},{"idService":50,"idltprocess":2,"itproc
essname":"PO2"},{"idService":50,"idItprocess":4,"itprocessna
me":"PO4"},
{"idService":50,"idItprocess":8,"itprocessname™:"PO8"}],
"priorite™:[["PO8",4],['PO4",3],['PO2",2],["PO1",1]]}
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Fig. 11. Experimental Platform Architecture.
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Fig. 12. Launching the EAS-COM GUI.

This query starts our EAS-COM system (see Fig. 12). It
retrieves the requested IT service, and displays its data in a
table. Then, it proceeds to the categorization of the IT
processes included in the IT service by consulting the
knowledge base. The latter follows the mapping between the
COBIT processes and the ITIL, PMBOK, 1SO 27001 and ISO
27002 frameworks (see Table I in Annexure A). In our case:

e PO1 is associated with ITIL
e PO2 is associated with ITIL, ISO 27001 and 1SO 27002
e PO4 is associated with ITIL, ISO 27001 and 1SO 27002

e PO8 is associated with ITIL, PMBOK, ISO 27001 and
1ISO 27002

The categorization result is then displayed in the second
table (see Fig. 13).

€ /101019147 5000 PT— ¢ bmteul date 13539 1 . e O 3+ #

Fig. 13. Categorization of Requested IT Service.

69|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

The EAS-COM system prepares the request to send to the
decision-making system with respect to the frameworks
associated with the IT processes, EAS-DECISION, this request
translates the categorized IT service, the latter has the
following format:

http://10.10.19.167:8080/EAS-decision/?query
{"ldService":50,"user";utilisateurl,"date":" Jul 15, 2015
6:45:26
PM"servicel T":[["PO1","ITIL"],["PO2","ITIL","ISO27002","|
S0O27001"],["PO4","ITIL", ,"1SO27002","1S027001"],
["PO8""ITIL", "PMBOK","1S027002","1SO27001"]
"Priorite":[["PO8" 4],["PO4",3],["PO2",2],["PO1",1]]}

The EAS-DECISION system makes it possible to make an
intelligent choice of the best framework of the four IT
processes included in the categorized IT service (PO1, PO2,
PO4, PO8). The result of the decision is sent via a RESTful
service specifying the IP address of the PC running EAS-COM
(10.10.19.147), and http as the transport protocol. Here is the
query from EAS-DECSION to EAS-COM:

http://10.10.19.147:8080/EAS-
COM/?queryChoice={"choice":[["PO1","ITIL"],["PO2","ITIL
"1,['PO4""ISO 27002"],["PO8","ISO
PMBOK™"]],"lIdService":1,"user":utilisateurl,"date™:"Jul Jul 15,
2015 6:45:26 PM"}

The reception of this request by the EAS-COM
communication system allows the EAS-COM communication
system to dissect selected frameworks, the result is displayed in
the decision results table (see Fig. 14)

EAS-COM then sends the processing requests. To do this,
it associates to each IT process an appropriate processing
system according to the reference system chosen by the EAS-
DECSION system. In our case:

e PO1 will be managed by the EAS-ITIL processing

system

e PO2 will be managed by the EAS-ITIL processing
system

e PO4 will be managed by the EAS-ISO 27002

processing system

e PO8 will be managed by the EAS-PMBOK processing
system

The requests (notifications) to send to the processing
systems are as follows:

The request sent to EAS-ITIL:

http://10.10.19.110:8080/EAS-ITIL/?query {“process”:
“PO1”, “IdService:50,"user":utilisateurl,"date":"Jul 15, 2015
6:45:26 PM" }

The request sent to EAS-ITIL:

http://10.10.19.110:8080/EAS-ITIL/?query {“process”:
“PO2”, “IdService:50,"user":utilisateurl,"date":"Jul 15, 2015
6:45:26 PM" }

The request sent to EAS-1SO27002:
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http://10.10.19.111:8080/EAS-1S027002/?query
{“process”: “PO4”,
“IdService”:50,"user":utilisateurl,"date":"Jul 15, 2015 6:45:26
PM" }

The request sent to EAS-PMBOK:
http://10.10.19.112:8080/EAS-PMBOK/?query {“process”™:
“PO8”, “IdService:50,"user":utilisateurl,"date":"Jul 15, 2015
6:45:26 PM" }

These queries will allows to launch the interfaces of the
processing systems in order to follow the execution of the
execution of the four IT processes. (Note: the EAS-ITIL
processing system is executed twice but each execution
concerns a different IT process: PO1 for the first execution and
PO2 for the second).

Each processing system deploys the actions and
implements all the recommendations of the framework in an
interactive way. Once it completes its processing, it sends the
processing report of the requested IT process to EAS-COM by
specifying the download link (the report to the format of a PDF
file stored in the server in which the treatment) (see Fig. 15).

Fig. 14. Receiving the Result of the Decision.

RESUITAT QU processing

cessus POS(EAS_PMBOK)

Fig. 15. Receiving Processing Results from Processing Systems.
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The processing reports are received by EAS-COM, which
stores them in the database of the platform. EAS-COM
calculates the parameters of each of the four processing
systems: performance, quality, and number of execution.

V. ANALYSIS OF RESULTS

The simulation and experimentation described in this
section makes it possible to highlight the interest of the support
provided by EAS-COM to face the design problems of the
applications of the IT GRC platform. EAS-COM is designed to
deal with the different problems encountered by distributed
systems implemented in our platform.

A. Interest in Decoupling Functionality

The problem of decoupling functionality appears in the
proposed IT solution GRC. EAS-COM addresses these issues,
in particular through the use of a service-oriented (RESTful)
approach and the use of agent technology:

1) Distribution: Distribution appears in the architecture of
the IT GRC platform. The associated problems are largely
handled at the service infrastructure level. The interest of
EAS-COM in this case is therefore the possibility to build on
these existing infrastructures and thus benefit from the
solutions they provide to manage the decentralization, security
and reliability of communications.

2) Reusability: The problem of reusability also appears in
the IT GRC platform. On the one hand, applications have been
developed primarily from existing functionalities. On the other
hand, certain functionalities such as those of processing
systems can be used in several applications. This problem is
partly addressed by the use of an approach-oriented service,
but EAS-COM increases the reusability by integrating an
explicit representation of the context in the descriptions of the
functionalities.

3) Heterogeneity: Two types of heterogeneity appear in
the applications presented: the heterogeneity of the
functionalities and the heterogeneity of the infrastructures of
these applications. EAS-COM addresses the heterogeneity of
functionalities through the use of the service-oriented
approach, the heterogeneity of application infrastructures by
making it possible to integrate these systems without taking
into account its programming language.

B. Interest in Robust IT Platform GRC

The problem of application robustness is present in the IT
GRC platform.

1) Deployment: All applications presented in the IT GRC
platform are defined in an abstract way and dynamically
deployed in a given environment. EAS-COM exploits in
particular the mechanisms of assembly of functionalities
proposed by the applications integrated in the IT platform
GRC.

2) Breakdown: Fault tolerance is not specifically detailed,
but it appears in the case of the unavailability of one of the
processing systems. In particular, we mentioned that when
EAS-COM chooses a processing system to manage an IT
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process and that system disappears or fails, it is possible to use
an alternate functionality (choose another processing system
that Can take over the management of the same IT process
according to the recommendations of the same reference
system decided by EAS-DECISION).

3) Evolution: The evolution appears in the case of the
EAS-Processing layer, in which new processing systems
appear gradually. These systems are supported by EAS-COM
and integrated without modification of the general architecture
of EAS-COM. EAS-COM can thus take care of the evolution
of an attentive environment without requiring internal
modification. This capability is based on the presence of
Admin agents capable of interpreting the descriptions of the
new processing systems in its knowledge base.

VI. CONCLUSION

We proposed a new intelligent distributed platform of
Governance, Risk Management and Compliance of
Information Systems based on the multi-agent system. In order
to adapt the functionalities of the platform to the needs of the
users and to help achieve its objectives, it is necessary to
develop a functional and intelligent communication
architecture that is adaptable and capable of providing a
support framework, Accessing the functionality of the IT GRC
platform's distributed systems regardless of physical and time
constraints. The architecture of the proposed intrusion
detection system is based on a new detection model consisting
of two independent analyzers using a new functional approach.
EAS-COM is a communication architecture dedicated to
managing the interactions and information flows between the
distributed systems of the IT GRC platform, focusing on the
development of products based on multi-agent systems. It
integrates this technology to facilitate the development of a
flexible distributed system by taking advantage of the
characteristics of interaction between agents to model
functional system. This approach is based on the intelligence of
Multi-Agent Systems (SMA). Intelligent agents, distributed
across the three subsystems that make up EAS-COM,
cooperate and communicate to effectively manage the IT needs
of IT wusers. To manage this communication, we have
established three versions of the architecture: the first is based
on the information sharing paradigm, the second is based on
the mode of sending messages, and the last one we opted for
the implementation, is based on the combination of these two
communication modes (hybrid communication architecture).

We subsequently realized an experimentation of the IT
GRC platform, implementing our communication system. This
system was concretized and validated by the actual tests. It
uses web services (RESTful) to interact with components of
the general platform that are connected to a local network or an
internet network. As for the execution of internal
functionalities, it relies on the technology of multi-agent
systems by deploying different types of agents who
communicate and interact with one another in order to achieve
the intended objectives.

In perspective, we continue our work to finalize the
experimental platform, adding other processing systems and
ensuring their implementations in the platform through the

71|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

communication system, and then submitting to real tests. Then
we will expand the IT platform GRC in such a way to set up a
layer of change management and performance that will set up
the action plans generated by the processing systems. To do
this, we will adapt our communication system to connect this
layer to the existing components of the IT GRC platform.
Finally evolve into a marketing platform.
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ANNEXEURE A

The grid in Table I is as follows: each cell mentions the specific value (s) of the IT Processes for the framework under consideration. When supported by a
best practice we include a star (*) in the corresponding cell. When a COBIT IT process is not supported by a best practice we mention a dash (-).

Each framework provides processes and best practices for the implementation of IS GRC activities. Supporting tools and applications exist to support
governance activities, but they are fragmented, dedicated to a specific framework.

TABLE I. COBIT ALIGNMENT WITH ITIL, PMBOK, ISO 27001, ISO 27002 FRAMEWORKS
COBIT IT process ITIL PMBOK 1SO 27001 1SO 27002
PO 1 : Define a strategic IT plan * - - -
PO 2 : Define the information architecture * - * *
PO 3 : Determine the technological orientation > 3 * *
PO 4 : Define processes, organization and working relationships * - * *
POS5 : Manage IT investments * * " "
PO 6 : Communicate management goals and directions * - * *
PO 7 : Manage IT human resources * * * *
PO 8 : Manage quality " " " -
PO 9 : Evaluate and manage risks * * * *
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PO 10 : Manage projects * * B -
Al 1:Find IT solutions * * * *
Al 2 : Acquire and maintain applications > > > >
Al 3 : Acquire and maintain applications > > > >
Al 4 : Facilitate operation and use * * * *
Al 5 : Acquire IT resources > > > >
Al 6 : Manage changes * - * *
Al 7 : Install and validate solutions and modifications > * * *
DS1 : Define and manage service levels * B * *
DS2 : Manage third-party services * * * *
DS3 : Manage performance and capacity > B > >
DS4 : Provide continuous service " B " "
DS5 : Ensuring the security of systems * B * *
DS6 : Identify and charge costs " B B i}
DS7 . Educate and train users - B * *
DS8 : Manage customer support and incidents * B * *
DS9 : Manage configuration * 3 * *
DS10 : Manage issues * * * *
DS11 : Manage data * 3 * >
DS12 : Manage the physical environment * B * *
DS13 : Manage the operation * B > >
SE 1 : Monitor and evaluate IS performance * * * *
SE 2 : Monitor and evaluate internal control ) B * *
SE 3 : Ensure compliance with external obligations ) B * *
SE 4 : Put in place IS governance * B * *

ANNEXURE B

We have defined three subsystems that make up our EAS-COM system: Strategic-Com, Decision-Com and Processing-Com: they are multi-agent systems
made up of several agents that interact to guarantee the achievement of the goals to which they are Affected. During this interaction, agents intervene to manage
possible workflows. To achieve their objectives, our agents act according to their knowledge and skills. In the following Table I, we summarize the main
characteristics of our agents:

TABLE II. PRINCIPAL CHARACTERISTICS OF EAS-COM AGENTS

Goals

Collector Agent

Receives and transfers IT service coming from Strategic Layer to Manager Agent according to their arrivals.

Manager Agent Categorizes processes included into IT service requested and generates matrix elements {IT Process/frameworks}

igzzttructor Constructs final matrix which represents IT service categorized, and transfers it to DD agent

DD Agent Receives IT service categorized and transfers it to decision layer. Then it waits to receive the result of decision (IT service decided).
Com-In Agent Receives IT service decided from DD agent and transfers it to admin agent

Admin Agent Associates every IT process to processing system according to decision made and generates {IT process/system processing}

Directory Agent

Intervenes to calculate performance of processing system and increment his number of execution after each implementation.

Com-Out Agent

Sends requests to processing systems and receives its responses (processing reports)

Knowledge
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Collector Agent

Data of IT service requested
Vérifier I’identité du Sender

Manager Agent Mapping between IT processes and all existing frameworks
Constructor The result of categorizing IT processes
Agent The parameters of the IT service
Current state of IT service categorized
DD Agent Identity of EAS-Decision
Format of service web to send and to receive
Com-In Agent Current state of IT service decided
Admin Agent List of existing processing systems (mapping between frameworks and systems)

Directory Agent

Function to calculate performance
Increment execution number

Com-Out Agent

Format of web service to send and receive from processing systems
IP address of computers where systems are running

Competences

Collector Agent

Receives IT service from EAS-Strategic

Checks IT service requested structure

Ranks IT services requested according their arrivals date
Sends IT service to Manager Agent

Manager Agent

Categorizes every IT process of the IT service requested

Associates every IT process to the appropriate IT GRC discipline (IT governance, IT Risk and IT compliance)
Associate every IT process to one or more frameworks of best practices

Generates matrix elements {IT process/frameworks}

Transfers categorization results to Constructor Agent

Constructor
Agent

Checks matrix elements structure that are received from Manager Agent
Constructs final matrix (IT service categorized)
Transfers IT service categorized to Decision-COM

DD Agent

Verifies IT service categorized structure
Transfers IT service categorized to EAS-Decision
Receives IT service decided (result of decision)
Checks IT service decided structure

Transfers IT service decided to Processing-COM

Com-In Agent

Verifies IT service decided structure
Transfers it to Admin Agent

Admin Agent

Identifies IT processes and their associated best framework

Consults processing system performance/execution number

Associates every IT process to adequate processing system

Generates processing system notification {IT process/system Processing}
Transfers system processing choice to COM-OUT agent

Directory Agent

Stores processing reports into database
Identifies run time of each processing system
Increments execution number of each implemented processing system

Com-Out Agent

Checks notifications structure

Sends notification system to processing systems chosen (number of notification=number of processes included into the IT service)
Supervises the progression of processing of the IT service

Receives the response of each processing system invoked

Checks processing reports structure

Transfers all reports to Directory Agent
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Fig. 16 summarizes the operation of our multi-agent system. It presents the messages exchanged between the agents when receiving the IT services, the
decision on the best framework to apply and the implementation of the IT processes by the processing systems. These messages are summarized in the following
table (Table I1):

TABLE Il MESSAGES EXCHANGES BETWEEN EAS-COM AGENTS

N° Message Description
1 Inform (IT service requested data) | Message sent by the collector agent to manager agent. It contains the initial data of IT service requested
2 Aggregation (demand- Message sent by a Manager agent to its instances created according to the number of IT processes included in the

categorization) IT service requested.
3 Aggegation (response- Message sent by Manager Agent instances to the Manager agent that asks categorization of IT processes. This last

categorization) one synthetizes all responses.
4 Inform (final-categorization-data) mizslae%ebs;r& gr{atg?eer I\Aggzger Agent to constructor Agent. It contains final data of all IT processes categorized
5 Inform (IT service Categorized) Message sent by Constructor Agent to DD agent.
6 Inform (IT service decided) Message sent by DD agent to Com-In Agent. This message contains data of IT service decided.
7 Inform (IT service decided) Message sent by Com-In agent to Admin Agent. This message contains data of IT service decided.

. . Message sent by Admin Agent to its instances which are created according to the number of IT processes included
8 Aggregation (demand-processing) into the IT service decided.
e Message sent by the admin agent instances to directory Agent in order to get information about concerned
9 Help (demand-info-system) processing system to perform action of processing.
10 Help (response-info-system) ]F:/:Z(s:zz;gsgien;e:)tlsl;:gfnll)lrectory agent to Admin agent’ instances to tell it whether there is information about the asked
11 Aggregation (response-processing) Message sent by Admin Agent” instances to the Admin agent that asks association of IT processes to the
ggreg P P 9 appropriate processing systems. This last one synthetizes all responses.

12 Inform (processing IT service- Message sent by Admin agent to Com-Out agent. It contains final data of IT service demands of processing: every

Demand) IT process is associated with the adequate processing system.
13 Notify (conflicts) Message sent by Com-Out Agent to Admin agent in order to notify it if a processing system is “busy”.
14 Notify (end processing) g/rlgzzgienséent by Com-Out agent to Directory agent in order to notify it that a processing system has finished its
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v

Collector Agent

Manager Agent

Check IT service requested | Splitting IT service per IT process |
structure
- Transfer every IT processto
| Rank IT service requested | manager agent instance

| Transfer IT service requested

| Generates matrix elements |

Constructor Agent

| Check matrix elements structure |

‘ Construct final matrix |

| Transfer IT service categorized |

‘ Transfer categorised result ‘

DD Agent

Check IT service categorized structure

Transfer IT service catesorized to EAS-
Decision

Com-In Agent

Receive IT service decided |

‘ Check IT service decided structure

Check IT service decided structure

Transfer IT service decided to admin
agent

| transfer IT service decided

6

AdminAgent

Identifies IT processes and their
associated best framework

Generates processing system
notification

Transfers system processing choice
to COM-OUT agent

y

112,13

Com-Out agent

Checks notifications structure

Sends notification system to
processing systems chosen

Receives the response of each

AdminAgent instance 1

Consult processing system
parameters

Associate every It processto
adequate processing system

AdminAgent instance 2

Consult processing system

10
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Manager Agent instance 1

Associate IT processto
adequate framework (s)

Manager Agent instance 2

Associate IT process to
adequate framework (s)

Manager Agent instance n

Associate IT processto
adequate framework (s)

 —

Directoty agent

Communicate
processing system
parameters

Strore processing
report into database

parameters

Associate every IT processto
adequate processing system

AdminAgent instance n

Consult processing system
parameters

Associate every It processto
adequate processing system

Identify run time of
each system

Calculate system
performance

Increment execution
number

14

processing system invoked

Checks processing reports structure

Transfers all reports to Directory
Agent

Fig. 16. Summary of Communication between EAS-COM Agents (The Numbers Indicate the Messages in the Previous Table).
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Abstract—The needs and demands of the community for the
ease of accessing information encourage the increasing use of
social media tools such as Twitter to share, deliver and search for
information needed. The number of large tweets shared by
Twitter users every second, making the collection of tweets can
be processed into useful information using sentiment analysis.
The need for a large number of tweets to produce information
encourages the need for a classifier model that can perform the
analysis process quickly and provide accurate results. One
algorithm that is currently popular and is widely used today to
build classifier models is Deep Learning. Sentiment analysis in
this research was conducted on English-language tweets on the
topic "Turkey Crisis 2018™ by using one of the Deep Learning
algorithms, Convolutional Neural Network (CNN). The resulting
of CNN classifier model will then be compared with the Naive
Bayes Classifier (NBC) classifier model to find out which
classifier model can provide better accuracy in sentiment
analysis. The research methods that will be carried out in this
research are data retrieval, pre-processing, model design and
training, model testing and visualization. The results obtained
from this research indicate that the CNN classifier model
produces an accuracy of 0.88 or 88% while the NBC classifier
model produces an accuracy of 0.78 or 78% in the testing phase
of the data test. Based on these results it can be concluded that
the classifier model with Deep Learning algorithm produces
better accuracy in sentiment analysis compared to the Naive
Bayes classifier model.

Keywords—Sentiment-analysis; convolutional neural network;
deep learning; Naive Bayes classifier

I.  INTRODUCTION

The needs and demands of the community for the ease of
accessing information encourage the increasing use of social
media facilities to share, deliver, and search for information
needed. One of the popular social media that is widely used by
people from various backgrounds is Twitter. Twitter provides
facilities with features that are easy to understand for users to
publish daily activities, inform a news or fact, and express
opinions. This makes Twitter still popular today.

Twitter receives tweets from users’ as many as 55 million
messages every day [1]. The number of large tweets shared by
Twitter users every second, making a collection of tweets can
be processed into useful information such as to find out a
review or public opinion about a particular product, service, or
topic.

The process of processing tweet data to get information
requires a method that can find patterns of linkages and classify
these tweets, one of which uses sentiment analysis. Sentiment
analysis is done to classify data into positive, negative and
neutral classes.

The need for a large number of tweets to produce
information encourages the need for a classifier model that can
perform the analysis process quickly and provide accurate
results. One algorithm that is currently popular and widely
used today to build classifier models is Deep Learning. Deep
Learning Algorithm, one of them is Convolutional Neural
Network (CNN) which utilizes the Neural Network concept to
carry out many learning processes applied in analyzing and
predicting processes. The CNN algorithm is inspired by the
workings of human brain neurons which consist of several
layers. Each neuron is interconnected and will forward
information between layers. Information will go through the
iteration and distribution process to each subsequent layer to
produce the final output as needed. This iteration process helps
the machine to learn and identify information so that it will
produce a classifier model that can do the classification process
of new data with a good level of accuracy.

The CNN algorithm is generally more implemented to
analyze and predict two-dimensional objects (images) but there
are several studies that apply the CNN algorithm to one-
dimensional objects such as text. One example of research that
applies the CNN algorithm in text classification is the research
of Yoom Kim (2014) [2]. Based on the research, it was found
that the classifier model with CNN algorithm showed good
classification performance in text classification (such as
sentiment analysis) and since it became the basic standard in
text classification.

Based on the above background, in this research will use
Convolutional Neural Network (CNN) and Naive Bayes
Classifier (NBC) algorithms in the sentiment analysis process
using Twitter data which is expected to produce classifier
models with good accuracy. Accuracy results from the CNN
classifier model will then be compared with the results of the
accuracy of the NBC classifier model; so that it can be seen
which algorithm is capable of producing classifier models with
better accuracy values.
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The limitations of the problem in this research can be
formulated as follows:

1) The sentiment analysis process was carried out related
to the topic "Turkey Crisis 2018" with a tweet obtained from
Twitter totalling 45,443 data based on a hash tag (#) relating
to the topic taken.

2) The tweet used in this research was only an English
tweet.

3) The process of sentiment analysis and the making of
the classifier model in this research use the Python
programming language version 3.6.

4) Classification of tweet data obtained into positive,
negative, and neutral classes using the Text Blob library in
Python.

5) Using Deep Learning algorithm, Convolutional Neural
Network (CNN) and Machine Learning algorithm, Naive
Bayes Classifier (NBC) to build classifier models that can
classify sentiments of new data.

6) Compare the results of the accuracy values produced
by the CNN classifier model with the results of the accuracy
of the NBC classifier model.

7) Visualize the comparison results of the accuracy from
CNN and NBC models into tables and graphs.

The aim of this research is to use Deep Learning algorithm,
namely Convolutional Neural Network (CNN) in the sentiment
analysis process on English tweets related to the topic "Turkey
Crisis 2018" on Twitter data and compare the results of the
accuracy values obtained from the CNN classifier model with
the results of accuracy values from the Naive Bayes Classifier
model to find out which classifier models produce better
accuracy values in text classification.

In the rest of paper, we show briefly the literature review
and related work in Section Il. In Section Ill the research
methodology is presented. The implementation and results
related to our research are also shown in Section IV. The last
section is conlusion and future work of our research.

Il. LITERATURE REVIEW

A. Sentiment Analysis

According to B. Liu (2010) [3], sentiment analysis or
opinion mining is a process of understanding, extracting and
processing textual data automatically to get information on
sentiments contained in an opinion sentence. Sentiment
analysis is done to see opinions or trends of opinion on a
problem or object by someone, whether they tend to have a
negative or positive opinion or opinion.

As in [4], the basic task in sentiment analysis is to classify
the polarity of the text in documents, sentences, or features,
namely whether the opinions expressed in the document,
sentence or feature are positive, negative or neutral.

B. Twitter

Twitter is a website that is a service from microblog, which
is a form of blog that limits the size of each post, which
provides facilities for users to be able to write messages in
Twitter updates containing only 140 characters. Twitter was
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founded by three people, namely Jack Dorsey, Biz Stone, and
Evan William in March 2006 and was launched in July of the
same year.

All users can send and receive tweets via Twitter sites,
compatible external applications (cell phones), or with short
messages (SMS) available in certain countries. Users can write
messages by topic using the # (hashtag). Whereas to mention
or reply to messages from other users can use the @ (et) sign.

The characteristics of a microblogging or Twitter, which
has a status update commonly referred to as tweet totaling 140
characters shorter than other media; can comment on the tweet
made by following by using reply, then it can be written using
the RT @ username function; have their own way of sharing
photos and videos commonly referred to as tweetpic as in [5].

C. Naive Bayes Classifier

Naive Bayes Classifier (NBC) is a text mining method that
can be used to solve opinion mining problems. NBC can be
used to classify opinions into positive and negative opinions.
NBC can function properly as a method of text classifiers.

The Naive Bayes classification algorithm utilizes the
probability theory proposed by British scientist Thomas Bayes,
which predicts future probabilities based on past experience.
The simple NBC algorithm and its high speed in the training
and classification process make this algorithm interesting to
use as a classification method. The classification process is
usually divided into two phases, namely, learning and test. In
the learning phase, some of the data that has been known for
the data class is fed to form an approximate model. Then in the
test phase the model that has been formed is tested with some
other data to determine the accuracy of the model.

In the Naive Bayes Classiffier algorithm each tweet is
represented by a pair of attributes "Xy, Xp, X3, ... X" Where Xy is
the first word, X, is the second word and so on. Whereas V is a
set of tweet categories. At the time of classification the
algorithm will look for the highest probability of all categories
of tweets tested (vmap), Where the equation is as follows:

P(x1,x2,%3xn|vj)P(v})
v = argmax 1
Map ‘gvjev P(x1,%2,X3"%n) @

For P(x1,X2,Xs,.., Xn) the value is constant for all categories
(v) so that the equation can be written as follows:

Vmap = a’"ggl_g‘)/(P(xpxz'% "':xn|Vj)P(Vj) )
J
The above equation can be simplified as follows:
Viap = argmax [Ti, P(xi1v;)P(v)) ®
J

where v; = category of tweets j =1, 2, 3, ... n, in this study j
= 1 indicates a category of negative sentiment tweets, j = 2
indicates a category of positive sentiment tweets and j = 3
indicates a category of neutral sentiment tweets:

P(ilv)
P()

For P (v;) and P (x;| vj ) itis calculated during the training
where the equation is as follows:

probability xi in the category v; ;

probability of v;.
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_ docs;]
P(Vj) " lexample| (4)
- MkFl
P(xl'|v]') " n+|vocabulary| ©
where

P(vj) = The probability of each document against a set of
documents;

P(xi| v; ) = The probability of the occurrence of the word x;
in a document with the class category v; ;

| docs | = number of documents in each category j ;
lexample| = number of documents from all categories;

ny = number of times the frequency of occurrence of each
word;

n = number of frequency of occurrence of words from each
category

There are several forms of representation of the Naive
Bayes Classifier method, including:

1) Gaussian naive bayes: Gaussian Bayes are usually used
to represent the conditional probability of the continue feature
in a class (x; | y), and are characterized by two parameters:
mean and variant.

2) Bernaulli naive bayes: In Naive Bayes Bernaulli,
weighting is carried out using binaries (0 and 1) in weighting
each term, this is different from the calculation of frequency
terms that do weighting on each term.

3) Multinomial naive bayes: Multinomial Naive Bayes
assumes independence between the appearance of words in a
document, without taking into account the order of words and
context of information in sentences or documents in general.
Besides this method takes into account the number of
occurrences of words in the document.

The Naive Bayes algorithm that is often used for text
mining is Multinomial Naive Bayes. Multinomial Naive Bayes
is one of the specific methods of the Naive Bayes method.
Multinomial Naive Bayes is also a supervised learning
machine in the process of classifying text by using the
probability value of a class in a document.

D. Deep Learning

Deep Learning is a branch of science learning based on
artificial neural networks (ANN) or it can be said that the
development of ANN teaches computers to be able to take
actions that are considered natural by humans. For example, to
learn from examples. In deep learning, a computer can learn to
classify directly from images, sounds, texts or even videos. A
computer is trained using data sets labeled and the numbers are
very large which can then change the pixel value of an image
into an internal representation or feature wvector where
classification can be used to detect or classify patterns at input
input [6][9][10][11].

Deep learning method is a method of learning
representation with several levels of representation, where
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representation forms a neural network architecture field that
contains many layers (layers). The deep learning layer consists
of three parts, namely the input layer, hidden layer, and output
layer. In the hidden layer can be made in layers to find the right
algorithm composition to minimize errors in output [6].

Hidden Layer 1

Input Layer Hidden Layerp  Output Layer

Fig1l. Deep Learning Layers.

Fig. 1 illustrates deep learning layers that have p + 2 layers
(p hidden layer, 1 input and 1 output layer). Blue circles
represent neurons. There are one or more neurons in each
layer. These neurons will be connected directly to other
neurons in the next layer [6].

E. Convolutional Neural Network

Convolutional Neural Network (CNN / ConNet) is one of
the deep learning algorithms which is the development of the
Multilayer Perceptron (MLP) which is designed to do data into
two dimensions, for example: images or sound. Convolutional
Neural Network is used to classify the labeled data by using
supervised learning method, the way it works is that there is
training data and there are variables that are targeted so that the
purpose of this method is to group data into existing data.

In general, the CNN layer type is divided into two parts,
namely:

1) Feature extraction layer (feature extraction layer): The
image that is located at the beginning of the architecture is
composed of several layers and in each layer arrangement of
the neurons connected to the local region (local region) of the
previous layer. The first type of layer is the convolutional
layer and the second layer is the pooling layer. At each layer
the activation function is applied with its intermittent position
between the first and second types. This layer accepts image
input directly and processes it until it produces a vector output
to be processed in the next layer.

2) Classification layer: This layer is composed of several
layers which in each layer are composed of fully connected
neurons with other layers. This layer receives input from the
output of the image feature extraction layer in the form of a
vector which is then transformed as in the Multi Neural
Network with the addition of several hidden layers. Output
results in the form of class accuracy for classification.
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[28x28x1) [28x28x32)

(28x28x16)

(éxdxd) [4xdx16)

Input Volume ~ Convolutional Layer 1 Convolutional Layer 2

Fig2. Examples of Convolutional Layer Diagrams [7].

[4x4x16)

y \

[2x2x16)

Max Pooling

Fig3. Examples of MAX Pooling Layer Diagrams [7].

As in [7], Convolutional Layer is a main core of CNN,
where this layer has a collection of filters that can be used to
study input images. Through this layer, the feature will be
extracted and then proceed to the next layer in order to extract
more complex features. Examples of Convolutional Layer
diagrams can be seen in Fig. 2 where the input image size
given is 28x28 and a 4x4 filter or kernel.

Pooling Layer is a resizing process that is a process to
change the size of different input images, one of them is using
the MAX operation. This aims to help reduce the number of
parameters and calculation times needed when training the
network as well as the work of Bui and Chang in [7]. An
example of a Pooling Layer diagram can be seen in Fig. 3.

In Fig. 3, the entered image is 4x4 in size and then resized
into 2x2-sized image with a depth of 16. Each value is at Max
Pooling, for each 4 pixels a maximum value is taken. Seen in
Fig. 3 at 4 pixels in blue, the maximum value to be taken is 5.
At 4 pixels in red, the maximum value that will be taken is 9.
In pixels in green, the maximum value that will be taken is 8.
On pixels in orange, the maximum value to be taken is 7. So as
to produce a reduced image.

And the third layer on CNN is Fully Connected Layer,
where this layer takes all the neurons in the previous layer
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(Convolutional Layer and MAX Pooling Layer) and connects
them to each single neuron that exists, as we can see in [8].

I1l. RESEARCH METHOD

The process of designing a classifier model for sentiment
analysis in this research consists of five stages:

A. Data Retrieval

The first stage of the process of designing this classifier
model is data retrieval using the Twitter API service. The
Python programming language has provided tweepy library
that can facilitate retrieval of data from Twitter. Data is then
saved in .csv or .txt format.

B. Pre-Processing

The second stage is pre-processing, namely the stage where
the tweets that have been obtained will be extracted and
cleaned from noise, namely random or variant errors in
measured variables consisting of RT components, hashtag,
digits, user (@), punctuation, url, and others components that
are considered to interfere with the tweets classification
process. Removing noise object is an important goal of
cleaning data because noise inhibits most types of data
analysis. The flow of the cleaning process can be seen in Fig. 4
below.

Tweets that have been through the cleaning process will
then be classified into three categories of sentiment class
namely positive, negative and neutral using the TextBlob
library. The flow of the data classification process can be seen
in Fig. 5 below.

Data tweet

Negation Handling

Y
HTML Decoding
Remove punctuation, numberr,

' and spedal caracter (#)

UTF-8 BOM X

Removing
Remove White Space
Remove RT and Twitter ID (@) N

Remove Duplicates Data

Remove url (https & www)

v

Case Folding

.
©

Fig4. Flow of Data Cleaning.
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Cleaned Tweet
Sentiment = 1 (pos)

Sentiment = 2 (neg)

Fig5. Flow of Data Classification with TextBlob.

C. Model Design and Training

The third stage is the design and training of classifier
models, the tweets that have been classified as sentiment
classes will be divided into three parts, namely, data train,
validation data, and test data. Data train is used to train new
classifier models using the Convolutional Neural Network
algorithm and the Naive Bayes Classifier.

D. Testing Model

The fourth stage is the testing phase of the classifier model
that has been trained using test data by looking at the value of
the accuracy produced. Calculation of accuracy values is done
using Confusion Matrix to see how much accuracy is produced
by the two classifier models in the training and testing process
so that it can be known which model produces better accuracy
in sentiment analysis.

E. Visualization

In the final stage, it displays the results in the form of
diagrams, graphs and tables.

IV. IMPLEMENTATION AND RESULTS

A. Data Retrieval

Retrieving data from Twitter is first done by making a
Twitter API connection. The first step that must be done is to
create an application on Twitter by visiting the
https://apps.twitter.com/ site to get the keys and access tokens
used to access the Twitter API.

After getting the key and access token, it takes a Python
library that can implement the Twitter API call, one of which is
the tweepy library. The next step is to open the Spyder
software and install the tweepy library to be able to pull data
from Twitter using the Twitter API.

Vol. 10, No. 5, 2019

The next step is to retrieve tweets from Twitter based on
the hashtag (#) or predefined keywords. Tweets taken are only
English-language tweets, taken randomly from ordinary users
or Twitter's official media accounts. The topics discussed in
this sentiment analysis were "Turkey Crisis 2018" and several
hashtags used to search tweets including #TurkeyCrisis,
#TurkeyLira, #Turkey, #Erdogan, and #Trump. The tweets that
were successfully retrieved were English tweets totalling
45,443 data.

B. Pre-Processing

Data from Twitter that has been taken next will go through
the pre-processing stage which consists of the cleaning process
of tweets and the classification process of tweets based on
positive, negative, or neutral sentiment classes using the
TextBlob library. The purpose of pre-processing data is to
transform raw data into a format suitable for analysis.

C. Cleaning Data

At this stage the cleaning process of tweet data from noise
is carried out, namely random or variant errors in measured
variables consisting of RT components, hash tag, digits, user
(@), punctuation, url, and other components that are
considered to interfere with the tweets classification process.

Tweet data obtained from Twitter often contains
components that are not needed and can interfere with the
classification process of tweets so that the need for deletion of
these components. In the Python programming language, the
data cleaning process can use the Beautiful Soup library. After
going through the cleaning process, the tweet initially
amounted to 45,443 to 33,107 clean tweets.

D. Data Classification using TextBlob

The next stage after cleaning the data tweet is the data
classification stage. Tweets that have been cleared from noise
components will then be classified to be divided into three
sentiment classes, namely positive (1), negative (2) and neutral
(0) classes. Data classification at this stage utilizes the
TextBlob library. TextBlob classifies tweets into three
sentiment classes based on their polarity.

Tweets will be classified into positive sentiment class if the
polarity sum of each word in the sentence produces a value
greater than 0 it will be labeled 1. The Tweet will be classified
into the negative sentiment class if the polarity sum of each
word in the sentence produces a value less than 0 it will be
labeled 2. Tweets will be classified into neutral sentiment class
if the polarity sum of each word in the sentence produces a
value equal to 0 it will be labeled 0.

From the 33,107 tweeted and classified tweets, a neutral
category of 14,443 tweets, a positive category of 12,142
tweets, and a negative category of 6525 tweets were obtained.
The tweet data that has been classified will be equalized for
each class of sentiment because the tweet data is uneven and
tends to be neutral. Alignment of the number of tweets will
follow the amount of data in the sentiment class with the least
data, namely the negative class with the number of data 6525.
After leveling, the number of tweets for each sentiment class is
6525.
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E. Model Design and Training

The tweet data that has been through the cleaning process
and the classification process using the TextBlob library will
then be wused to build a classifier model using the
Convolutional Neural Network (CNN) algorithm and the Naive
Bayes Classifier (NBC) algorithm.

F. Split Dataset

Tweets that have been classified as sentiment class will be
divided into training data, validation data, and test data which
will later be used in designing classifier models using the CNN
and NBC algorithms.

The data split in this research was done using the Python
library, the Scikit-learn library with the split_train_test method.
Data will be divided into three parts including:

1) Data Train: the data set used for the learning process by
the classifier model.

2) Data Validation: the data set used to set the parameters
of the classifier and provide an unbiased evaluation of a
model.

3) Data Test: the data set used to assess the performance
of the final model.

G. Designing the CNN Classifier Model

The process of constructing a classifier model for analysis
sentiments using the Convolutional Neural Network algorithm
consists of several stages, namely importing datasets, dividing
datasets, feature extractions using word2vec, tokenization and
padding sequences, designing layers in models, model training
and evaluation, model testing and visualization. Fig. 6 shows
the flow of the design of the classifier model with the CNN
algorithm.

H. CNN Model Training and Evaluation

The training phase is carried out as a process to find the
patterns of linkages between input variables and output
variables from the data studied so that later this model can be
used to analyze sentiment on new data. Based on the data
splitting at the beginning, the data train amounted to 15,655
data with a 33.05% negative share, 33.45% positive, 33.50%
neutral. The training process will be carried out with 10 epochs
and the results of the training model will be stored whenever an
increase in the accuracy value is generated at each epoch.

From the eight (8) classifier models generated from the
training and validation process, the best model is the model
produced at the 3rd epoch because it produces the best
accuracy value of 0.89 and a loss value of 0.33 before the
classifier model become overfitting.

Table 1 will display the accuracy value and loss value
generated by the CNN classifier model at each epoch during
the validation process.

The best classifier model that is produced, namely the
model in the 3rd epoch will then be used to test the test data.
I.  CNN Model Trial of Data Test

The CNN Classifier model that has been trained and
evaluated in the previous stage will be tested with test data to
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see whether the resulting accuracy value will be as good as the
accuracy value at the training and validation stages. The test
data used in this research is the data obtained based on the split
process in the initial part consisting of 1957 data with a 34.18%
negative, 33.67% positive, and 33.50% neutral. Calculation of
accuracy values for the test data is done using Confusion
Matrix to determine the value of precision, recall and f1-score
generated by the model.

From the result of testing using test data, the CNN classifier
model give an accuracy value of 0.88 or 88% with a loss value
of 0.33 or 33%. Fig. 7 will display the classification report
from the CNN classifier model test in the test data using the
Confusion Matrix calculation.

Dataset

i+

| Split dataset into train set, validation set, and test set |

v

| Feature Extraction with Word2Vec

L2

Tokenization and
Padding Sequences

Design Layer

1

Training model Convokutional
Neural Network

v

Evaluation and Testing with
validation set and test set

Visualization

Fig6. Design Flow of CNN Model Classifier.

TABLE 1. ACCURACY AND LOSS VALUE OF DATA VALIDATION IN EACH
EPOCH
Epoch Validation Accuracy Validation Loss
1 0.785 0.569
2 0.869 0.390
3 0.893 0.332
4 0.907 0.370
5 0.893 0.424
6 0.916 0.429
7 0.923 0.465
8 0.926 0.495
9 0.929 0.502
10 0.929 0.525
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Confusion Matrix

predicted_netral predicted_positive predicted_negative

netral 558 34 37
positive 22 572 65
negative 48 36 593

Classification Report

precision recall fl-score  support

netral B.98 B8.89 8.89 629
positive B.89 .87 B.88 659
negative 8.85 8.89 @.87 669
avg / total B.88 B.88 B.88 1957

Fig7. CNN Model Classification Report For Data Test.

J. Visualization of CNN Model Accuracy Results

Visualization is made to make it easier to understand the
results obtained from the training process to the trial. Fig. 8
shows a comparison graph of the validation accuracy value of
the train accuracy at each epoch.

Based on Fig. 8, it can be concluded that the accuracy value
produced by the classifier model during the training process
increases at each epoch. While the accuracy value generated
during the validation process has increased in the first to fourth
epoch, but at the 5th epoch accuracy has decreased. At the 6th
epoch, the accuracy value increases again and starts from the
7th to 10th epoch, the accuracy value is stable.

maodel accuracy

101 — acc
val_acc
0.9
=
@08
=
1=
B
07
0.6
1} 2 4 & 8

epoch

Fig8. Comparison Graph of Validation Accuracy against Train Accuracy.
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0 2 4 B 8
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Fig 9. Comparison Graph of Validation Loss against Train Loss.
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Based on Fig. 9 it can be concluded that the loss value
generated during the training process has decreased in each
epoch while the loss value generated during the validation
process has decreased to the 3rd epoch but starting from the 4th
to 10th epoch loss values are increasingly experiencing which
increase indicates that the classifier model is overfitting. The
best model is the model produced at the 3rd epoch because it
produces the best accuracy value of 0.89 and a loss value of
0.33 hefore the classifier model become overfitting.

K. Design of NBC Classifier Model

The process of building a classifier model with the Naive
Bayes Classifier algorithm in this research consisted of several
stages, namely importing datasets, dividing datasets, feature
extractions, conducting model training on several gram n-
features, testing the accuracy of each gram n-feature model,
validating, testing model and visualization. In Fig. 10 is shown
the process flow design of the Naive Bayes classifier model.

Dataset

| Split data into train set, validation set, and test set |

Feature Extraction

| Training Model Unigram with Condition |

v

Y

v

Accuracy Calculation of
Unigram with stop words

Accuracy Calculation of
Unigram without stop words

Accuracy Calculation of
Unigram without Custom stop words

Accuracy Comparison
Graph

Compare the Accuracy calaulation
(Unigram Model with stop words
get the highest score)

v

v

Training and Accuracy Calculation
of Bigram Model with stop words

Training and Accuracy Calculation
of Trigram Model with stop words

!

with Test Set

Evaluation and Testing Model

Fig 10. Design Flow of the Naive Bayes Classifier Model.
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negative positive netral +total
turkey 4717 4566 4335 14118
the 3321 3562 2848 9731
to 2452 2441 2837 6938
in 1973 1785 1739 5477
of 1653 1884 1519 5856
and 1764 1791 1478 5833
is 1788 1778 1252 4818
wyou 1113 o976 789 2878
on 1128 891 842 2861
not 1217 878 753 2848

Fig 11. Custom Stop Words List.

L. NBC Model Training and Evaluation

The training phase is carried out on several N-gram models
to get the model with the best accuracy value which will then
be evaluated with the Naive Bayes Classifier algorithm. N-
gram is a method for retrieving bits of letter characters of n
from a word. N-gram has three types of processing models in a
sentence; the type of processing includes Unigram for
separating one word in a sentence, Bigram for separating two
words in a sentence, and Trigram for separating three words in
a sentence.

Classifier training models will be carried out on the N-
Gram model with several conditions, among others, the
unigram with stop words, unigram without stop words, and
unigram without custom stop words. Custom stop words are
stop words derived from 10 words that most often appear on
the corpus. In Fig. 11, it shows the custom stop words list in
this study.

Based on the training and validation process carried out on
the three unigram models with the conditions mentioned,
namely with stop words, without stop words, and without
custom stop words, the highest accuracy was generated by the
unigram with stop words model with an accuracy value of
77.82% with the number feature 3000.

After getting the results that the highest accuracy value is
generated from the unigram with stop words model, then an
experiment will be conducted to conduct training and accuracy
testing on the bigram and trigram with stop words models to
see whether there will be an increase in accuracy.

Based on the results of the accuracy obtained from the
unigram, bigram, and trigram with stop words training and
validation processes, the best accuracy values for each n-gram
model are as follows:

1) Unigram: on 3,000 features with validation accuracy of
77.82%

2) Bigram: on 5,000 features with validation accuracy of
75.27%

3) Trigram: on 5,000 features with validation accuracy
74.71%

The Unigram with stop words classifier model that
produces the best accuracy values will then be used to test on
the test data.

M. NBC Model Trial of Data Test

Based on the training process and the validation of the
NBC classifier model in the previous stage, it was known that
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the unigram with stop words model produced the highest
accuracy in 3000 features. At this stage, the accuracy of the
classifier model will be tested for the test data. The test data
used in this research is the data obtained based on the split
process in the initial part consisting of 1957 data with a 34.18%
negative, 33.67% positive, and 33.50% neutral. Accuracy
testing of the data test was done using Confusion Matrix to
determine the precision, recall and f1-score values produced by
each model.

The unigram NBC classifier model which was tested with
the data test gave an accuracy value of 0.78 or 78%. Fig. 12
will display the classification report from the NBC classifier
model test in the test data using the Confusion Matrix
calculation.

N. Visualization of NBC Model Accuracy Results

Fig. 14 shows a comparison graph of the accuracy results
obtained from the training and validation process carried out on
the three unigram models with the conditions mentioned,
namely with stop words, without stop words, and without
custom stop words.

Based on Fig. 13 can be concluded as follows:

1) The best accuracy of unigram without stop words is the
13,000 feature with an accuracy value of 74.55%

2) The best accuracy is unigram with stop words, namely
the 3000th feature with an accuracy value of 77.82%

3) The best unigram accuracy without custom stop words
is the 3000th feature with an accuracy value of 77.72%

null accuracy: 66.79%
accuracy score: 77.82%
model is 11.84% more accurate than null accuracy

Confusion Matrix

predicted_negative predicted_positive predicted_netral

negative 557 72 51
positive 78 528 37
netral 120 84 446

Classification Report

precision recall fl-score support

negative 8.84 @8.69 8.75 658
positive 8.77 B.83 B.868 627
netral 8.75 B.82 B8.78 688

avg / total B8.78 B8.78 B8.78 1957

Fig 12. Unigram Classification Report in 3000 Feature against Data Test.

Without stop words VS With stop words (Unigram): Accuracy
0.78

0.77

o o
~ ~
5 o

Validation set accuracy
[=]
~
B

== with stop words
0.71 === without custom stop words
without stop words

2000 4000 6000 8000 10000 12000 14000
Number of features

Fig 13. Comparison of Unigram Model Accuracy with Conditions.
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N-gram(1~3) test result : Accuracy
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Fig 14. Comparison of Model Accuracy of Unigram, Bigram, and Trigram.

After getting the results that the highest accuracy value is
generated from the unigram with stop words model, then an
experiment is conducted to test the accuracy of the bigram and
trigram with stop words models to see whether there will be an
increase in accuracy. In Fig. 14 can be seen the comparison of
the results of accuracy produced by unigram, bigram, and
trigram with stop words models.

Based on Fig. 14 can be concluded as follows:

1) The best accuracy of Unigram on the 3000 feature with
an accuracy value of 77.82 %.

2) Best accuracy of Bigram on the 5000 feature with an
accuracy value of 75.27 %.

3) The best accuracy of Trigram on the 5000 feature with
an accuracy value of 74.71%.

4) From the three classifier models, the unigram with stop
words model produces the best accuracy values.

O. Comparison of CNN and NBC Classifier Model Accuracy
Values in Data Test

The final result of this research is to find out which
classifier model produces better accuracy in sentiment analysis.
Based on the classification report, the accuracy testing of the
test data carried out in the previous stage shows that the CNN
classifier model produces an accuracy value of 0.88 or 88%
and the NBC classifier model produces the greatest accuracy
value with the unigram with stop words model which produces
an accuracy value of 0.78 or 78%. The following is a table of
the results of the classification report comparison test data test
from the two classifier models.

TABLE II. CoMPARISON OF CNN AND NBC CLASSIFICATION REPORTS
AGAINST DATA TEST
Precision Recall f1-Score Support
CNN | NB CNN | NB CNN NB CNN | NB
Netral 0.90 0.84 | 0.89 0.69 | 0.89 0.75 | 629 650

Poitive 089 | 077 | 0.87 | 0.83 | 0.88 0.80 | 659 627

Negative | 0.85 | 0.75 | 0.89 | 0.82 | 0.87 0.78 | 669 680

Total 088 | 0.78 | 0.88 | 0.78 | 0.88 0.78 | 1957 | 1957

Vol. 10, No. 5, 2019

Based on the comparison results in Table Il it can be seen
that the results of precision and recall obtained from the CNN
classifier model is 0.88 (88 %) while the precision results
generated by the Naive Bayes unigram with stop words
classifier with 3000 features are 0.78 (78 %). These results
indicate that the classifier model with Convolutional Neural
Network algorithm can provide better accuracy results
compared to the Naive Bayes classifier model in sentiment
analysis.

V. CONCLUSION AND FUTURE WORKS

The sentiment analysis conducted in this research uses
English-language tweets obtained from Twitter using the
Twitter APl related to the topic "Turkey Crisis 2018". The
whole sentiment analysis process starts from the data retrieval
process, data classification with TextBlob which divides tweets
into positive sentiments, negative sentiments, and neutral, and
the use of Convolutional Neural Network and Naive Bayes
Classifier algorithms is done using the Python programming
language.

The use of Deep Learning algorithm, Convolutional Neural
Network in sentiment analysis has been successfully carried
out in this research. The model architecture used in
constructing this classifier model uses Keras Functional API
model with the number of convolutional layers used is 3 layers
with the addition of the kernel filter on each layer with the
number 100 filters and kernel size will adjust the n-gram
concept that will used in each convolutional layer, namely,
bigram (2), trigram (3), and fourgram (4). The activation
function used in the convolutional layer is ReLu. Three 1D
max pooling layers are used in this model architecture to
extract the maximum value from each filter. One fully
connected layer with dropout is used to process the output from
the max pooling layer with a total of 128 neurons. The output
layer will consist of 3 neurons with the softmax activation
function.

The CNN classifier model that has passed the training and
evaluation process produces an accuracy value of 0.89 or 89%
and in the test data testing process produces an accuracy of
0.88 or 88%. The accuracy results are then compared with the
accuracy of the Naive Bayes classifier model. This comparison
of accuracy shows that the CNN classifier model has better
accuracy values than the Naive Bayes classifier model which
produces an accuracy of 0.78 or 78%. From these results it can
be concluded that the classifier model with Deep Learning
algorithm produces better accuracy in sentiment analysis
compared to the NBC classifier model.

Based on the results of the conclusions that have been
described, it can be suggested that several things for further
improvement and development include:

1) Retrieving tweet data from Twitter in greater numbers
so that the classifier model can provide better accuracy in
sentiment classification.

2) Comparing with other deep learning or machine
learning algorithms.

3) The classifier model that has been built in this research
is expected to be made into an application (front-end) either
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desktop or website based to be utilized in analyzing
sentiments on tweet data.
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Abstract—The paper informs about the digital legacy and its
related concepts of posterity rights and digital memorabilia. It
also deals with the right to exercise the digital posterity
concerning the social networking profiles (SNP) on social
networking sites (SNS). Digital Memorabilia is the compendium
of people’s social profiles and the digital artifacts accumulated in
the name of people in online or virtual world, it can give people
an online space to connect to and be remembered online even
after their demise, showing the many dimensions of their real
world personality. The paper proposes a model using multiple
logistic regression technique of machine learning to predict the
users that will opt for a digital memorial dependent upon
different factors such as age, frequency of using SNPs, awareness
about digital assets and digital legacy, awareness about privacy
rights concerning digital assets and awareness about rights to
posterity.

Keywords—Digital assets; digital legacy; digital posterity;
digital executers; digital memorabilia; SNP (Social Networking
Profiles); SNS (Social Networking Sites)

I.  INTRODUCTION

From the past 10 years: demise, passing and online loss
customs in the world are together forming an expanding field
of attention in today’s world [5]. Most of the research
nowadays is nationally based and directed on discoursed
examination of particular fields such as practices related to
demise, interment traditions, and crypt traditions [9].
Although, in recent years, the area has expanded and has
become more cross-punitive with the introduction of more
networks across countries [1]. Work in online demise and
memorial customs form a fast developing area of research,
which directs on how death and misery are dealt with on
several online platforms and social media such as Facebook,
Twitter, etc. Moreover, this also questions how the online
media [2] may be disguising our ways of mourning and
harrowing. Every online platform has different features
amongst which the online media share is one of the very
important features for sharing and interacting with people
whom we don’t usually meet [8]. Now, we have entered into
the social media phase, where people don’t hesitate in
uncovering truth and realities of their life to cite an example
for the fame #MeToo is a living example. In fact, people share
all their emotions, grieve and show support to the people they
favor [2]. These memorials also allow people to participate in

Dr. Munish Sabharwal?

Associate Dean & Professor
Department of Computer Science Engineering
Chandigarh University, Mohali, India

their friends’ and relatives’ funeral process from any part of
the world and at any time of the day or night [4]. In some
sociologists’ views, such people’s exhibition of grief is
significant for inner recuperation after deprivation [10].
Accessibility of low-cost or free space available online will
allow pallbearer to include ample contents such as stories and
discussions [15]. Facebook allows users with the chance to
keep the deceased aside their lives by sharing posts on their
walls during the birthdays and holidays in their lives or the
grieving life [7]. These memorials also give the deprived the
power to have the deceased’s social media page if they want
to be remembered of their good memories they once shared
online with the deceased [12]. Continuous vows and
conveying the feelings towards the person who are no more
can be regarded as a remedy to the bereaved [14].

There is a need for a Digital Memorabilia of people’s
social presence in virtual space, which is a compendium of the
digital artifacts of individual’s online presence over a life
span, showing the different facets of his personality and is live
for an extended period, for the individual to be remembered
for long on the online space by their friends.

In the following sections, we will focus on the previous
works in the related area and the gap that is created by those
research papers. The paper shows the technical aspect of the
digital legacy: posterity rights and digital memorabilia by
proposing a machine learning model using multiple logistic
regression technique.

Il. LITERATURE REVIEW

Sudan A. et al.,, 2019 [1], in their review paper have
explained different categories of digital assets, social media
types as well as the concept of digital legacy. They have also
explained different contexts of privacy rights which are
concerned about people’s digital legacy and what should be
done to their assets after their demise. The digital posterity
explains the passing of all the assets to their digital executers
after the demise of the person.

According to the author, Cerrillo-i-Martinez, A., 2018 [2],
digital footprint consists of three mechanisms: legal certainty,
effectiveness and transparency. They must also respect the
desires communicated by the user, their digital executers and
provide enough certainty to allow a digital resources user a
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never-ending rest in the online world. In the research paper of
Peoples, C., & Hetherington, M., 2015 [3], they had created a
survey to capture perceptions of users on digital cloud
footprints. The results of which shows that users are generally
not aware about their digital footprints and digital legacy. The
survey includes people of every age group and of different
places who came from a range of employment backgrounds.

This part of literature focuses on user interface frameworks
and models designed for the digital legacy and its associated
technologies. Byrd G., 2016 [4] in his study shows the high-
level interaction between the digital legacy user interface, its
users and the other online services such as cloud services. He
made a functional design where users can add an account,
amend an account, add a site, etc. Users can manage their
account such as password and other information related to it.
Users can also have an option to design their own digital
memorial page where they can record their information.
Whittaker, S., Bergman, O., & Clough, P., 2010 [5] in their
paper have examined the effects of technologies related to
digital photography which people had stored online for longer
term. Due to poor organization of the digital contents, this
study performed poorly. Another framework that ensures
people to understand how to protect and pass on their digital
legacy to their digital executers is given by Norris, J., &
Taubert, M., 2016 [6]. The authors have made six steps
framework that is associated with digital assets and digital end
of life. It shows three categories which are digital assets,
connected devices and digital legacy. In the field of digital
legacy, another authors named Gulotta, R., Faste, H., &
Forlizzi, J. (2012) [7] have created a tool called Revelado
where users can store their information online so that their
information can be accessed by their future generations and be
remembered online forever. Kang, Y. S., & Lee, H., 2010 [8],
brings out the author’s attempt to propose a model to find out
customer’s satisfaction so as to design some investment
strategy of retaining customers.

Some studies have highlighted the importance of public
thoughts and reviews about digital legacy and posterity rights.
Waagstein, A., 2014 [9] has collected data in the form of
questionnaires mostly in semi-structured form. The questions
were mostly related to digital legacy and digital artifacts. The
authors concludes by discovering patterns and by making a
summary of the interviews performed and in-depth readings
were performed on some statements. The study by Gulotta,
R., et al., 2013 [10] brings out the viewpoint of parents and
focuses on finding the point of view of parents about the
passing of digital materials in future. On the basis of their
responses a system can be designed that can be used as
provocative and speculative artifacts. The author had used
diagrams and themes to interpret the findings. In the view of
college students, Pempek, T. A. et al., 2009 [11], have
highlighted experiences of college students of social
networking on Facebook. They have proposed different
factors such as frequency of Facebook by college students,
gender, etc. They conducted surveys to find out the purpose of
using Facebook by these college students. Another work
which was done on this is by Massimi, M., & Baecker, R. M.,
2010 [12] where the authors have presented the survey in the
form of questionnaires to examine the use of technology and
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other digital techniques to remember the deceased. Correa, T.,
et al., 2010 [13] shows the relationship between social media
and personality predictors with respect to various factors such
as gender, age, etc. The author has proposed various
hypotheses in response to social media and personality
predictors. These hypothesis are extraversion, emotional
stability and openness. Both the personality predictors and
social media showed how much these hypotheses have had an
impact related to digital media. Petrelli, D., & Whittaker, S.,
2010 [14] have conducted some fieldwork and compare the
physical and digital work. They concluded the work with
some digital limitations and design guidelines associated with
it. Rubin, H. J., & Rubin, I. S., 2011 [15], in their book have
conducted qualitative interviews to identify the gathering style
of data. They describe detailed qualitative interviewing to
underline philosophy related to project design and analysis.

This section of literature focused on the various factors
related to social networking sites and social networking
profiles. Lin, K. Y., & Lu, H. P., 2011 [16], the authors have
focused on various factors that affects user’s joining social
networking sites by applying some network externalities and
motivation theory. This is applied to find out why people are
that desperate to join social networking sites. The factors
involved here are age, gender, occupation, education and
Facebook services. To find the reason behind the increase in
usage of social media, the authors Lee, J., & Suh, E., 2013
[17] have wused three theories to examine people’s
characteristics. These theories are Technology Acceptance
Model (TAM), Innovation Diffusion Theory (IDT) and
Network externality. Based on these theories, they find out
some positive significant effects of SNS. In another research
Sago, B., 2013 [18], has highlighted the various factors that
influence adoption of social media and frequency. He
examined the adoption factors for four platforms Facebook,
Pinterest, Twitter, Google+ and the factors used are
awareness, enjoyment, knowledge, reasons used, usefulness
and ease of use. Kane GC et al., 2009 [19], in their study have
stated the importance of social media in person’s life. They
highlighted how the social media platforms promote
relationships. The authors have taken the example of health
care industry to show the importance of social media
platforms. Munish Sabharwal et al., 2012 [20] conducted a
study with the objective to find out whether the selected
Indian scheduled banks have presence on the Social
Networking Media or not.

Few studies also focus on the life of famous media
personalities after death, Sherlock, A., 2013 [21] has stated the
reason and importance of conservation of famous personalities
and the effect of social media on their careers. Even after their
death, their followers will not go unwane due to digital
technologies proposed by the author.

This section review studies highlighting the importance of
digital artifacts in relation to digital legacy and the problems
associated with it. Banks, R., 2011 [22] has highlighted the
importance of managing the digital artifacts and also explans
how to inherit those contents in the future. He wants to
explore the technology that could help the people realize their
potential. In another article, Banks, R., Kirk, D., &Sellen, A.,
2012 [23] state the importance of artifacts in the life of people
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as it can act as a trigger to remember someone after his
demise. They highlighted on such artifact in this paper which
is their heirloom. In this paper they suggested a design case
study for the process of inheriting person’s assets.

The study by the authors Romano, J. et al., 2011 [24] have
focused on the life they have lived even after their death. They
have thrown the light on the life of the person after their
demise but online. They have pointed out different plans such
as what could be done for the artifacts left behind by the
person.

The next™ two papers discuss the privacy rights of digital
legacy. Edwards, L., & Harbina, E., 2013 [25], in their article
have emphasized on the privacy rights of digital legacy of the
deceased. They have given different defamation and moral
rights for the regulation of post-mortem privacy. Gotved, S.,
2014 [26] have offered a systematic way to keep track of
people’s timeline and their digital context related to physical
death of the person. Bellamy, C. et al., 2013 [27] has pointed
out the difficulties which are involved in conserving and
leaving digital legacy online after the demise of a person.
They pointed out several problems related to digital legacy,
one of which is passing on digital music and books as it could
lead to copyright issues. The next paper focuses on the
sentiments and artifacts of the person, Kirk, D. S., & Sellen,
A., 2010 [28] highlighted the sentiments and artifacts related
to the person and the nature of thing. The authors explained
the practices to keep sentimental artifacts of the person.
Wiegand, D. L. M. et al., 2008 [29] in their article address
issues related to dying research. They imposed some
challenges related to informed consent, data collection, etc.

This part of literature describes the different
memorialization practices and issues dealing with it. Walter,
T. et al., 2012 [30] research is divided into two parts; the first
part explains the practices related to dying and
memorialization and the second part describes the concepts
related to these practices. Odom, W. et al., 2010 [31], this
paper describes the problems and issues about death and
memorialization. The authors conducted in-depth interviews
about the issues related to bereavement.

The result of the above literature is that most of the papers
talked about the survey concerning the awareness of digital
legacy of the people, whereas some of them talked about
designing some digital memorial of people using their social
networking profiles but none of them pointed out the technical
aspect related to the digital legacy: digital posterity and digital
memorabilia.

The studies by Munish, first [32], facilitated the researcher
in overall preparation of literature review and planning for the
overall research and the second [33], assisted in analysis.

I1l. METHODOLOGY

A. Data Collection

To get people’s opinion with regard to digital awareness, a
questionnaire is made and has been distributed in the form of
survey on the basis of different age groups, gender and
different online platforms the respondents engage in.

Vol. 10, No. 5, 2019

The data used for this study were collected by forming the
questionnaires related to different aspects of digital legacy
such as the first section answers their personal questions, the
second answers the matter related to digital legacy and the
privacy rights related to digital legacy and the third answers
the matter of the digital posterity and rights concerning their
digital posterity. The questionnaires were distributed to people
of different age groups and of different fields through Google
forms. Based on the data, a model would be created for digital
memorial of people based on their social networking profiles.

B. Analysis
The bar chart between posterity rights vs. age group is as
follows in Fig. 1.

Below are the summarized responses in the form of pie
charts and bar charts which we got from the questionnaires
distributed through Google forms over the web which is
shown in below figures from Fig. 2 to Fig. 13.

Bar Graph for age group vs postety rights

. N

Fig. 1. Bar chart between Age Group and Posterity Rights.

Age Group

Q1.)For which of the following purposes do you use IT devices(PC,
Tablets, Smart Phones etc)and internet:

Creating / Storing / Sharing
Digital Do

(NetBanking/Dema.

Administrative Transactions
(PAN Aadhaa

Fig. 2. Response of People: Purpose of using IT Devices.

Social Networking Applications & Recreational purpose:

aaaaaaaa y o1 LU
Networking Profil

Video Sharing(Using Vine, F8|
&tc)

Photo sharing(using,
Instagram, FB etc)

Blogging (using Blogspot efc)
E-Bool
Making Websites, Pro

Fig. 3. Response of People: Social Networking Applications.
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Fig. 4. Response of People: Awareness of Digital Assets and Digital Legacy.
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Fig. 7. Response of People: Percentage of Respondents having SNP. Fig. 12. Response of People: Options to Exercise Right to Posterity.
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IV. RESULTS AND DISCUSSIONS

To assess the people’s opinion on posterity rights, we had
performed logistic regression analysis to predict a machine
learning model from the data set we have got from Google
forms.

First step was to identify dependent and independent
variables. We will take dependent variable a categorical data
in the form of YES or NO as if given an opportunity, would
you like to exercise your rights to posterity (it is about
announcing in advance what should be done with your SNPs
or deciding the legal inheritor of your SNPs).

The independent variables were taken after analyzing the
responses from respondents and factors such as age, frequency
of using SNPs, awareness about digital assets and digital
legacy, awareness about privacy rights concerning digital
assets and awareness about rights to posterity from the given
set of variables from the dataset were chosen as independent
variables.

We applied multiple logistic regression to predict the
relationship between posterity rights and various independent
variables one of them being taken as age group.

Multiple Logistic Regression was applied on the collected
dataset using Anaconda framework with Python with SciKit
learn API.

The result of the logistic regression is given below in
Fig. 14.

Below is the classification report of the model shown in
Fig. 15.

Optimiz erminated successfully.
function value: 0.346886

-

Results: Logit

Pseudo R-squared: 0
AIC:
08 21:15 BIC: .
Log-Likelihood: -30.179
LL-Null: 1

LLR p-value:

nt Variable

Fig. 14. Result of Multiple Logistic Regression.

precision  recall fl-score support

0.00 ]

00 0,90 22

micro avg 0.81 0.81 0.81 2
Macro avyg 0.41 0.50 0.45 27
weighted avg 0,66 0.81 0.73 27

Fig. 15. Computation of other Parameters Such as Precision, Recall, F-
Measure and Support based on Factors.
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V. CONCLUSION

The accuracy of the model is 81%. So, the model we have
predicted has done fairly well. The study results indicated that
our research model reveal good descriptive ability to predict
user’s persistent purpose whether to exercise their rights to
posterity or not under various factors such as age, frequency
of using SNPs, awareness about digital assets and digital
legacy, awareness about privacy rights concerning digital
assets and awareness about rights to posterity, giving a new
way for researchers to inspect in future research work in
related areas.

VI. FUTURE SCOPE

The data set can be large so that more accurate model can
be predicted in future and to get high accuracy, we can apply
other technique other than regression.

Further research should endeavor to acquire more samples
for more various SNS user type to validate our research model
and to examine the differences among users. Moreover, we
can add more factors or constructs such as self-efficacy,
altruism etc. to give model a more precise view.
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Abstract—The Internet of Things (loT) and Artificial
Intelligence (Al) have been employed in agriculture over a long
period of time, alongside other advanced computing technologies.
However, increased attention is currently being paid to the use of
such smart technologies. Agriculture has provided an important
source of food for human beings over many thousands of years,
including the development of appropriate farming methods for
different types of crops. The emergence of new advanced IoT
technologies has the potential to monitor the agricultural
environment to ensure high-quality products. However, there
remains a lack of research and development in relation to Smart
Sustainable Agriculture (SSA), accompanied by complex
obstacles arising from the fragmentation of agricultural
processes, i.e. the control and operation of 10T/Al machines; data
sharing and management; interoperability; and large amounts of
data analysis and storage. This study firstly, explores existing
1o0T/Al technologies adopted for SSA and secondly, identifies
10T/Al technical architecture capable of underpinning the
development of SSA platforms. As well as contributing to the
current body of knowledge, this research reviews research and
development within SSA and provides an 10T/Al architecture to
establish a Smart, Sustainable Agriculture platform as a solution.

Keywords—Smart Agriculture; Internet of Things; loT;
Artificial Intelligence; Al; Fragmentation; Smart Sustainable
Agriculture solutions

I.  INTRODUCTION

Agriculture forms a critical activity vital to the survival of
humanity for approximately many thousands of years [1].This
relationship has resulted in the advancement of agricultural
activities, initially through the time-consuming methods of
traditional agriculture [2]. The current recent rapid increase in
in the global population (predicted to rise to 8.9 billion by
2050) has now led to an urgent need to balance demand and
supply through the use of new technologies [3] to increase food
production [4, 5]. This development places pressure on natural
resources, with agriculture now consuming 70% of the world’s
fresh water supply for the purposes of irrigation. Limited
resources and the impact of climate change will therefore lead
to considerable challenges in producing sufficient high quality
food to support the population [6]. Smart Agricultural is a
global initiative to preserve resources and maintain sustainable
agriculture [7]. Recently, researchers have adopted the Internet
of Things (1oT) [8, 9], with a number of studies emphasizing
the adoption and implementation of loT in agriculture,
farming, and irrigation [10]. Around the globe, many private
companies and organizations are now focusing on investigating

new technologies to create a smarter agriculture environment.
These include mechanical and economic aspects, engineering,
food retailers and computing. However, agricultural processes
are fragmented, resulting in a number of issues, i.e. difficulties
in operating and managing smart machines, data sharing and
management, data analysis and storage [11, 12]. It is therefore
important to facilitate cooperation when developing standards
for smart agriculture, while also enhancing interoperability
among different stakeholders, systems and technologies [13].

The use of 10T and Al technologies has the potential to
result in a positive transformation of traditional agriculture [3],
including: (a) improved use of data collected from smart
agriculture sensors; (b) managing and governing the internal
processes within the smart agriculture environment (including
the management of the harvesting and storage of crops); (c)
waste reduction and cost saving; (d) increasing business
efficiency by means of automating traditional processes; and
(e) improving the quality and volume of products [14]. A major
challenge is to provide farmers with the required information in
a rapid manner [15]. Al therefore has significant potential to
address the urgent challenges faced by traditional agriculture.
There has, over previous decades, been considerable research
and application of Al, including in: (a) smart agriculture; (b)
robotics; (c) agricultural optimization management; (d)
automation; (e) agricultural expert systems; (f) agricultural
knowledge-based systems; and (g) decision support systems
[16].

There remains a lack of research and development in
relation to Smart Sustainable Agriculture (SSA), accompanied
by complex obstacles arising from the fragmentation of
agricultural processes, i.e. the control and operation of 10T/Al
machines; data sharing and management; interoperability; and
large amounts of generated data analysis and storage.
Therefore, this study firstly, explores existing loT/Al
technologies adopted for SSA and secondly, establishes an
10T/Al technical architecture to underpin SSA platforms, in
order to tackle fragmentation in traditional agriculture
processes and enrich the research and development of future
smart agriculture worldwide via establishment of a Smart,
Sustainable Agriculture platform as a solution.

There now follows an outline of the methodology
underpinning this research, supported by related work
highlighting the history of smart agriculture, smart and
advanced computing technologies and examples of loT/Al
technologies in current agricultural practices. This is supported
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by an in-depth discussion of Smart Agriculture and loT/Al
SSA technical architecture, along with the most significant
outcomes from this study. The paper finishes with concluding
remarks and plans for future work.

Il. BACKGROUND

Due to the lack of literature concerning the development of
10T frameworks for SSA, this study focuses on: (a) the history
of smart agriculture, its potential and challenges; (b) smart and
advanced computing technologies; and (c) existing smart,
sustainable agricultural frameworks.

A. Smart Sustainable Agriculture

There has recently been considerable research into SSA,
employing various different terms, including Precision
Farming, Smart Irrigation and Smart Greenhouse. This paper
commences with an examination of these concepts to
determine the definition of SSA used in this study.

Precision Farming refers to a method of managing farms
and conserving resources through the use of loT and
Information and Communication Technologies (ICT). It
obtains real-time data concerning the condition of farm
elements, (i.e. crops, soil and air) to protect the environment
while ensuring profits and sustainability [15]. Smart Irrigation
is a method of improving the efficiency of irrigation processes
and reducing water losses, while conserving existing water
resources using loT-based smart irrigation systems [16].
Drones are employed in many agricultural applications,
including monitoring field crops and livestock, and scanning
large areas, while sensors on the ground collect a huge range of
information [13]. Smart greenhouses promote the cultivation of
crops with the least degree of human intervention possible,
through use of continuously monitored climatic conditions (i.e.
humidity, temperature, luminosity and soil moisture),
triggering automated actions based on the evaluated changes
and implementing corrective action to maintain the most
beneficial conditions for growth [17].

Farm Management Systems (FMS) can assist farmers with
a variety of collected information, by managing and controlling
various tracking devices and sensors. The collected
information is analysed for the undertaking of complex
decision-making tasks before being placed in a storage
medium. This enables the use of the most effective agricultural
data analysis practices [18]. Soil Monitoring Systems help to
track and improve the quality of soil through the monitoring of
its physical, chemical, and biological properties. Livestock
monitoring systems provide real-time assessment of the
productivity, health and welfare of livestock, to promote the
health of animals [19]. The 10T/Al SSA platform Cloud offers
real-time information to farmers to facilitate decision-making
and reduce operational costs, while at the same time enhancing
productivity. Following a review of a considerable amount of
research, we define SSA as the utilization process of 10T/Al
technologies to establish, monitor, manage, process and
analyse data generated from various agricultural resources,
such as field, crops, livestock and others to ensure the
sustainability and quality of agricultural products and further
enrich decision-making taken by stakeholders.

Vol. 10, No. 5, 2019

B. Smart and Advanced Computing Technologies

This section provides an overview of appropriate
technologies underpinning the development of smart,
sustainable agriculture platforms, including: loT; Big Data
Analytics (BDA); Cloud Computing (CC); Mobile Computing
(MC); and Artificial Intelligence (Al):

1) Internet of Things (IoT): 10T is a technology aimed at
connecting all intelligent objects within a single network, i.e.
the Internet. It involves all kinds of computer technologies,
both (a) hardware (i.e. intelligent boards and sensors) and
(b) software (i.e. advanced operating systems and Al
algorithms). Its primary target is the establishment of
applications for devices, in order to enable the monitoring and
control of a specific domain. It has been widely adopted in
many areas, i.e. industrial business processes; home machines;
health applications; and smart homes and cities. loT
connectivity encompasses people, machines, tools and
locations, aiming to achieve different intelligent functions from
data sharing and information exchange [17]. However, it is
primarily used in agriculture for management of agricultural
products within gathered real-time data, alongside:
(1) searching; (2) tracking; (3) monitoring; (4) control; (5)
managing; (6) evaluating; and (7) operations within a supply
chain [1, 9].

2) Big Data Analytics (BDA): BDA refers to the large
volume of data gathered from different datasets sources over a
long period of time, i.e. sensor, Internet and business data. The
datasets used in this technology surpass the computational and
analytical capabilities of typical software applications and
standard database infrastructure. Its primary task is to capture,
store, analyze and search for data, as well as seeking to identify
concealed patterns in the gathered data. Thus, BDA involved
the utilization of: (a) tools, (i.e. classification and clustering);
(b) techniques, (i.e. data mining, machine learning and
statistical analysis); and (c) technologies (i.e. Hadoop and
spark). These go beyond traditional data analytical approaches,
being employed to extract beneficial knowledge from a
considerable amount of data, in order to facilitate timely and
accurate decision—making [17]. However, the use of BDA in
agriculture focusses on management of the supply chain of
agricultural products, in order to enhance decision-making and
minimize the cost of production cost. It is also employed for
the analysis of the properties of different types of soil for
classification and further enhancement. Furthermore, it is
useful for the improved prediction and production of crops.

3) Cloud Computing (CC): CC has is a recent and rapidly
growing phenomenon within IT [18]. The Cloud is not
restricted to a particular business domain, but has been
implemented to underpin and support various software
applications and platforms [19]. It offers easy access to the
Cloud provider’s high-performance and storage infrastructure
over the Internet, with one of its main benefits being to conceal
from users the complexity of IT infrastructure management
[20] [21]. NIST [22] defined CC as “a model for enabling
convenient, on-demand network access to a shared pool of
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configurable computing resources (e.g. networks, servers,
storage, applications and services) that can be rapidly
provisioned and released with minimal management effort or
service provider interaction”. The Cloud can be seen as high
virtualization method for datacenter infrastructure distributed
over a wide geographical area, linked by means of high
bandwidth network cables providing a variety of virtualized
services. These include entire infrastructures, as well as small
software applications and different types of services, i.e. high-
performance computing and large scalable storage services
based on a pay-per-use model. CC can be divided into four
main layers: (1) hardware; (2) infrastructure; (3) platform; and
(4) application [23]. The delivery of Cloud services can
generally be divided into three different models: (1)
Infrastructure-as-a-Service (laaS); (2) Platform-as-a-Service
(PaaS); and (3) Software-as-a-Service (SaaS) [24, 25]. CC is
considered the most effective method of storing agricultural
data, along with 10T [1].

4) Mobile Computing (MC): MC refers to infrastructure in
which data processing and data storage take place externally to
the mobile device [26]. MC applications transfer computing
power, processing and data storage from mobile devices in the
Cloud [27, 28]. MC has had a considerable impact on modern
daily life, due to the availability and low cost of purchasing and
communication. It is now widely used in every field, including
the agricultural sector [29], in which MC systems collect and
send daily data to farmers, informing them of both the
production status and weather conditions [29]. It is crucial to
use automatic Radio Frequency Identification (RFID) efficient
traceability systems to store and access data on electronic data
chips in a more rapid and accurate manner. It has been
primarily applied to the logistics of industrial products, for the
purposes of identification and to check delivery processes [30].

5) Artificial Intelligence (Al): Al has been employed in
smart systems over a long period of time[31], being the science
of creating intelligent machines to facilitate everyday life [32].
Al covers many areas, including computer vision, data mining,
deep learning, image processing and neural networks [16, 33].
Al technologies are now emerging to assist and improve
efficiency and tackle many of the challenges facing the
agricultural industry, including soil health, crop yield and
herbicide-resistance. According to Sennaar [34], agricultural
Al Cloud applications fall into three main categories, as
discussed below.

a) Robots: these are developed and programmed to
handle fundamental agricultural tasks (i.e. harvesting crops)
more rapidly and with a higher capacity than human workers.
Examples of robotic applications include: (a) See and Spray
(i.e. a weed control robot) and (b) Harvest CROQ (i.e. a crop
harvesting robot). Agricultural robots have the potential to
become valuable Al applications, i.e. milking robots.

b) Monitoring Crop and Soil: this employs computer
vision and deep-learning algorithms for processing captured
data by sensors monitoring crop and soil health, i.e. the PEAT
machine for diagnosing pests and soil defects, based on deep
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learning application known as Plantix that identifies potential
defects and nutrient deficiencies in the soil. A further example
is Trace Genomics, a machine learning based service for
diagnosing soil defects and providing soil analysis services to
farmers. This uses machine learning to provide farmers with a
sense of both the strengths and weaknesses of their soil, with
the emphasis being on the prevention of poor crops and
optimizing the potential for healthy crop production. A
SkySquirrel technology is an example of the use of drones and
computer vision for crop analysis.

c) Predictive Analytics: This analysis captured data,
based on machine learning models capable of tracking and
predicting various environmental impacts on crop harvest, i.e.
changes in weather. Examples of such Al technologies include
(a) aWhere (i.e. prediction of weather and crop sustainability)
and (b) Farmshots (i.e. monitoring of crop health and
sustainability). Crop and soil monitoring technologies are
important applications for addressing issues related to climate
change. 10T/Al technologies (such as drone and satellite) that
generate a large amount of data on a daily basis have the
potential to enable agricultural production to forecast changes
and detect opportunities. It is predicted that, over the coming
years, 10T and Al applications will attract a considerable
degree of interest from large industrial agricultural enterprises
[34].

The benefits and advantages of the agricultural use of loT
are as follows: (a) efficiency of input; (b) cost reduction;
(c) profitability; (d) sustainability; (e) food safety and
environmental protection [35]. However, Ferrdndez-Pastor, et
al. [36] considered SSA to contain a number of barriers
potentially hindering its adoption: (a) initial expectations and
advantages remaining unfulfilled; (b) complexity of technology
and incompatibility of components; (c) a lack of products; and
(d) the high cost involved in the establishment and
maintenance of such facilities. To ensure the adoption and
improvement of smart technologies in the agriculture sector, it
is vital for farmers to be trained and given up-to-date
knowledge of 10T/Al technologies. Furthermore, it is crucial to
test and validate 10T/Al applications, due to the high risk
involved in the adoption of these technologies in a critical
sector, along with the influence of environmental factors.

C. Examples of 10T/Al Technologies in Current Agriculture
Practices

There are many types of loT and Al sensors and
applications in current agricultural studies and development.
Table 1 provides an overview of the most commonly employed
10T/Al platforms/technologies found in smart agriculture.

D. Examples of an Existing Al/loT Research in Smart
Agriculture

There are a number of specific challenges that need to be
considered before investing in smart agriculture, primarily
those falling into the following categories: (1) hardware;
(2) data analysis; (3) maintenance; (4) mobility; and
(5) infrastructure [56]. Nonetheless, there are many research
efforts in the field of l0T/Al to support the creation and
establishment of SSA, as shown in Table 2.
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TABLE I. EXAMPLE OF I0T/AIl APPLICATIONS IN SMART AGRICULTURE

Category

Tool/Company

Description

Climate
conditions
Monitoring

allMETEO [37]

A portal to manage loT micro weather stations, to gather real-time data access and create a weather map. It also
provides an API for easy real-time data transfer into developed or existing infrastructure.

[38]

Smart Elements

A collection of products that improve efficiency by eliminating manual checking. They work by deploying a wide
range of sensors generating a report back to an online dashboard, allowing rapid and informed decisions based on real-
time conditions.

Pycno [39]

A software and sensor allowing continuous data collection and flow from the farm to smartphone. It also contains a
dashboard to apply the latest phenological and disease models to monitor trends and assess risk to agricultural products.

Greenhou
se automation

Farmapp [40]

A process of monitoring pests and diseases, generating reports for mobile applications. It records the data quickly
and more efficiently than traditional methods (i.e. paper), allowing a smooth implementation. The stored data is
synchronized with the server, enabling the following metrics to be immediately observed: (1) a satellite map with
recorded points; (2) the current sanitary status of the farm; (3) comparative heatmaps to easily compare previous
measures with the current situation; and (4) charts and reports concerning pests and diseases.

Growlink [41]

A platform that tightly integrates hardware and software products, enabling smarter working, including providing
wireless automation and control, data collection, optimization, and monitoring and visualization.

GreenlQ [42]

A system to control irrigation and lighting from all locations and to connect 10T devices to automation platforms.

A device that combines weather and plant measurements, sending data to the Cloud for instant retrieval from all

Arable [43] locations. It offers continuous indicators of stress, pests and disease.
Crop
management A platform focused on yield improvement. It enables farmers to assess and respond to insects, disease and the health
Semios [44] of crops using real-time data, forming on-site sensing, big data and predictive analytics solutions for sustained
agricultural products.
An advanced animal monitoring system, aimed at the collection and analysis of critical data, including for individual
SCR/Allflex [45] anim_als. It delivers, when needed, the heat, health and nutrition insights required by farmers for effective decision
livestock making.
monitoring A K collar for monitoring dairy animals to gather informati ination, activity and
and smart neck collar for monitoring dairy animals to gather information on temperature, rumination, activity an
management other behavior. The intelligence algorithm in the system allows for the detection of health disorders before the
g Cowlar [46] appearance of visual symptoms. It can monitor body movement patterns and gait to provide accurate oestrus detection
alerts. It uses a solar power base unit, along with a waterproof and non-invasive monitoring system, both comfortable for
the animal and requiring minimum maintenance.
End-to- FarmLogs [47] . ricznljr?llstre&\junc\?snltors field conditions, facilitating the planning and managing of crop production. It also markets
end farm 9 P )
management A decision-making tool used to optimize fertilization and irrigation to control th t of fertilizer and reduce th
systems Cropio [48] ecision-making tool used to optimize fertilization and irrigation to control the amount of fertilizer and reduce the
use of water. It combines weather information and satellite data to monitor crops and field forecasts.
A system analyzing satellite and drone images of farms fields to map potential sign of diseases, pests and poor
Farmshots [49] nutrition. It turns images into a prescription map to optimize farm production and view analytics on farm performance.
Predictive Generated data in the Cloud can be exportable into nearly all agricultural software for prescription creation.
Analytics
aWhere [50] A platform employed for weather prediction and information on crop sustainability. Its goal is to deliver complete
information and insight for real-time agricultural decisions on a daily basis and at a global level.
Plantix [51] A machine learning based tool to control and manage the agriculture process, disease control, and the cultivation of
Crop and high-quality crops.
Soil Health : A s0il monitoring system performing complex tests (i.e. DNA) on soil samples. It uses a machine learning process
Monitoring Trace Genomics kn ¢ e’ th health f B leb dine i 4 R
[52] own as ‘genome sequencing’ that generates a health report for a soil sample by reading its DNA and comparing it to a
large soil DNA database.
A drone system aimed at helping users to improve their crop yield and reduce costs. Users pre-program a drone’s
SkySqirrel [53] route, and, once deployed, the device will leverage computer vision to record images to be used for analysis. Once the
y=q drone completes its route, users can transfer the data to a computer and upload it to a Cloud drive. It uses algorithms to
Agricultu integrate and analyze the captured images and data to provide a detailed report on the health and condition of crops.
re m?g:ggg: See & Spray [54] A robot designed to control weeds and protect crops. It leverages computer vision to monitor and precisely spray
pray weeds and infected plants.
CROO [55] A robot that assists in the picking and packing of crops. The manufacturer claimed that this robot can harvest eight

acres in a single day and replace the work of thirty human laborers.
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TABLE II. I0T/Al RESEARCH AND DEVELOPMENT IN SMART SUSTAINABLE AGRICULTURE
Researcher/s Year Summary
The researchers undertook a review of various potential 10T applications, including the specific issues and challenges associated
with 10T deployment to improve farming. They comprehensively analyzed the specific requirements the devices and wireless
Ray [57] 2017 | communication technologies associated with agricultural 10T applications. They presented different case studies to explore existing
10T based solutions operated by various organizations and individuals, followed by categorizing them based on their deployment
parameters. Furthermore, they identified a number of factors for the improvement and future road map of work using loT.
Mekala and The researchers surveyed a number of conventional applications of Agricultural 10T Sensor Monitoring Network technologies
Viswanathan [58] 2017 | utilizing CC. Their study aimed at understanding the diverse technologies to build smart, sustainable agriculture. They addressed a
simple IoT agriculture model with a wireless network.
Kamilaris. et al The researchers reviewed work in agriculture employing the practice of big data analysis to solve various different problems.
[59] ' ' 2017 | Their review emphasized the opportunities provided by big data analysis for the development of smarter agriculture, the availability of
hardware and software, as well as the techniques and methods for big data analysis.
The researchers investigated a number of different features, i.e. humidity, temperature sensing, server-based remote monitoring
Raieswari. et al system detection and soil moisture sensing. They used sensor networks to measure temperature, moisture and humidity in place of
[2(3] ' ' 2017 | manual checking. They deployed several sensors in different locations within farms, using a single controller. Their major objective
was to collect real-time data of the agriculture production environment to establish an easy access agricultural advice, in order to
identify weather or crops patterns.
Antonacci, et al. 2018 The researchers attempted to provide nanotechnology-based (bio) sensors to support farmers in delivering an analysis that is
[5] accurate, fast, cost-effective, and useful in the field to identify water and soil nutrients/pesticides, soil humidity, and plant pathogens.
Cadavid. et al The researchers proposed an extension to a popular open-source IoT platform, known as ‘Thingsboard’. This formed the core of a
[60] ' ) 2018 | Cloud-based Smart Farming platform and deliberate sensors, a decision support system, and a configuration of remotely autonomous
and controlled machines (e.g. water dispensers, rovers or drones).
Soto-Romero, et 2019 The researchers designed an easily insertable cylindrical sensor with internal electronics to offer a low power electronic
al. [61] architecture to measure and communicate wirelessly with a LoRa, Sigfox network or mobile phones.
The researchers reviewed the proposed stack and details of the recent developments within smart agriculture, focusing on
Nobrega, et al. 2019 loT/Machine-2-Machine interaction. They described the design and deployment of a gateway addressing the requirements of the
[62] SheeplT service, evaluating this gateway using real scenarios in terms of performance, thus demonstrating its feasibility and
scalability.
I1l. METHODOLOGY A. Domains of Smart Sustainable Agricultural Model

As well as undertaking the literature review, the current
researcher enhanced this study by informally interviewing
experienced farmers. The study aims to establish an 10T/Al
SSA architecture, as well as exploring the potential of the use
of loT and Al as a backbone to establish an SSA platform. A
review was employed to identify, analyze and study key books,
journals, reports, and white papers, in order to achieve the
above-noted aim. The lack of existing studies in this area
ensures that this current research also contributes to the body of
knowledge by establishing an 10T/Al framework for the
adoption of smart technologies, in order to establish smart
sustainable agricultural practices. Fig. 1 shows the
methodology adopted for this study.

IV. RESULTS AND DISCUSSION

Based on the research aim outlined in the Methodology,
this section is divided into (A) Domains of Smart Sustainable
agricultural model; (B) B. Proposed IOT/Al SSA platform as a
solution; and (C) Proposed loT/Al technical architecture for
SSA platform.

The results from the literature review revealed that several
domains need to be considered when adopting the smart
agricultural model. Fig. 2 demonstrates the interrelation and
complexity of data flow between different Smart, Sustainable
Agriculture domains.

s ~ 1
Development of IoT/Al

SSA Platform Aims and Objectives

4 2

ToT/AI SSA Technical Intensive Review &
Architecture informal Interview

N ./

Establish Smart Sustainable Agriculture Domains

Fig. 1. 10T/SSA Research Methodology.
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These domains are discussed individually, as follows:

Human resources: This refers to people, policies and
practices within the agricultural environment, which are
as important as in any other domain, as are weather and
technology. Human resources receive careful attention,
due to their significant impact on production, as well as
financial and marketing decisions. Whatever its size, an
agricultural concern requires effective human resources
management and planning, including hiring and
keeping employees who are engaged, high-performing
and effective communicators. Providing up-to-date
knowledge potentially opens the means to adopt smart
technologies in an agricultural environment.

Crops: This refers to a plant that can be grown and
harvested extensively for subsistence or profit: (1) food
crops (i.e. for human consumption); (2) feed crops (i.e.
for livestock consumption); (3) fibre crops (i.e. for
cordage and textiles); and (4) oil crops (i.e. for
consumption or industrial uses).

Weather: This plays a major role in determining the
success of agricultural processes. Most field crops and
livestock are solely dependent on climactic conditions
to provide life-sustaining water and energy. Adverse
weather can cause losses in agricultural products,
particularly during critical stages of growth. The
elements of weather (solar radiation, temperature,
precipitation, humidity and wind) influence the
physiology and production of agricultural plants and
animals. Severe weather (i.e. tornadoes, drought,
flooding, hail and wind storms) can cause considerable
damage and destruction to fields and livestock.

Soil: This forms a critical aspect of successful
agriculture, being the source of nutrients used to grow
crops, which are subsequently passed into plants and
then to humans and animals. Healthy soils produce
healthy and rich food supplies; however the health of
soil tends to decline over time, forcing farmers to move
to new fields. Soil health depends on regional
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conditions and climates, with soil nutrients more likely
to deteriorate in dry climates, particularly if irrigated,
which, if not managed carefully, can result in
salinization, i.e. a bu